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# Existence and uniqueness in critical spaces for the magnetohydrodynamical system in $\mathbb{R}^{n}$ 

Clément Denis<br>Aix-Marseille University, I2M


#### Abstract

We give a description of a magnetohydrodynamical system in $n$ dimension using the exterior derivative. We then prove existence of global solutions for small initial data and local existence for arbitrary large data in two classes of critical spaces - $L_{t}^{q} L_{x}^{p}$ and $\mathscr{C}_{t} L_{x}^{p}$, as well as uniqueness for solutions in $\mathscr{C}_{t} L_{x}^{p}$.


## 1 Introduction

In $\mathbb{R}^{3}$, the magnetohydrodynamical system on a time interval $] 0, T[(0<T \leq+\infty)$ as considered in [20] and [18] is written as

$$
\left\{\begin{align*}
\partial_{t} u-\Delta u+\nabla \pi-u \times(\operatorname{curl} u) & =(\operatorname{curl} b) \times b & & \text { in }] 0, T\left[\times \mathbb{R}^{3}\right.  \tag{1.1}\\
\partial_{t} b-\Delta b & =\operatorname{curl}(u \times b) & & \text { in }] 0, T\left[\times \mathbb{R}^{3}\right. \\
\operatorname{div} u & =0 & & \text { in }] 0, T\left[\times \mathbb{R}^{3}\right. \\
\operatorname{div} b & =0 & & \text { in }] 0, T\left[\times \mathbb{R}^{3}\right.
\end{align*}\right.
$$

where the velocity of the (incompressible homogeneous) fluid is denoted by $u:] 0, T\left[\times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}\right.$, the magnetic field is denoted by $b:] 0, T\left[\times \mathbb{R}^{3} \rightarrow \mathbb{R}^{3}\right.$ and the (dynamic) pressure of the fluid is denoted by $\pi:] 0, T\left[\times \mathbb{R}^{3} \rightarrow \mathbb{R}\right.$.

The first equation in (1.1) corresponds to the Navier-Stokes equations with the fluid subject to the Laplace force $($ curl $b) \times b$ applied by the magnetic field $b$. The second equation of (1.1) describes the evolution of the magnetic field following the so-called induction equation. The condition div $u=0$ corresponds to the incompressibility of the fluid, while the divergence-free condition on the magnetic field $b$ comes from the fact that $b$ is in the range of the curl operator.

Our aim in this paper is to study the same system in higher dimensions - i.e. $\mathbb{R}^{n}, n \geq 3$. This requires us to rewrite the system (1.1) using the exterior and interior derivative (see [18]) - an added benefit of this formulation is that it makes it easy to generalise the results of this paper to Riemannian manifolds.

Interpreting the scalar function $\pi$ as a 0 -form, $u$ as 1 -form and $b$ as a 2 -form, we can write (1.1) as:

$$
\left\{\begin{array}{rllll}
\left.\partial_{t} u+S u+d \pi+u\right\lrcorner d u & = & \left.-d^{*} b\right\lrcorner b & \text { in } & ] 0, T\left[\times \mathbb{R}^{n}\right.  \tag{MHD}\\
\partial_{t} b+M b & =-d(u\lrcorner b) & \text { in } & ] 0, T\left[\times \mathbb{R}^{n}\right. \\
u(t, \cdot) & \in \mathrm{N}\left(d^{*}\right)_{\Lambda_{\Lambda^{1}}} & \text { for all } & t \in] 0, T[ \\
b(t, \cdot) & \left.\in \mathrm{R}(d)\right|_{\Lambda^{2}} & \text { for all } & t \in] 0, T[
\end{array}\right.
$$

Where $d$ is the exterior derivative, $d^{*}$ is its adjoint, $S$ is the Stokes operator and $M$ is the Maxwell operator. We detail the signification of those notations in section 2, but for now let us add the following remarks:
Remark 1.1. - All the terms in the first equation are 1-forms, while all the terms in the second equation are 2 -forms.

- $\mathrm{N}(d)$ is the null of $d ; \mathrm{R}\left(d^{*}\right)$ is the range of $d^{*}$.
- In $\mathbb{R}^{3}$ the magnetic field $b$ is a 2-form, but can be identified as a 1-form in $\mathbb{R}^{3}$ using the Hodge-star operator. This is however impossible in dimension $n$.

As for the Navier-Stokes system, the system (MHD) with $T=\infty$ is invariant under the scaling

$$
\begin{aligned}
u_{\lambda}(t, x) & =\lambda u\left(\lambda^{2} t, \lambda x\right) \\
b_{\lambda}(t, x) & =\lambda b\left(\lambda^{2} t, \lambda x\right) \\
\pi_{\lambda}(t, x) & =\lambda^{2} \pi\left(\lambda^{2} t, \lambda x\right)
\end{aligned}
$$

for $\lambda>0, t>0$ and $x \in \mathbb{R}^{n}$. This suggests two possible critical spaces for $(u, b)$ : either

$$
L^{q}\left(\left[0, \infty\left[; L^{p}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right) \times L^{q}\left(\left[0, \infty\left[; L^{p}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right.\right.\right.\right.
$$

with $\frac{n}{p}+\frac{2}{q}=1$, or

$$
\mathscr{C}\left(\left[0, \infty\left[; L^{n}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right) \times \mathscr{C}\left(\left[0, \infty\left[; L^{n}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right.\right.\right.\right.
$$

The purpose of this paper is to prove existence and uniqueness of mild solutions (as defined in Definition 2.9) of the (MHD) system in $\mathbb{R}^{n}$. Section 3 is devoted to $L_{t}^{q} L_{x}^{p}$ spaces, with Theorem 3.1 and Theorem 3.2 proving respectively the global existence (in time) of mild solutions for small initial data and the local existence for arbitrary large initial data.

Section 4 and 5 are devoted to $\mathscr{C}_{t} L_{x}^{n}$ spaces. In section 4 we prove the existence of mild solutions (Theorems 4.1 and 4.2), while in Section 5, Theorem 5.1 we prove that those mild solutions are in fact unique.

## 2 Tools and notations

In this section we gathered notations and results about differential forms as well as the Laplacian, Stokes and Maxwell operators. Most of it is directly taken from [18] (which however focuses on bounded domains), while the proof for the different results stated can be found in [13] as well as [15] and [16].

Notation 2.1. Let $A$ be an (unbounded) operator on a Banach space $X$. We denote by $\mathrm{D}(A)$ its domain, $\mathrm{R}(A)$ its range and $\mathrm{N}(A)$ its null space.

We also denote by $\mathscr{S}\left(\mathbb{R}^{n}\right)$ the usual Schwartz space on $\mathbb{R}^{n}$.

### 2.1 Differential forms

Exterior algebra We consider the exterior algebra $\Lambda=\Lambda^{0} \oplus \Lambda^{1} \oplus \cdots \oplus \Lambda^{n}$ of $\mathbb{R}^{n}$, and we denote by $\left\{e_{I}, I \subset \llbracket 1, n \rrbracket\right\}$ the canonic basis of $\Lambda$, where $e_{I}=e_{j_{1}} \wedge e_{j_{2}} \wedge \cdots \wedge e_{j_{\ell}}$ for $I=\left\{j_{1}, \ldots, j_{\ell}\right\}$ with $j_{1}<j_{2}<\cdots<j_{\ell}$.
Note that $\Lambda^{1}$ is in fact $\mathbb{R}^{n}$, and that for $\ell<0$ or $\ell>n$ we set $\Lambda^{l}=\{0\}$.
The basic operations on the exterior algebra $\Lambda$ are
(i) the exterior product $\Lambda: \Lambda^{k} \times \Lambda^{\ell} \rightarrow \Lambda^{k+\ell}$,
(ii) the interior product $\lrcorner: \Lambda^{k} \times \Lambda^{\ell} \rightarrow \Lambda^{\ell-k}$,
(iii) the inner product $\langle\cdot, \cdot\rangle: \Lambda^{\ell} \times \Lambda^{\ell} \rightarrow \mathbb{R}$.

These correspond to the following operations in $\mathbb{R}^{3}$ : Let $u$ be a vector, interpreted as a 1 -form:

- for $\varphi$ scalar, interpreted as a 0 -form: $u \wedge \varphi=\varphi u, u\lrcorner \varphi=0$.
- for $\varphi$ scalar, interpreted as a 3-form: $u \wedge \varphi=0, u\lrcorner \varphi=\varphi u$.
- for $v$ vector, interpreted as a 1-form: $u \wedge v=u \times v, u\lrcorner v=u \cdot v$.
- for $v$ vector, interpreted as a 2-form: $u \wedge v=u \cdot v, u\lrcorner v=-u \times v$.

Exterior and interior derivatives We denote the exterior derivative by $d:=\nabla \wedge=\sum_{j=1}^{n} \partial_{j} e_{j} \wedge$ and the interior derivative (or co-derivative) by $\left.\delta:=-\nabla\lrcorner=-\sum_{j=1}^{n} \partial_{j} e_{j}\right\lrcorner$. They act on differential forms from $\mathbb{R}^{n}$ to the exterior algebra $\Lambda=\Lambda^{0} \oplus \Lambda^{1} \oplus \cdots \oplus \Lambda^{n}$ of $\mathbb{R}^{n}$, and satisfy $d^{2}=d \circ d=0$ and $\delta^{2}=\delta \circ \delta=0$.

In $\mathbb{R}^{3}$ they correspond to the following operators:

$$
\begin{align*}
& d: \Lambda^{0}=\mathbb{R} \xrightarrow{\nabla} \Lambda^{1}=\mathbb{R}^{3} \xrightarrow{\text { curl }} \Lambda^{2}=\mathbb{R}^{3} \xrightarrow{\text { div }} \Lambda^{3}=\mathbb{R}  \tag{2.1}\\
& \delta: \Lambda^{0}=\mathbb{R} \text { - div } \Lambda^{1}=\mathbb{R}^{3} \stackrel{\text { curl }}{\leftrightarrows} \Lambda^{2}=\mathbb{R}^{3} \stackrel{-\nabla}{\longleftarrow} \Lambda^{3}=\mathbb{R} \tag{2.2}
\end{align*}
$$

We denote by $\mathrm{D}(d)$ the domain of (the differential operator) $d$ and by $\mathrm{D}(\delta)$ the domain of $\delta$. They are defined by

$$
\begin{equation*}
\mathrm{D}(d):=\left\{u \in L^{2}\left(\mathbb{R}^{n}, \Lambda\right) ; d u \in L^{2}\left(\mathbb{R}^{n}, \Lambda\right)\right\} \quad \text { and } \quad \mathrm{D}(\delta):=\left\{u \in L^{2}\left(\mathbb{R}^{n}, \Lambda\right) ; \delta u \in L^{2}\left(\mathbb{R}^{n}, \Lambda\right)\right\} . \tag{2.3}
\end{equation*}
$$

Similarly, their domains in $L^{p}$ are:

$$
\begin{equation*}
\mathrm{D}^{p}(d):=\left\{u \in L^{p}\left(\mathbb{R}^{n}, \Lambda\right) ; d u \in L^{p}\left(\mathbb{R}^{n}, \Lambda\right)\right\} \text { and } \mathrm{D}^{p}(\delta):=\left\{u \in L^{p}\left(\mathbb{R}^{n}, \Lambda\right) ; \delta u \in L^{p}\left(\mathbb{R}^{n}, \Lambda\right)\right\} . \tag{2.4}
\end{equation*}
$$

We also consider the maximal adjoint operator of $d$ in $L^{2}\left(\mathbb{R}^{n}, \Lambda\right)$, denoted by $d^{*}$. In $\mathbb{R}^{n}, \delta=d^{*}$, and we will use $d^{*}$ in the rest of this paper.

For more details on $d$ and $\delta$, we refer to [3, Section 2] and [7, Section 2]. Both these papers also contain some historical background.

### 2.2 Laplacian, Stokes and Maxwell operators

Definition 2.2. The Dirac operator on $\mathbb{R}^{n}$ is

$$
D:=d+d^{*}=d+\delta .
$$

The Laplacian operator on $\mathbb{R}^{n}$ is defined as

$$
-\Delta:=D^{2}=d d^{*}+d^{*} d=d \delta+\delta d .
$$

Remark 2.3. For 1 forms in 3 dimension, this last equation correspond to the well-known identity $-\Delta=\operatorname{curl}$ curl $-\nabla$ div.
$D$ is a closed densely defined operator on $L^{2}\left(\mathbb{R}^{n}, \Lambda\right)$ and we have the following Hodge decomposition (see [2, Section 4, proof of Proposition 2.2]):

$$
\begin{align*}
L^{2}\left(\mathbb{R}^{n}, \Lambda\right) & =\overline{\mathrm{R}(d)} \stackrel{\perp}{\oplus} \overline{\mathrm{R}\left(d^{*}\right)} \stackrel{\perp}{\oplus} \mathrm{N}(D)  \tag{2}\\
& =\overline{\mathrm{R}(d)} \stackrel{\perp}{\oplus} \mathrm{N}\left(d^{*}\right)  \tag{2.5}\\
& =\mathrm{N}(d) \stackrel{\perp}{\oplus} \overline{\mathrm{R}\left(d^{*}\right)} . \tag{2.6}
\end{align*}
$$

Note that the harmonic forms in $L^{2}$ on $\mathbb{R}^{d}$ are trivial, so $\mathrm{N}(D)=\mathrm{N}(d) \cap \mathrm{N}\left(d^{*}\right)=\mathrm{N}(\Delta)=\{0\}$. The orthogonal projection from $L^{2}\left(\mathbb{R}^{n}, \Lambda\right)$ onto $\mathrm{N}\left(d^{*}\right)$ (see (2.5)), restricted to 1 -forms, is the well-known Helmholtz (or Leray) projection denoted by $\mathbb{P}$.

The Hodge decompositions exist also in $L^{p}$ (see [19, Theorems 2.4.2 and 2.4.14]):

$$
\begin{align*}
L^{p}\left(\mathbb{R}^{n}, \Lambda\right) & =\overline{\mathrm{R}^{p}(d)} \oplus \overline{\mathrm{R}^{p}\left(d^{*}\right)} \oplus \mathrm{N}(D)  \tag{p}\\
& =\overline{\mathrm{R}^{p}(d)} \oplus \mathrm{N}^{p}\left(d^{*}\right)  \tag{2.7}\\
& =\mathrm{N}^{p}(d) \oplus \overline{\mathrm{R}^{p}\left(d^{*}\right)} \tag{2.8}
\end{align*}
$$

for all $p \in] 1, \infty\left[\right.$ and the projection $\mathbb{P}:\left.L^{p}\left(\mathbb{R}^{n}, \Lambda^{1}\right) \rightarrow \mathrm{N}^{p}\left(d^{*}\right)\right|_{\Lambda^{1}}$ extends accordingly.
Remark 2.4. If $u \in L^{p}\left(\mathbb{R}^{n}, \Lambda^{1}\right), u=\Phi+\mathbb{P} u$ with $\Phi \in{\overline{R^{p}(d)}}_{\mid \Lambda^{1}}$. Since $d^{2}=0$, we get $d \Phi=0$ and $d u=d \mathbb{P} u$.

Definition 2.5. - We denote by $S$ the Stokes operator:

$$
\begin{equation*}
S:=D^{2}=d^{*} d \text { in } N^{2}\left(d^{*}\right)_{\mid \Lambda^{1}}, \tag{2.9}
\end{equation*}
$$

where $N^{2}\left(d^{*}\right)_{\mid \Lambda^{1}}$ is the restriction of $N^{2}\left(d^{*}\right)$ to the space of 1 -forms $\Lambda^{1}$.

- We denote by $M$ the Maxwell operator:

$$
\begin{equation*}
M:=D^{2}=d d^{*} \text { in } N^{2}(d)_{\mid \Lambda^{2}}, \tag{2.10}
\end{equation*}
$$

where $N^{2}(d)_{\mid \Lambda^{2}}$ is the restriction of $N^{2}(d)$ to the space of 2 -forms $\Lambda^{2}$.

Remark 2.6. On $\mathbb{R}^{n}, S=-\Delta_{\mid N^{2}(d *)_{\mid \Lambda^{1}}}$ and $M=-\Delta_{\mid N^{2}(d)_{\mid \Lambda^{2}}}$.. This means that the two following theorems, written for the Laplacian operator $\Delta$, are also true for both the Stokes and Maxwell operator.

First those operators are sectorial and thus admit a bounded holomorphic functional calculus (see [?Ha06, Proposition 8.3.4]).

Theorem 2.7. 1. The Laplacian operator $-\Delta$ is sectorial of angle 0 in $L^{p}\left(\mathbb{R}^{n}, \Lambda\right)$ and for all $\mu \in] 0, \frac{\pi}{2}\left[,-\Delta\right.$ admits a bounded $S_{\mu+}^{\circ}$ holomorphic functional calculus in $L^{p}\left(\mathbb{R}^{n}, \Lambda\right)$.

And secondly they verify the maximal regularity property, which is crucial for our proof:
Theorem 2.8 (Maximal regularity). Let $1<p, q<\infty$ and let $R$ be the operator defined for $f \in$ $L_{\mathrm{loc}}^{1}(] 0, \infty\left[; \mathscr{S}^{\prime}\left(\mathbb{R}^{n}\right)\right) b y$

$$
\begin{equation*}
R f(t)=\int_{0}^{t} e^{(t-s) \Delta} f(s) \mathrm{d} s, \quad \forall t>0 \tag{2.11}
\end{equation*}
$$

This operator is bounded from $L^{q}(] 0, \infty\left[; L^{p}\left(\mathbb{R}^{n}\right)\right)$ to $\dot{W}^{1, q}(] 0, \infty\left[; L^{p}\left(\mathbb{R}^{n}\right)\right) \cap L^{q}(] 0, \infty\left[; \dot{W}^{2, p}\left(\mathbb{R}^{n}\right)\right)$. In particular the operator $\Delta R$ is bounded in $L^{q}(] 0, \infty\left[; L^{p}\left(\mathbb{R}^{n}\right)\right)$.

Moreover there exists a constant $C_{q, p}$ such that

$$
\begin{equation*}
\left\|\frac{\mathrm{d}}{\mathrm{~d} t} R f\right\|_{L_{t}^{q} L_{x}^{p}}+\|\Delta R f\|_{L_{t}^{q} L_{x}^{p}}+\left\|(-\Delta)^{\alpha}\left(\frac{\mathrm{d}}{\mathrm{~d} t}\right)^{1-\alpha} R f\right\|_{L_{t}^{q} L_{x}^{p}} \leq C_{q, p}\|f\|_{L_{t}^{q} L_{x}^{p}}, \tag{2.12}
\end{equation*}
$$

for all $\alpha \in] 0,1[$.
The proof can be found in [11, Chapter IV, $\S 3]$.

### 2.3 The magnetohydrodynamical system

Let us recall the magnetohydrodynamical system (MHD):

$$
\left\{\begin{array}{rllll}
\left.\partial_{t} u+S u+d \pi+u\right\lrcorner d u & = & \left.-d^{*} b\right\lrcorner b & & \text { in }  \tag{MHD}\\
& & ] 0, T\left[\times \mathbb{R}^{n}\right. \\
\partial_{t} b+M b & = & -d(u\lrcorner b) & & \text { in } \\
& ] 0, T\left[\times \mathbb{R}^{n}\right. \\
u(t, \cdot) & \in & \left.\mathrm{N}\left(d^{*}\right)\right|_{\Lambda^{1}} & \text { for all } & t \in] 0, T[ \\
b(t, \cdot) & \left.\in \mathrm{R}(d)\right|_{\Lambda^{2}} & \text { for all } & & t \in] 0, T[.
\end{array}\right.
$$

Definition 2.9. A mild solution of the system (MHD) with initial condition $u_{0} \in N\left(d^{*}\right)_{\mid \Lambda^{1}}$ and $b_{0} \in R(d)_{\mid \Lambda^{2}}$ is a pair $(u, b)$ such that $u$ is 1 -form on $\mathbb{R}^{n}, b$ is a 2 -form on $\mathbb{R}^{n}$, and $(u, b)$ satisfies

$$
\begin{align*}
u(t) & \left.\left.=e^{-t S} u_{0}+\int_{0}^{t} e^{-(t-s) S} \mathbb{P}(-u(s)\lrcorner d u(s)\right) \mathrm{d} s+\int_{0}^{t} e^{-(t-s) S} \mathbb{P}\left(-d^{*} b(s)\right\lrcorner b(s)\right) \mathrm{d} s  \tag{2.13}\\
& =a_{1}(t)+B_{1}(u, u)(t)+B_{2}(b, b)(t)  \tag{2.14}\\
b(t) & \left.=e^{-t M} b_{0}+\int_{0}^{t} e^{-(t-s) M}(-d(u(s)\lrcorner b(s))\right) \mathrm{d} s  \tag{2.15}\\
& =a_{2}(t)+B_{3}(u, b)(t) \tag{2.16}
\end{align*}
$$

for all $t \in] 0, T[$.

In the formalism we use, it is easy to see that the bilinear terms $B_{1}$ and $B_{2}$ are almost identical. In fact we will focus on $B_{1}$ and skip the details for $B_{2}$ altogether. The bilinear form for the magnetic field $B_{3}$ is different however, and in sections 4 and 5 we will need the following Leibniz-style inequality:

Lemma 2.10. Let $\alpha, \beta, \alpha^{\prime}$, $\beta^{\prime}$ and $\gamma$ be such that $\frac{1}{\alpha}+\frac{1}{\beta}=\frac{1}{\alpha^{\prime}}+\frac{1}{\beta^{\prime}}=\frac{1}{\gamma}$. There exists a constant $C_{p}$ such that

$$
\begin{equation*}
\left.\| d\left(\omega_{1}\right\lrcorner \omega_{2}\right) \|_{\gamma} \leq C_{p}\left(\left\|D \omega_{1}\right\|_{\alpha}\left\|\omega_{2}\right\|_{\beta}+\left\|\omega_{1}\right\|_{\alpha^{\prime}}\left\|D \omega_{2}\right\|_{\beta^{\prime}}\right) \tag{2.17}
\end{equation*}
$$

for all $\omega_{1} \in \mathrm{D}^{\alpha}(D) \cap L^{\alpha^{\prime}}\left(\mathbb{R}^{n}, \Lambda^{1}\right)$ and all $\omega_{2} \in \mathrm{D}^{\beta^{\prime}}(D) \cap L^{\beta}\left(\mathbb{R}^{n}, \Lambda^{2}\right)$.
Proof. On $\mathbb{R}^{n}$ we get $-\Delta=D^{2}$, so $\nabla=\left[\nabla(-\Delta)^{-1} D\right] D=\left[\nabla(-\Delta)^{-1 / 2}\right]\left[(-\Delta)^{-1 / 2} D\right] D$. So $\nabla$ is controlled by $D$.

Remark 2.11. This estimate is an open question for low-regularity domains and in particular for Lipschitz domains as discussed in [18].

## 3 Existence in $L_{t}^{q} L_{x}^{p}$ spaces

In this section we consider solutions which are $L^{q}$ in time and $L^{p}$ in space. We prove global existence of those solutions for small initial data and local existence for arbitrary large initial data.

Our proofs are based on the classical Picard fixed point theorem, already used for the NavierStokes equations by Fujita and Kato [8] (see also [17]) and in [6] (see also [5]) for the Boussinesq system. Our most recent inspiration is a paper by Monniaux [18] on the 3-dimensional (MHD) system. Most of the tools used here appeared in the paper [16]; see also [13].

Let us start our main theorems:
Theorem 3.1 (Global existence). Let $(p, q)$ such that $\frac{n}{p}+\frac{2}{q}=1$, $p>n$, and $q>3$.
Then there exists $\varepsilon>0$ such that for all $\left.u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}$ and $\left.b_{0} \in \mathrm{R}^{n}(d)\right|_{\Lambda^{2}}$ with

$$
\begin{align*}
\left\|u_{0}\right\|_{\dot{B}_{p, q}^{-\frac{2}{q}}}^{-\frac{2}{2}}+\left\|u_{0}\right\|_{\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-\frac{4}{q}+1}} \leq \varepsilon  \tag{3.1}\\
\text { and }\left\|b_{0}\right\|_{\dot{B}_{p, q}^{-\frac{2}{q}}}+\left\|b_{0}\right\|_{\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-\frac{4}{q}+1}} \leq \varepsilon, \tag{3.2}
\end{align*}
$$

the system (MHD) admits a mild solution $(u, b) \in L^{q}\left(\left[0, \infty\left[; L^{p}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right) \times L^{q}\left(\left[0, \infty\left[; L^{p}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right.\right.\right.\right.$.
Theorem 3.2 (Local existence). Let $(p, q)$ such that $\frac{n}{p}+\frac{2}{q}=1$, $p>n$, and $q>3$.
Then for all $u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)_{\Lambda_{\Lambda^{1}}}$ and $b_{0} \in \mathrm{R}^{n}(d)_{\left.\right|_{\Lambda^{2}}}$ there exists $T>0$ such that the system (MHD) admits a mild solution $u \in L^{q}\left(\left[0, \infty\left[; L^{p}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right)\right.\right.$ and $b \in L^{q}\left(\left[0, \infty\left[; L^{p}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right.\right.$.

Proof. For $0<T \leq \infty$, let us consider the spaces

$$
\begin{equation*}
\mathscr{U}_{T}:=\left\{u \in L ^ { q } \left(\left[0, T\left[; \mathrm{N}^{p}\left(d^{*}\right)_{\mid \Lambda^{1}}\right) ; d u \in L^{\frac{q}{2}}\left(\left[0, T\left[; L^{\frac{p}{2}}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right\}\right.\right.\right.\right. \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{B}_{T}:=\left\{b \in L ^ { q } \left(\left[0, T\left[; \mathrm{R}^{p}(d)_{\mid \Lambda^{2}}\right) ; d^{*} b \in L^{\frac{q}{2}}\left(\left[0, T\left[; L^{\frac{p}{2}}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right)\right\},\right.\right.\right.\right. \tag{3.4}
\end{equation*}
$$

endowed with their natural norms

$$
\begin{aligned}
\|u\|_{\mathscr{U}_{T}} & \left.=\|u\|_{L^{q}\left(\left[0, T ;\left[L^{p}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right)\right.\right.}+\|d u\|_{L^{\frac{q}{2}}\left(\left[0, T ;\left[L^{\frac{p}{2}}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right.\right.}\right) \\
\|b\|_{\mathscr{B}_{T}} & =\|b\|_{L^{q}\left(\left[0, T\left[; L^{p}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right.\right.}+\left\|d^{*} b\right\|_{L^{\frac{q}{2}}\left(\left[0, T ; ; L^{\frac{p}{2}}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right)\right.} .
\end{aligned}
$$

The proof relies on the Picard fixed-point theorem (see [12, Theorem 15.1]): the system

$$
\begin{equation*}
u=a_{1}+B_{1}(u, u)+B_{2}(b, b) \quad \text { and } \quad b=a_{2}+B_{3}(u, b), \quad(u, b) \in \mathscr{U}_{T} \tag{3.5}
\end{equation*}
$$

can be reformulated as

$$
\begin{equation*}
\boldsymbol{U}=\boldsymbol{a}+\boldsymbol{\mathcal { B }}(\boldsymbol{U}, \boldsymbol{U}) \tag{3.6}
\end{equation*}
$$

where $\boldsymbol{U}=(u, b) \in \mathscr{U}_{T} \times \mathscr{B}_{T}, \boldsymbol{a}=\left(a_{1}, a_{2}\right)$ and $\boldsymbol{\mathcal { B }}\left(\boldsymbol{U}, \boldsymbol{U}^{\prime}\right)=\left(B_{1}\left(u, u^{\prime}\right)+B_{2}\left(b, b^{\prime}\right), B_{3}\left(u, b^{\prime}\right)\right)$ if $\boldsymbol{U}=(u, b)$ and $\boldsymbol{U}^{\prime}=\left(u^{\prime}, b^{\prime}\right)$. On $\mathscr{U}_{T} \times \mathscr{B}_{T}$ we choose the norm $\|(u, b)\|_{\mathscr{U}_{T} \times \mathscr{B}_{T}}:=\|u\|_{\mathscr{U}_{T}}+\|b\|_{\mathscr{B}_{T}}$.

We split the proof into two lemmas: Lemma 3.3 concerns the linear part, while Lemma 3.4 concerns the bilinear operator $\mathcal{B}$.
Lemma 3.3. For $u_{0} \in \dot{B}_{p, q}^{-\frac{2}{q}}\left(\mathbb{R}^{n}, \Lambda^{1}\right) \cap \dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-\frac{q}{q}+1}\left(\mathbb{R}^{n}, \Lambda^{1}\right)$ with $d^{*} u_{0}=0$ and $b_{0} \in \dot{B}_{p, q}^{-\frac{2}{q}}\left(\mathbb{R}^{n}, \Lambda^{2}\right) \cap$ $\dot{B}_{\frac{p}{2}, \frac{4}{2}}^{-\frac{4}{q}+1}\left(\mathbb{R}^{n}, \Lambda^{2}\right)$ with $d b_{0}=0$, then

1. $a_{1}: t \mapsto e^{-t S} u_{0} \in \mathscr{U}_{T}$
2. $a_{2}: t \mapsto e^{-t M} b_{0} \in \mathscr{B}_{T}$,
for all $T \in] 0,+\infty]$. Besides for all $\varepsilon>0$, there exists $T>0$ such that

$$
\begin{equation*}
\left\|a_{1}\right\|_{\mathscr{U}_{T}}+\left\|a_{2}\right\|_{\mathscr{B}_{T}} \leq \varepsilon \tag{3.7}
\end{equation*}
$$

Lemma 3.4. The bilinear operators $B_{1}, B_{2}$ and $B_{3}$ are bounded in the following spaces:

1. $B_{1}: \mathscr{U}_{T} \times \mathscr{U}_{T} \rightarrow \mathscr{U}_{T}$,
2. $B_{2}: \mathscr{B}_{T} \times \mathscr{B}_{T} \rightarrow \mathscr{U}_{T}$,
3. $B_{3}: \mathscr{U}_{T} \times \mathscr{B}_{T} \rightarrow \mathscr{B}_{T}$
with norms independent from $T>0$.
The boundedness of the operator $\mathcal{B}$ is now obvious: let $\boldsymbol{U}=(u, b) \in \mathscr{U}_{T} \times \mathscr{B}_{T}$ and $\boldsymbol{U}^{\prime}=\left(u^{\prime}, b^{\prime}\right) \in$ $\mathscr{U}_{T} \times \mathscr{B}_{T}$. Then

$$
\begin{aligned}
\left\|\mathcal{B}\left(\boldsymbol{U}, \boldsymbol{U}^{\prime}\right)\right\|_{\mathscr{U}_{T} \times \mathscr{B}_{T}} & =\left\|B_{1}\left(u, u^{\prime}\right)+B_{2}\left(b, b^{\prime}\right)\right\|_{\mathscr{U}_{T}}+\left\|B_{3}\left(u, b^{\prime}\right)\right\|_{\mathscr{B}_{T}} \\
& \leq K\left(\|u\|_{\mathscr{U}_{T}}\left\|u^{\prime}\right\|_{\mathscr{O}_{T}}+\|b\|_{\mathscr{R}_{T}}\left\|b^{\prime}\right\|_{\mathscr{B}_{T}}+\|u\|_{\mathscr{U}_{T}}\left\|b^{\prime}\right\|_{\mathscr{B}_{T}}\right) \\
& \leq K\|\boldsymbol{U}\|_{\mathscr{U}_{T} \times \mathscr{B}_{T}}\left\|\boldsymbol{U}^{\prime}\right\|_{\mathscr{U}_{T} \times \mathscr{B}_{T}},
\end{aligned}
$$

where $K$ is a constant independent from $T>0$.
Let then $\varepsilon=\frac{1}{4 K}$. By Lemma 3.3, for $\left.u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}$, and $b_{0} \in \mathrm{R}^{n}(d)_{\left.\right|_{\Lambda^{2}}}$, there exists $T \leq \infty$ such that $\left\|a_{1}\right\|_{\mathscr{U}_{T}}+\left\|a_{2}\right\|_{\mathscr{B}_{T}} \leq \varepsilon$ holds for $\varepsilon=\frac{1}{4 K}$. Then by Picard's fixed point theorem the system (3.6) admits a unique solution $\boldsymbol{U}=(u, b) \in \mathscr{U}_{T} \times \mathscr{B}_{T}$.

Lemma 3.3. Soit $\varepsilon>0$. Let $u_{0} \in \dot{B}_{p, q}^{-\frac{2}{q}}\left(\mathbb{R}^{n}, \Lambda^{1}\right) \cap \dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-\frac{4}{q}}\left(\mathbb{R}^{n}, \Lambda^{1}\right)$ with $d^{*} u_{0}=0$ and $b_{0} \in \dot{B}_{p, q}^{-\frac{2}{q}}\left(\mathbb{R}^{n}, \Lambda^{2}\right) \cap$ $\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-\frac{4}{q}+1}\left(\mathbb{R}^{n}, \Lambda^{2}\right)$ with $d b_{0}=0$.

1. First we prove that the semigroups $t \mapsto a_{1}(t)=e^{-t S} u_{0}$ and $t \mapsto a_{2}(t)=e^{-t M} b_{0}$ are respectively in $\mathscr{U}_{T}$ and $\mathscr{B}_{T}$.
Let $T=+\infty$. Thanks to [4, Lemma 2.34] we have

$$
\begin{aligned}
\left\|u_{0}\right\|_{\dot{B}_{p, q}} \frac{2}{q} & \sim_{p, q}\|t \mapsto\| t^{\frac{1}{q}} e^{t \Delta} u_{0}\left\|_{L_{x}^{p}}\right\|_{L^{q}\left(\left[0, \infty\left[, \frac{\mathrm{~d} t}{t}\right)\right.\right.} \\
& \sim_{p, q}\left(\int_{0}^{+\infty}\left\|e^{t \Delta} u_{0}\right\|_{L_{x}^{p}}^{q} \mathrm{~d} t\right)^{\frac{1}{q}} \\
& \sim_{p, q}\left\|t \mapsto e^{-t S} u_{0}\right\|_{L_{t}^{q} L_{x}^{p}} .
\end{aligned}
$$

Now, using the fact that $(-\Delta)^{\frac{1}{2}}: \dot{B}_{\frac{p}{2}, \frac{q}{2}}^{s} \rightarrow \dot{B}_{\frac{p}{2}, \frac{q}{2}}^{s-1}$ is an isomorphism we get

$$
\left\|u_{0}\right\|_{\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-\frac{4}{2}+1}} \sim_{p, q}\left\|(-\Delta)^{\frac{1}{2}} u_{0}\right\|_{\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-\frac{4}{q}}} .
$$

Then using [4, Lemma 2.34] again we get

$$
\begin{aligned}
&\left\|u_{0}\right\|_{\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{\frac{-}{q}+1}} \sim_{p, q}\|t \mapsto\| t^{\frac{q}{2}}(-\Delta)^{\frac{1}{2}} e^{t \Delta} u_{0}\left\|_{L_{x}^{p}}\right\|_{L^{q}\left(\left[0, \infty\left[, \frac{\mathrm{~d} t}{t}\right)\right.\right.} \\
& \sim_{p, q}\left\|t \mapsto(-\Delta)^{\frac{1}{2}} e^{t \Delta} u_{0}\right\|_{L_{t}^{\frac{q}{2}} L_{x}^{\frac{p}{2}}} \\
& \sim_{p, q}\left\|d e^{-t S} u_{0}\right\|_{L_{t}^{\frac{q}{2}} L_{x}^{\frac{p}{x}}},
\end{aligned}
$$

where the last line comes from the fact that $d^{*} u_{0}=0$ and $\|D \cdot\|_{\frac{p}{2}} \sim\left\|(-\Delta)^{\frac{1}{2}}\right\|_{\frac{p}{2}}$.
Hence for $T \in \mathbb{R}^{+}$,

$$
\begin{equation*}
\left\|a_{1}\right\|_{\mathscr{U}_{T}} \leq\left\|a_{1}\right\|_{\mathscr{H}_{\infty}} \lesssim_{p, q}\left\|u_{0}\right\|_{\dot{B}_{p, q}}+\left\|u_{0}\right\|_{\dot{B_{p}^{p}, \frac{q}{2}}}^{-\frac{4}{q}+1} . \tag{3.8}
\end{equation*}
$$

The estimate for $a_{2}$ is proven in a similar way:

$$
\begin{equation*}
\left\|a_{2}\right\|_{\mathscr{U}_{T}} \leq\left\|a_{2}\right\|_{\mathscr{U}_{\infty}} \lesssim_{p, q}\left\|b_{0}\right\|_{\dot{B}_{p, q}}+\left\|b_{0}\right\|_{\dot{B}_{\frac{p}{2}}, \frac{q}{2}}^{-\frac{q}{q}+1} . \tag{3.9}
\end{equation*}
$$

2. Let $\varepsilon>0$. If $u_{0}$ and $b_{0}$ have norms smaller than $\left\|u_{0}\right\|_{\dot{B}_{p, q}^{-\frac{q}{2}}}+\left\|u_{0}\right\|_{\dot{B_{p}}-\frac{q}{q}, \frac{q}{2}}$ and $\left\|b_{0}\right\|_{\dot{B_{p, q}}-\frac{q}{-\frac{q}{q}}}+\left\|b_{0}\right\|_{\dot{B_{p}^{p}}, \frac{4}{q}+\frac{4}{q}+1}$ respectively, then we immediately have $\left\|a_{1}\right\|_{\mathscr{U}_{T}}+\left\|a_{2}\right\|_{\mathscr{B}_{T}} \leq K_{p, q} \varepsilon$ for all $T \in[0, \infty]$.
Else let $T \in \mathbb{R}^{+}$and let $u_{0}^{\varepsilon} \in \mathscr{S}\left(\mathbb{R}^{n}, \Lambda^{1}\right)$ and $b_{0}^{\varepsilon} \in \mathscr{S}\left(\mathbb{R}^{n}, \Lambda^{2}\right)$ be such that $d^{*} u_{0}=0, d b_{0}=0$, and

$$
\begin{gathered}
\left\|u_{0}-u_{0}^{\varepsilon}\right\|_{\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-\frac{q}{q}+1}} \leq \varepsilon \text { and }\left\|u_{0}-u_{0}^{\varepsilon}\right\|_{\dot{B}_{p, q}^{-\frac{2}{q}}} \leq \varepsilon, \\
\left\|b_{0}-b_{0}^{\varepsilon}\right\|_{\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-\frac{4}{q}+1}} \leq \varepsilon \text { and }\left\|b_{0}-b_{0}^{\varepsilon}\right\|_{\dot{B}_{p, q}^{-\frac{2}{q}}}^{-\frac{2}{2}} \leq \varepsilon .
\end{gathered}
$$

Let us denote for $t \in[0, T] a_{1}^{\varepsilon}(t)=e^{-t S} u_{0}^{\varepsilon}$ and $a_{2}^{\varepsilon}(t)=e^{-t M} b_{0}^{\varepsilon}$, and write

$$
\left\|a_{1}\right\|_{\mathscr{U}_{T}} \leq\left\|a_{1}-a_{1}^{\varepsilon}\right\|_{\mathscr{U}_{T}}+\left\|a_{1}^{\varepsilon}\right\|_{\mathscr{U}_{T}} \leq K_{p, q} \varepsilon+\left\|a_{1}^{\varepsilon}\right\|_{\mathscr{U}_{T}} .
$$

By definition $\left\|a_{1}^{\varepsilon}\right\|_{\mathscr{U}_{T}}=\left\|a_{1}^{\varepsilon}\right\|_{L_{t}^{q} L_{x}^{p}}+\left\|d a_{1}^{\varepsilon}\right\|_{L_{t}^{\frac{q}{2}} L_{x}^{\frac{p}{2}}}$. Let us consider $\left\|a_{1}^{\varepsilon}\right\|_{L_{t}^{q} L_{x}^{p}}$ first: let $s \in \mathbb{R}$ be such that $1-q s>0$. Then we get

$$
\begin{aligned}
\left\|a_{1}^{\varepsilon}\right\|_{L_{t}^{q} L_{x}^{p}} & \lesssim\left\|t \mapsto t^{s}\right\|_{L^{\infty}([0, T])}\left\|t \mapsto t^{-s}\right\| e^{-t S} u_{0}^{\varepsilon}\left\|_{L_{x}^{p}}\right\|_{L^{q}([0, T])} \\
& \lesssim_{p, q} T^{s}\|t \mapsto\| t^{\frac{1-s q}{q}} e^{t \Delta} u_{0}^{\varepsilon}\left\|_{L_{x}^{p}}\right\|_{L^{q}\left([0, T], \frac{\mathrm{d} t}{t}\right)} \\
& \lesssim_{p, q} T^{s}\left\|u_{0}^{\varepsilon}\right\|_{\dot{B}_{p, q}^{-2 \frac{1-s q}{q}}} .
\end{aligned}
$$

Similarly let $s \in \mathbb{R}$ be such that $1-\frac{s q}{2}>0$. Then

$$
\begin{aligned}
\left\|d a_{1}^{\varepsilon}\right\|_{L_{t}^{\frac{q}{2}} L_{x}^{\frac{p}{x}}} & \lesssim_{p, q}\left\|t \mapsto e^{t \Delta}(-\Delta)^{\frac{1}{2}} u_{0}^{\varepsilon}\right\|_{L_{t}^{\frac{q}{2}} L_{x}^{\frac{p}{2}}} \\
& \lesssim_{p, q} T^{s}\left\|(-\Delta)^{\frac{1}{2}} u_{0}^{\varepsilon}\right\|_{\dot{B}_{\frac{p}{2}}^{-2}, \frac{2-s q}{q}}^{q} \\
& \lesssim_{p, q} T^{s}\left\|u_{0}^{\varepsilon}\right\|_{\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-2-\frac{2-s q}{q}}+1} .
\end{aligned}
$$

Since $u_{0}^{\varepsilon} \in \mathscr{S}\left(\mathbb{R}^{n}, \Lambda^{1}\right)$, both $\left\|u_{0}^{\varepsilon}\right\|_{\dot{B}_{\frac{p}{2}, \frac{q}{2}}^{-2-s q}}{ }^{\frac{2-1}{q}}$ and $\left\|u_{0}^{\varepsilon}\right\|_{\dot{B}_{p, q}^{-2 \frac{1-s q}{q}}}$ are well-defined and finite, although they can be arbitrarily large depending on $u_{0}$. However taking $T$ small enough we get

$$
\left\|a_{1}^{\varepsilon}\right\|_{\mathscr{U}_{T}} \leq K_{p, q} \varepsilon .
$$

And in a similar way we can prove that

$$
\left\|a_{2}^{\varepsilon}\right\|_{\mathscr{B}_{T}} \leq K_{p, q} \varepsilon
$$

which concludes our proof.

Lemma 3.4. Recall the relations on $n, p$ and $q$ :

$$
n<p, \quad 3<q \quad \text { and } \quad \frac{n}{p}+\frac{2}{q}=1
$$

1. Recall that $\left.B_{1}(u, v)(t)=\int_{0}^{t} e^{-(t-s) S} \mathbb{P}(u(s)\lrcorner d v(s)\right) \mathrm{d} s$.

- Let $\theta=\frac{n}{p}$. Then $\frac{3}{p}-\frac{2 \theta}{n}=\frac{1}{p}$, so the Sobolev injection $W^{2 \theta, \frac{p}{3}} \hookrightarrow L^{p}$ holds.

For almost every $t>0$, we compute the norm in $L_{x}^{p}$ of $B_{1}(u, v)(t)$ in the following way:

$$
\begin{align*}
\left\|B_{1}(u, v)(t)\right\|_{L_{x}^{p}} & \left.=\| \int_{0}^{t} S^{\theta} e^{-(t-s) S} S^{-\theta} \mathbb{P}(u(s)\lrcorner d v(s)\right) \mathrm{d} s \|_{L_{x}^{p}} \\
(1) & \left.\lesssim \int_{0}^{t}\left\|S^{\theta} e^{-(t-s) S}\right\|_{L^{p} \rightarrow L^{p}} \| S^{-\theta} \mathbb{P}(u(s)\lrcorner d v(s)\right) \|_{L_{x}^{p}} \mathrm{~d} s \\
(2) & \left.\lesssim \int_{0}^{t}(t-s)^{-\theta} \| S^{-\theta} \mathbb{P}(u(s)\lrcorner d v(s)\right) \|_{W_{x}^{2 \theta, \frac{p}{3}}} \mathrm{~d} s \\
(3) & \left.\lesssim \int_{0}^{t}(t-s)^{-\theta} \| \mathbb{P}(u(s)\lrcorner d v(s)\right) \|_{L_{x}^{\frac{p}{3}}} \mathrm{~d} s  \tag{3}\\
(4) & \left.\lesssim \int_{0}^{t}(t-s)^{-\theta} \| u(s)\right\lrcorner d v(s) \|_{L_{x}^{\frac{p}{3}}} \mathrm{~d} s \\
(5) & \lesssim \int_{0}^{t}(t-s)^{-\theta}\|u(s)\|_{L_{x}^{p}}\|d v(s)\|_{L_{x}^{\frac{p}{2}}} \mathrm{~d} s
\end{align*}
$$

where (1) uses the operator norm of $S^{\theta} e^{-(t-s) S},(2)$ uses the Sobolev injection $W^{2 \theta} \frac{p}{3} \hookrightarrow L^{p}$, (3) uses the continuity of $S^{-\theta}$ from $L_{x}^{\frac{p}{3}}$ to $W^{2 \theta, \frac{p}{3}}$, (4) uses the continuity of the Leray projector $\mathbb{P}$ on $L_{x}^{\frac{p}{3}}$ and finally (5) is simply Hölder's inequality.
Since $s \mapsto s^{-\theta}=s^{-\frac{n}{p}}$ is in $L^{\frac{p}{n}, \infty}$ (see [9, Definition 1.1.5]) and $s \mapsto\|u(s)\|_{L_{x}^{p}}\|d v(s)\|_{L_{x}^{\frac{p}{2}}}$ is in $L_{t}^{\frac{q}{3}}$ by Hölder's inequality, the convolution inequality $\|f \star g\|_{L^{q}} \lesssim_{n, p, q}\|f\|_{L^{\frac{p}{n}, \infty}}\|g\|_{L^{\frac{q}{3}}}$ (see [9, Theorem 1.2.13]) yields

$$
\begin{equation*}
\left.\left\|B_{1}(u, v)\right\|_{L_{t}^{q} L_{x}^{p}} \lesssim n, p, q\right] u\left\|_{\mathscr{U}_{T}}\right\| v \|_{\mathscr{U}_{T}} . \tag{3.10}
\end{equation*}
$$

- We now compute the norm of $d B_{1}(u, v)$. Let $\theta=\frac{n}{2 p}$ be such that $\frac{3}{p}-\frac{2 \theta}{n}=\frac{2}{p}$, so that the Sobolev injection $W^{2 \theta, \frac{p}{3}} \hookrightarrow L^{\frac{p}{2}}$ holds. Then, following the same steps as for
$\left\|B_{1}(u, v)(t)\right\|_{L_{x}^{p}}$, we get:

$$
\begin{aligned}
\left\|d B_{1}(u, v)(t)\right\|_{L_{x}^{\frac{p}{x}}} & \left.=\| \int_{0}^{t} d S^{\theta} e^{-(t-s) S} S^{-\theta} \mathbb{P}(u(s)\lrcorner d v(s)\right) \mathrm{d} s \|_{L_{x}^{\frac{p}{2}}} \\
(1) & \left.\lesssim \int_{0}^{t}\left\|d S^{\theta} e^{-(t-s) S}\right\|_{L^{\frac{p}{2}} \rightarrow L^{\frac{p}{2}}} \| S^{-\theta} \mathbb{P}(u(s)\lrcorner d v(s)\right) \|_{L_{x}^{\frac{p}{x}}} \mathrm{~d} s \\
(2) & \left.\lesssim \int_{0}^{t}(t-s)^{-\theta-\frac{1}{2}} \| S^{-\theta} \mathbb{P}(u(s)\lrcorner d v(s)\right) \|_{W_{x}^{2 \theta, \frac{p}{3}}} \mathrm{~d} s \\
(3) & \left.\lesssim \int_{0}^{t}(t-s)^{-\theta-\frac{1}{2}} \| \mathbb{P}(u(s)\lrcorner d v(s)\right) \|_{L_{x}^{\frac{p}{3}}} \mathrm{~d} s \\
(4) & \left.\lesssim \int_{0}^{t}(t-s)^{-\theta-\frac{1}{2}} \| u(s)\right\lrcorner d v(s) \|_{L_{x}^{\frac{p}{3}}} \mathrm{~d} s \\
(5) & \lesssim \int_{0}^{t}(t-s)^{-\frac{n+p}{2 p}}\|u(s)\|_{L_{x}^{p}}\|d v(s)\|_{L_{x}^{\frac{p}{2}}} \mathrm{~d} s,
\end{aligned}
$$

where (1) uses the operator norm of $S^{\theta} e^{-(t-s) S}$, (2) uses the Sobolev injection $W^{2 \theta, \frac{p}{3}} \hookrightarrow L^{\frac{p}{2}}$, (3) uses the continuity of $S^{-\theta}$ from $L_{x}^{\frac{p}{3}}$ to $W^{2 \theta, \frac{p}{3}}$, (4) uses the continuity of the Leray projector $\mathbb{P}$ on $L_{x}^{\frac{p}{3}}$ and finally (5) is simply (again!) Hölder's inequality.
Since $s \mapsto s^{-\frac{n+p}{2 p}}$ is in $L^{\frac{2 p}{n+p}}, \infty$ (see [9, Definition 1.1.5]) and $s \mapsto\|u(s)\|_{L_{x}^{p}}\|d v(s)\|_{L_{x}^{\frac{p}{2}}}$ is in $L_{t}^{\frac{q}{3}}$ by Hölder's inequality, the convolution inequality $\|f \star g\|_{L^{\frac{q}{2}}} \lesssim_{n, p, q}\|f\|_{L^{\frac{2 p}{n+p}, \infty}}\|g\|_{L^{\frac{q}{3}}}$ (see [9, Theorem 1.4.24]) yields

$$
\begin{equation*}
\left\|d B_{1}(u, v)\right\|_{L_{t}^{q} L_{x}^{p}} \lesssim\|u\|_{\mathscr{U}_{T}}\|v\|_{\mathscr{U}_{T}} . \tag{3.11}
\end{equation*}
$$

And combining both estimates yields

$$
\begin{equation*}
\left\|B_{1}(u, v)\right\|_{\mathscr{U}_{T}} \lesssim\|u\|_{\mathscr{U}_{T}}\|v\|_{\mathscr{U}_{T}} . \tag{3.12}
\end{equation*}
$$

2. The boundedness of $B_{2}: \mathscr{B}_{T} \times \mathscr{B}_{T} \rightarrow \mathscr{U}_{T}$ is proved in the exact same way.
3.     - The estimates on $B_{3}(u, b)$ is obtained in a similar way: taking $\theta=\frac{n}{2 p}$ we get

$$
\begin{align*}
\left\|B_{3}(u, b)(t)\right\|_{L_{x}^{p}} & \left.=\| \int_{0}^{t} M^{\theta} e^{-(t-s) M} M^{-\theta}(-d(u(s)\lrcorner b(s))\right) \mathrm{d} s \|_{L_{x}^{p}} \\
& \left.\left.=\| \int_{0}^{t} d S^{\theta} e^{-(t-s) S} S^{-\theta}(u(s)\lrcorner b(s)\right)\right) \mathrm{d} s \|_{L_{x}^{p}} \\
(2) & \left.\lesssim \int_{0}^{t}\left\|d S^{\theta} e^{-(t-s) S}\right\|_{L^{p} \rightarrow L^{p}} \| S^{-\theta} u(s)\right\lrcorner b(s) \|_{L_{x}^{p}} \mathrm{~d} s  \tag{1}\\
(3) & \left.\lesssim \int_{0}^{t}(t-s)^{-\theta-\frac{1}{2}} \| S^{-\theta} u(s)\right\lrcorner b(s) \|_{W_{x}^{2 \theta} \frac{p}{2}} \mathrm{~d} s .  \tag{2}\\
(4) & \left.\lesssim \int_{0}^{t}(t-s)^{-\frac{p+n}{2 p}} \| u(s)\right\lrcorner b(s) \|_{L_{x}^{p}} \mathrm{~d} s .  \tag{3}\\
(5) & \lesssim \int_{0}^{t}(t-s)^{-\frac{p+n}{2 p}}\|u(s)\|_{L_{x}^{p}}\|b(s)\|_{L_{x}^{p}} \mathrm{~d} s,
\end{align*}
$$

where (1) uses the fact that $M d=d S$, (2) uses the operator norm of $d S^{\theta} e^{-(t-s) S}$, (3) uses the Sobolev injection $W^{2 \theta, \frac{p}{2}} \hookrightarrow L^{p}$, (4) uses the continuity of $S^{-\theta}$ from $L_{x}^{\frac{p}{2}}$ to $W^{2 \theta, \frac{p}{2}}$, and (5) is again Hölder's inequality.

Then as before [9, Theorem 1.4.24] gives us

$$
\begin{equation*}
\left\|B_{3}(u, b)\right\|_{L_{t}^{q} L_{x}^{p}} \lesssim\|u\|_{\mathscr{U}_{T}}\|b\|_{\mathscr{B}_{T}} . \tag{3.13}
\end{equation*}
$$

- To compute $\left\|d^{*} B_{3}(u, b)\right\|_{L_{t}^{\frac{q}{L}} L_{x}^{\frac{p}{2}}}$, we can use the maximal regularity theorem.

$$
\begin{aligned}
\left\|d^{*} B_{3}(u, b)\right\|_{L_{t}^{\frac{q}{2}} L_{x}^{\frac{p}{2}}} & \left.\| t \mapsto \int_{0}^{t} d^{*} e^{-(t-s) M}(-d(u(s)\lrcorner b(s))\right) \mathrm{d} s \|_{L_{t}^{\frac{q}{2}} L_{x}^{\frac{p}{x}}} \\
& \left.=\| t \mapsto \int_{0}^{t} d^{*} e^{-(t-s) M}(-d \mathbb{P}(u(s)\lrcorner b(s))\right) \mathrm{d} s \|_{L_{t}^{\frac{q}{2}} L_{x}^{\frac{p}{2}}} \\
(1) & \left.=\| t \mapsto \int_{0}^{t} S e^{-(t-s) S} \mathbb{P}(-u(s)\lrcorner b(s)\right) \mathrm{d} s \|_{L_{t}^{\frac{q}{t}} L_{x}^{\frac{p}{x}}} \\
(3) & \lesssim \| \mathbb{P}(u\lrcorner b) \|_{L_{t}^{\frac{q}{2}} L_{x}^{\frac{p}{2}}} \\
(4) \quad & \lesssim \| u\lrcorner b \|_{L_{t}^{q}} L_{x}^{\frac{p}{x}} \\
(5) \quad & \lesssim\|u\|_{L_{t}^{q} L_{x}^{p}\|b\|_{L_{t}^{q} L_{x}^{p}}} \\
& \lesssim\|u\|_{\mathscr{U}_{T}}\|b\|_{\mathscr{B}_{T}},
\end{aligned}
$$

where (1) uses $d f=d \mathbb{P} f$ (Remark 2.6), (2) uses the fact that $M d=d S$ on $\mathrm{N}\left(d^{*}\right),(3)$ is Theorem 2.8 applied to $S$, (4) is the continuity of the Leray projector, and (5) is Hölder's inequality.

This last estimate concludes our proof.

## 4 Existence in $\mathscr{C}_{t} L_{x}^{p}$ spaces

In this section we prove the global and local existence of mild solutions for the magnetohydrodynamic system (MHD), following closely [18]. The method is roughly the same as in the last section - using Picard's fixed point theorem and maximal regularity - with the main difference being that we rely heavily on the Leibnitz estimate (2.17), which makes it difficult to generalize our results to lowregularity domains. However, contrary to the $L_{t}^{q} L_{x}^{p}$ case, we were able to prove the uniqueness of mild solutions of the system (MHD) in Section 5.

Let us start by stating our two theorems:
Theorem 4.1 (Global existence). There exists $\varepsilon>0$ such that for all $\left.u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}$ and $b_{0} \in$ $\mathrm{R}^{n}(d)_{\Lambda_{\Lambda^{2}}}$ with $\left\|u_{0}\right\|_{L^{n}\left(\mathbb{R}^{n}, \Lambda^{1}\right)}+\left\|b_{0}\right\|_{L^{n}\left(\mathbb{R}^{n}, \Lambda^{2}\right)} \leq \varepsilon$, the system (MHD) admits a mild solution $u \in$ $\mathscr{C}\left(\left[0, \infty\left[; L^{n}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right)\right.\right.$ and $b \in \mathscr{C}\left(\left[0, \infty\left[; L^{n}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right.\right.$.

Theorem 4.2 (Local existence). For all $u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)_{\Lambda_{\Lambda^{1}}}$ and $b_{0} \in \mathrm{R}^{n}(d)_{\left.\right|_{\Lambda^{2}}}$ there exists $T>0$ such that the system (MHD) admits a mild solution $u \in \mathscr{C}\left(\left[0, T\left[; L^{n}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right)\right.\right.$ and $b \in \mathscr{C}\left(\left[0, T\left[; L^{n}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right.\right.$.

Let $p \in] n, 2 n\left[\right.$ and $\alpha=1-\frac{n}{p}$, and define the following Banach spaces for $0<T \leq+\infty$ :

$$
\begin{align*}
\mathscr{U}_{T}:= & \left\{u \in \mathscr{C}(] 0, T\left[; \mathrm{N}^{p}\left(d^{*}\right)_{\Lambda^{1}}\right) ; d u \in \mathscr{C}(] 0, T\left[; L^{p}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right):\right.  \tag{4.1}\\
& \left.\sup _{0<t<T}\left(t^{\frac{\alpha}{2}}\|u(t)\|_{L_{x}^{p}}+t^{\frac{1+\alpha}{2}}\|d u(t)\|_{L_{x}^{p}}\right)<\infty\right\},
\end{align*}
$$

endowed with the norm

$$
\begin{equation*}
\|u\|_{\mathscr{U}_{T}}:=\sup _{0<t<T}\left(t^{\frac{\alpha}{2}}\|u(t)\|_{L_{x}^{p}}+t^{\frac{1+\alpha}{2}}\|d u(t)\|_{L_{x}^{p}}\right) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{align*}
\mathscr{B}_{T}:= & \left\{b \in \mathscr{C}(] 0, T\left[; \mathrm{R}^{p}(d)_{\left.\right|_{\Lambda^{2}}}\right) ; d^{*} b \in \mathscr{C}(] 0, T\left[; L^{p}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right):\right.  \tag{4.3}\\
& \left.\sup _{0<t<T}\left(t^{\frac{\alpha}{2}}\|b(t)\|_{L_{x}^{p}}+t^{\frac{1+\alpha}{2}}\left\|d^{*} b(t)\right\|_{L_{x}^{p}}\right)<\infty\right\},
\end{align*}
$$

endowed with the norm

$$
\begin{equation*}
\|b\|_{\mathscr{B}_{T}}:=\sup _{0<t<T}\left(t^{\frac{\alpha}{2}}\|b(t)\|_{L_{x}^{p}}+t^{\frac{1+\alpha}{2}}\left\|d^{*} b(t)\right\|_{L_{x}^{p}}\right) \tag{4.4}
\end{equation*}
$$

We split the proof into three lemmas: in Lemma 4.3 we study the action of the Stokes and Maxwell semi-group on initial data $u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)_{\mid \Lambda^{1}}$ and $b_{0} \in \mathrm{R}^{n}(d)_{\mid \Lambda^{2}}$. In Lemma 4.4, we prove bilinear estimates on $B_{1}, B_{2}$ and $B_{3}$, and in Lemma 4.5 we show that solutions from the working spaces $\mathscr{U}_{T}$ and $\mathscr{B}_{T}$ are in fact continuous on $\left[0, T\left[\right.\right.$ and in $L^{n}$ in space.

Lemma 4.3. For $u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)_{\Lambda_{\Lambda^{1}}}$ and $b_{0} \in \mathrm{R}^{n}(d)_{\left.\right|_{\Lambda^{2}}}$, we have

1. $a_{1}: t \mapsto e^{-t S} u_{0} \in \mathscr{U}_{T}$,
2. $a_{2}: t \mapsto e^{-t M} b_{0} \in \mathscr{B}_{T}$,
for all $T>0$ Moreover, for all $\varepsilon>0$, there exists $T>0$ such that

$$
\begin{equation*}
\left\|a_{1}\right\|_{\mathscr{U}_{T}}+\left\|a_{2}\right\|_{\mathscr{B}_{T}} \leq \varepsilon . \tag{4.5}
\end{equation*}
$$

As in Section 3 the second lemma gives us estimates for the bilinear operator:
Lemma 4.4. The bilinear operators $B_{1}, B_{2}$ and $B_{3}$ are bounded in the following spaces:

1. $B_{1}: \mathscr{U}_{T} \times \mathscr{U}_{T} \rightarrow \mathscr{U}_{T}$,
2. $B_{2}: \mathscr{B}_{T} \times \mathscr{B}_{T} \rightarrow \mathscr{U}_{T}$,
3. $D: \mathscr{U}_{T} \times \mathscr{B}_{T} \rightarrow \mathscr{B}_{T}$
with norms independent from $T>0$.
Our last Lemma gives us additional regularity for mild solutions of (MHD):
Lemma 4.5. Let $T>0$. Assume that $(u, b) \in \mathscr{U}_{T} \times \mathscr{B}_{T}$ is a mild solution of (MHD) with initial conditions $u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)_{\Lambda^{1}}$ and $\left.b_{0} \in \mathrm{R}^{n}(d)\right|_{\Lambda^{2}}$. Then $u \in \mathscr{C}_{b}\left(\left[0, T\left[;\left.\mathrm{N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}\right)\right.\right.$ and $b \in \mathscr{C}_{b}\left(\left[0, T\left[;\left.\mathrm{R}^{n}(d)\right|_{\Lambda^{2}}\right)\right.\right.$.
Proof of Theorems 4.1 and 4.2. The system

$$
\begin{equation*}
u=a_{1}+B_{1}(u, u)+B_{2}(b, b) \quad \text { and } \quad b=a_{2}+B_{3}(u, b), \quad(u, b) \in \mathscr{U}_{T} \tag{4.6}
\end{equation*}
$$

can be reformulated as

$$
\begin{equation*}
\boldsymbol{u}=\boldsymbol{a}+\mathcal{B}(\boldsymbol{u}, \boldsymbol{u}) \tag{4.7}
\end{equation*}
$$

where $\boldsymbol{u}=(u, b) \in \mathscr{U}_{T} \times \mathscr{B}_{T}, \boldsymbol{a}=\left(a_{1}, a_{2}\right)$ and $\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})=\left(B_{1}(u, v)+B_{2}\left(b, b^{\prime}\right), B_{3}\left(u, b^{\prime}\right)\right)$ if $\boldsymbol{u}=(u, b)$ and $\boldsymbol{v}=\left(v, b^{\prime}\right)$. On $\mathscr{U}_{T} \times \mathscr{B}_{T}$ we choose the norm $\|(u, b)\|_{\mathscr{U}_{T} \times \mathscr{B}_{T}}:=\|u\|_{\mathscr{U}_{T}}+\|b\|_{\mathscr{B}_{T}}$. As in section 3, one can easily check, using Lemma 4.4, that

$$
\|\boldsymbol{B}(\boldsymbol{u}, \boldsymbol{v})\|_{\mathscr{U}_{T} \times \mathscr{B}_{T}} \leq C\|\boldsymbol{u}\|_{\mathscr{U}_{T} \times \mathscr{B}_{T}}\|\boldsymbol{v}\|_{\mathscr{U}_{T} \times \mathscr{B}_{T}}
$$

where $C$ is a constant independent from $T>0$. We can then apply Picard's fixed point theorem to prove that for $\left.u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}$ and $b_{0} \in \mathrm{R}^{n}(d)_{\Lambda_{\Lambda^{2}}}$, with $T \leq \infty$ such that (4.5) holds for $\varepsilon=\frac{1}{4 C}$, the system (4.7) admits a unique solution $\boldsymbol{u}=(u, b) \in \mathscr{U}_{T} \times \mathscr{B}_{T}$. By Lemma 4.5, this provides a mild solution $(u, b) \in \mathscr{C}_{b}\left(\left[0, T\left[;\left.\mathrm{N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}\right) \times \mathscr{C}_{b}\left(\left[0, T\left[;\left.\mathrm{R}^{n}(d)\right|_{\Lambda^{2}}\right)\right.\right.\right.\right.$ of $(\mathrm{MHD})$.

Proof of Lemma 4.3. Let $\varepsilon>0$ and let $u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)_{\Lambda^{1}}$ and $b_{0} \in \mathrm{R}^{n}(d)_{\Lambda^{2}}$. By Theorem 2.7, the semi-group $e^{-t S}$ and $e^{-t M}$ are bounded and there exists constants $c_{\alpha, p}^{S}$ and $c_{\alpha, p}^{M}$ such that for all $T>0$

$$
\begin{equation*}
\left\|a_{1}\right\|_{\mathscr{O}_{T}}+\left\|a_{2}\right\|_{\mathscr{B}_{T}} \leq c_{\alpha, p}^{S}\left\|u_{0}\right\|_{L_{x}^{p}}+c_{\alpha, p}^{M}\left\|b_{0}\right\|_{L_{x}^{p}} . \tag{4.8}
\end{equation*}
$$

Hence if $\left\|u_{0}\right\|_{L_{x}^{p}}$ and $\left\|b_{0}\right\|_{L_{x}^{p}}$ are small enough, the inequality (4.5) $\left\|a_{1}\right\|_{\mathscr{U}_{T}}+\left\|a_{2}\right\|_{\mathscr{B}_{T}} \leq \varepsilon$ holds.

For any $u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)_{\Lambda^{1}}$ and $b_{0} \in \mathrm{R}^{n}(d)_{\Lambda^{2}}$, with arbitrary norms, let $u_{0}^{\varepsilon} \in \mathrm{N}^{p}\left(d^{*}\right)_{\Lambda^{1}}$ and $b_{0}^{\varepsilon} \in \mathrm{R}^{p}(d)_{\Lambda^{2}}$ be such that

$$
\begin{aligned}
\left\|u_{0}-u_{0}^{\varepsilon}\right\|_{L_{x}^{n}} & \leq \varepsilon \\
\left\|b_{0}-b_{0}^{\varepsilon}\right\|_{L_{x}^{n}} & \leq \varepsilon
\end{aligned}
$$

Let us write $a_{1}^{\varepsilon}(t)=e^{-t S} u_{0}^{\varepsilon}$ and $a_{2}^{\varepsilon}(t)=e^{-t M} b_{0}^{\varepsilon}$. Then

$$
\begin{equation*}
\left\|a_{1}\right\|_{\mathscr{U}_{T}} \leq\left\|a_{1}-a_{1}^{\varepsilon}\right\|_{\mathscr{U}_{T}}+\left\|a_{1}^{\varepsilon}\right\|_{\mathscr{U}_{T}} \tag{4.9}
\end{equation*}
$$

Since $S$ generates a bounded semi-group, $\left\|a_{1}-a_{1}^{\varepsilon}\right\|_{\mathscr{U}_{T}} \leq K_{\alpha, p} \varepsilon$.
and $\left\|a_{1}^{\varepsilon}\right\|_{\mathscr{U}_{T}}=\sup _{0<t<T}\left(t^{\frac{\alpha}{2}}\left\|e^{-t S} u_{0}^{\varepsilon}\right\|_{L_{x}^{p}}+t^{\frac{1+\alpha}{2}}\left\|d e^{-t S} u_{0}^{\varepsilon}\right\|_{L_{x}^{p}}\right) \leq K_{\alpha, p} T^{\frac{\alpha}{2}}\left\|u_{0}^{\varepsilon}\right\|_{L_{x}^{p}}$.
We get the same estimates for $b_{0}$, and combining them together we get

$$
\left\|a_{1}\right\| \mathscr{U}_{T}+\left\|a_{2}\right\|_{\mathscr{B}_{T}} \leq \varepsilon K_{\alpha, p}\left(T^{\frac{\alpha}{2}}\left(\left\|u_{0}^{\varepsilon}\right\|_{L_{x}^{p}}+\left\|b_{0}^{\varepsilon}\right\|_{L_{x}^{p}}\right)+\varepsilon\right)
$$

Choosing $T$ small enough, such that $T^{\frac{\alpha}{2}}\left(\left\|u_{0}^{\varepsilon}\right\|_{L_{x}^{p}}+\left\|b_{0}^{\varepsilon}\right\|_{L_{x}^{p}}\right) \leq \varepsilon$, we get

$$
\begin{equation*}
\left\|a_{1}\right\|_{\mathscr{U}_{T}}+\left\|a_{2}\right\|_{\mathscr{B}_{T}} \leq 2 K_{\alpha, p} \varepsilon \tag{4.10}
\end{equation*}
$$

The proof of Lemma 4.4 proceeds similarly to the proof of Lemma 3.4, except for the third estimate $B_{3}$.

Proof of Lemma 4.4. Recall that $\alpha=1-\frac{n}{p}$.

1. Let $\theta=\frac{1-\alpha}{2}$. Then $\frac{2}{p}-\frac{2 \theta}{n}=\frac{1}{p}$, so the Sobolev inclusion $W^{2 \theta, \frac{p}{2}} \hookrightarrow L^{p}$ holds. For $u, v \in \mathscr{U}_{T}$, by definition of $\left.\mathscr{U}_{T}, s \mapsto s^{\frac{1}{2}+\alpha} u(s)\right\lrcorner d v(s) \in \mathscr{C}_{b}\left(\left[0, T\left[; L^{\frac{p}{2}}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right.\right.\right.$ with bounded $L^{\infty}$-norm in time. The Leray projector $\mathbb{P}$ is bounded from $L^{\frac{p}{2}}\left(\mathbb{R}^{n}, \Lambda^{1}\right)$ to $\left.\mathrm{N}^{\frac{p}{2}}\left(d^{*}\right)\right|_{\Lambda^{1}}$, and for $\theta>0$ the operator $S^{-\theta}$ is bounded from $W^{2 \theta, \frac{p}{2}}$ to $L^{\frac{p}{2}}$.
Let $t \in] 0, T[$. Then we get:

$$
\left.\left\|B_{1}(u, v)(t)\right\|_{L_{x}^{p}}=\| \int_{0}^{t} s^{-\alpha-\frac{1}{2}} S^{\theta} e^{-(t-s) S} S^{-\theta} \mathbb{P}\left(-s^{\frac{\alpha}{2}} u(s)\right\lrcorner s^{\frac{\alpha+1}{2}} d v(s)\right) \mathrm{d} s \|_{L_{x}^{p}}
$$

(1) $\left.\lesssim \int_{0}^{t} s^{-\alpha-\frac{1}{2}}\left\|S^{\theta} e^{-(t-s) S}\right\|_{L^{p} \rightarrow L^{p}} \| S^{-\theta} \mathbb{P}\left(-s^{\frac{\alpha}{2}} u(s)\right\lrcorner s^{\frac{\alpha+1}{2}} d v(s)\right) \|_{L_{x}^{p}} \mathrm{~d} s$
(2) $\lesssim \int_{0}^{t} s^{-\alpha-\frac{1}{2}}(t-s)^{-\theta} s^{\frac{\alpha}{2}}\|u(s)\|_{L_{x}^{p}} s^{\frac{\alpha+1}{2}}\|d v(s)\|_{L_{x}^{\frac{p}{2}}} \mathrm{~d} s$
(4) $\lesssim t^{-\alpha-\frac{1}{2}-\theta+1} \int_{0}^{1} \sigma^{-\alpha-\frac{1}{2}}(1-\sigma)^{-\theta} \mathrm{d} \sigma\|u\|_{\mathscr{U}_{T}}\|v\|_{\mathscr{U}_{T}}$
(5) $\lesssim t^{-\frac{\alpha}{2}}\|u\|_{\mathscr{U}_{T}}\|v\|_{\mathscr{U}_{T}}$,
where (1) uses the operator norm of $S^{\theta} e^{-(t-s) S}$, (2) uses successively the Sobolev injection $W^{2 \theta, \frac{p}{2}} \hookrightarrow L^{p}$, the continuity of $S^{-\theta}$ from $W^{2 \theta, \frac{p}{2}}$ to $L^{\frac{p}{2}}$, the continuity of the Leray projector P and the Hölder inequality - the same steps as for Lemma 3.4. (3) uses simply the definition of the $\mathscr{U}_{T}$ norm and (4) and (5) are straightforward integral computations - since $n<p<2 n$, both $\alpha+\frac{1}{2}$ and $\theta$ are strictly lower than 1 .
This gives us our first estimate $\sup _{0<t<T}\left(t^{\frac{\alpha}{2}}\left\|B_{1}(u, v)(t)\right\|_{L_{x}^{p}}\right)<+\infty$.
The second estimate proceeds similarly: taking $\theta=\frac{n}{2 p}=\frac{1-\alpha}{2}$ as before, we get

$$
\begin{aligned}
\left\|d B_{1}(u, v)(t)\right\|_{L_{x}^{p}} & \left.=\| \int_{0}^{t} s^{-\alpha-\frac{1}{2}} d S^{\theta} e^{-(t-s) S} S^{-\theta} \mathbb{P}\left(-s^{\frac{\alpha}{2}} u(s)\right\lrcorner s^{\frac{\alpha+1}{2}} d v(s)\right) \mathrm{d} s \|_{L_{x}^{p}} \\
& \lesssim\left(\int_{0}^{t} s^{-\alpha-\frac{1}{2}}(t-s)^{-\theta-\frac{1}{2}} \mathrm{~d} s\right)\|u\|_{\mathscr{U}_{T}}\|v\|_{\mathscr{U}_{T}} \\
& \lesssim t^{-\frac{1+\alpha}{2}}\|u\|_{\mathscr{U}_{T}}\|v\|_{\mathscr{U}_{T}},
\end{aligned}
$$

with a multiplicative constant independent from $T$.
This gives us our second estimate $\sup _{0<t<T}\left(t^{\frac{1+\alpha}{2}}\left\|d B_{1}(u, v)(t)\right\|_{L_{x}^{p}}\right)<+\infty$
2. As for Lemma 3.4, the proof of point 2. proceeds exactly as in the previous point.
3. Let $u \in \mathscr{U}_{T}$ and $b \in \mathscr{B}_{T}$, and set again $\theta=\frac{n}{2 p}=\frac{1-\alpha}{2}$. Taking the $L^{p}$ norm of $B_{3}(u, b)(t)$ now yields

$$
\begin{aligned}
\left\|B_{3}(u, b)(t)\right\|_{L_{x}^{p}} & \left.=\| \int_{0}^{t} s^{-\alpha} M^{\theta} e^{-(t-s) M} s^{\alpha} M^{-\theta}(-d(u(s)\lrcorner b(s))\right) \mathrm{d} s \|_{L_{x}^{p}} \\
& \left.\lesssim \int_{0}^{t} s^{-\alpha}\left\|d S^{\theta} e^{-(t-s) S}\right\|_{L^{p} \rightarrow L^{p}} \| S^{-\theta}\left(s^{\frac{\alpha}{2}} u(s)\right\lrcorner s^{\frac{\alpha}{2}} b(s)\right) \|_{L_{x}^{p}} \mathrm{~d} s \\
& \lesssim\left(\int_{0}^{t} s^{-\alpha}(t-s)^{-\theta-\frac{1}{2}} \mathrm{~d} s\right)\|u\|_{\mathscr{U}_{T}}\|b\|_{\mathscr{B}_{T}} \\
& \lesssim t^{-\frac{\alpha}{2}}\|u\|_{\mathscr{O}_{T}}\|b\|_{\mathscr{B}_{T}} .
\end{aligned}
$$

For the last term $d^{*} B_{3}(u, v)$ we use the Leibniz inequality (2.17) to get

$$
\begin{equation*}
\| d(u(s)\lrcorner b(s))\left\|_{\frac{p}{2}} \lesssim\right\| u(s)\left\|_{L_{x}^{p}}\right\| d^{*} b(s)\left\|_{L_{x}^{p}}+\right\| b(s)\left\|_{L_{x}^{p}}\right\| d u(s) \|_{L_{x}^{p}} . \tag{4.11}
\end{equation*}
$$

We can now use this estimate to compute $\left\|d^{*} B_{3}(u, b)(t)\right\|_{L_{x}^{p}}$, using the same methods as before:

$$
\begin{aligned}
\left\|d^{*} B_{3}(u, b)(t)\right\|_{L_{x}^{p}} & \left.=\| \int_{0}^{t} s^{-\alpha-\frac{1}{2}} d^{*} M^{\theta} e^{-(t-s) M} s^{\alpha+\frac{1}{2}} M^{-\theta}(-d(u(s)\lrcorner b(s))\right) \mathrm{d} s \|_{L_{x}^{p}} \\
& \left.\lesssim \int_{0}^{t} s^{-\alpha-\frac{1}{2}}\left\|d^{*} M^{\theta} e^{-(t-s) M}\right\|_{L^{p} \rightarrow L^{p}} s^{\alpha+\frac{1}{2}} \| M^{-\theta}(-d(u(s)\lrcorner b(s))\right) \|_{L_{x}^{p}} \mathrm{~d} s \\
& \left.\lesssim \int_{0}^{t} s^{-\alpha-\frac{1}{2}}(t-s)^{-\theta-\frac{1}{2}} s^{\alpha+\frac{1}{2}} \| M^{-\theta}(-d(u(s)\lrcorner b(s))\right) \|_{W^{2 \theta, \frac{p}{2}}} \mathrm{~d} s \\
& \left.\lesssim \int_{0}^{t} s^{-\alpha-\frac{1}{2}}(t-s)^{-\theta-\frac{1}{2}} s^{\alpha+\frac{1}{2}} \|-d(u(s)\lrcorner b(s)\right) \|_{\frac{p}{2}} \mathrm{~d} s \\
& \lesssim \int_{0}^{t} s^{-\alpha-\frac{1}{2}}(t-s)^{-\theta-\frac{1}{2}} s^{\alpha+\frac{1}{2}}\left(\|u(s)\|_{L_{x}^{p}}\left\|d^{*} b(s)\right\|_{L_{x}^{p}}+\|b(s)\|_{L_{x}^{p}}\|d u(s)\|_{L_{x}^{p}}\right) \mathrm{d} s \\
& \lesssim\left(\int_{0}^{t} s^{-\alpha-\frac{1}{2}}(t-s)^{-\theta-\frac{1}{2}} \mathrm{~d} s\right)\|u\|_{\mathscr{U}_{T}}\|b\|_{\mathscr{B}_{T}} \\
& \lesssim t^{-\frac{1+\alpha}{2}}\|u\|_{\mathscr{U}_{T}}\|b\|_{\mathscr{B}_{T}}
\end{aligned}
$$

Which concludes our proof of Lemma 4.4.
Proof of Lemma 4.5. To prove this lemma, first observe that if $\left.u_{0} \in \mathrm{~N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}$ and $\left.b_{0} \in \mathrm{R}^{n}(d)\right|_{\Lambda^{2}}$, then for all $T>0, t \mapsto e^{-t S} u_{0} \in \mathscr{C}_{b}\left(\left[0, T\left[; \mathrm{N}^{n}\left(d^{*}\right)_{\left.\right|_{\Lambda^{1}}}\right)\right.\right.$ and $t \mapsto e^{-t M} b_{0} \in \mathscr{C}_{b}\left(\left[0, T\left[; \mathrm{R}^{n}(d)_{\left.\right|_{\Lambda^{2}}}\right)\right.\right.$. It remains to show that if $u \in \mathscr{U}_{T}$ and $b \in \mathscr{B}_{T}$, then $B_{1}(u, u) \in \mathscr{C}_{b}\left(\left[0, T\left[;\left.\mathrm{N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}\right), B_{2}(b, b) \in \mathscr{C}_{b}\left(\left[0, T\left[;\left.\mathrm{N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}\right)\right.\right.\right.\right.$ and $B_{3}(u, b) \in \mathscr{C}_{b}\left(\left[0, T\left[; \mathrm{R}^{n}(d)_{\left.\right|_{\Lambda^{2}}}\right)\right.\right.$.

To prove boundedness, we use the same method as in the previous lemma:
recall that $\alpha=1-\frac{n}{p}$ and chose $\varphi=\frac{n}{p}-\frac{1}{2}$, so that $W^{2 \varphi, \frac{p}{2}} \hookrightarrow L^{n}$. Then we can proceed similarly:

$$
\begin{aligned}
\left\|B_{1}(u, v)(t)\right\|_{n} & \left.=\| \int_{0}^{t} s^{-\alpha-\frac{1}{2}} S^{\varphi} e^{-(t-s) S} S^{-\varphi} \mathbb{P}\left(-s^{\frac{\alpha}{2}} u(s)\right\lrcorner s^{\frac{\alpha+1}{2}} d u(s)\right) \mathrm{d} s \|_{L_{x}^{n}} \\
& \lesssim\left(\int_{0}^{t} s^{-\alpha-\frac{1}{2}}(t-s)^{-\varphi} \mathrm{d} s\right)\|u\|_{\mathscr{U}_{T}}^{2} \\
& \lesssim t^{-\alpha-\frac{1}{2}-\varphi+1} \int_{0}^{1} \sigma^{-\alpha-\frac{1}{2}}(1-\sigma)^{-\varphi} \mathrm{d} \sigma\|u\|_{\mathscr{U}_{T}}^{2} \\
& \lesssim\|u\|_{\mathscr{U}_{T}}^{2} .
\end{aligned}
$$

The continuity in 0 is then straightforward, and the terms $B_{2}$ and $B_{3}$ can be treated similarly.

## 5 Uniqueness

Theorem 5.1. Let $T \in[0, \infty]$ and assume there exist two solutions $\left(u_{i}, b_{i}\right), i=1,2$ of (MHD) with the same initial data $\left(u_{0}, b_{0}\right)$, and such that

$$
\begin{aligned}
d u_{i} & \in \mathscr{C}_{b}\left(\left[0, T\left[; L^{\frac{n}{2}}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right)\right.\right. \\
d^{*} b_{i} & \in \mathscr{C}_{b}\left(\left[0, T\left[; L^{\frac{n}{2}}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right)\right.\right.
\end{aligned}
$$

Then $\left(u_{1}, b_{1}\right)=\left(u_{2}, b_{2}\right)$.
Remark 5.2. The condition $\left(d u, d^{*} b\right) \in \mathscr{C}_{b}\left(\left[0, T\left[; L^{\frac{n}{2}}\left(\mathbb{R}^{n}, \Lambda^{2}\right)\right) \times \mathscr{C}_{b}\left(\left[0, T\left[; L^{\frac{n}{2}}\left(\mathbb{R}^{n}, \Lambda^{1}\right)\right)\right)\right.\right.\right.$ in fact implies $(u, b) \in \mathscr{C}_{b}\left(\left[0, T\left[;\left.\mathrm{N}^{n}\left(d^{*}\right)\right|_{\Lambda^{1}}\right) \times \mathscr{C}_{b}\left(\left[0, T\left[; \mathrm{R}^{n}(d)_{\left.\right|_{\Lambda^{2}}}\right)\right.\right.\right.\right.$.

Proof. Assume that there exists $t^{*} \in\left[0, \infty\left[\right.\right.$ such that $\left(u_{1}, b_{1}\right)=\left(u_{2}, b_{2}\right)$ on $\left[0, t^{*}\right]$. We write $\left(u_{i}, b_{i}\right)\left(t^{*}, \cdot\right)=\left(u_{*}\right)$.

Let $u=u_{1}-u_{2}$ and $b=b_{1}-b_{2}$. For $i=1,2$, since $\left(u_{i}, b_{i}\right)$ is a solution of (MHD), we have

$$
\begin{aligned}
u_{i} & =a_{1}+B_{1}\left(u_{i}, u_{i}\right)+B_{2}\left(b_{i}, b_{i}\right) \\
b_{i} & =a_{2}+B_{3}\left(u_{i}, b_{i}\right) .
\end{aligned}
$$

Hence

$$
\begin{align*}
u & =B_{1}\left(u, u_{1}\right)+B_{1}\left(u_{2}, u\right)+B_{2}\left(b, b_{1}\right)+B_{2}\left(b_{2}, b\right)  \tag{5.1}\\
b & =B_{3}\left(u, b_{1}\right)+B_{3}\left(u_{2}, b\right) . \tag{5.2}
\end{align*}
$$

Let $\varepsilon>0$. let $\left(u_{i}^{\varepsilon}, b_{i}^{\varepsilon}\right)$ be such that $u_{i}^{\varepsilon}$ and $b_{i}^{\varepsilon}$ are in $\left.\mathscr{C}^{2}[0, T] ; \mathscr{S}\left(\mathbb{R}^{n}\right)\right)$ with

$$
\begin{align*}
& \left\|d\left(u_{i}-u_{i}^{\varepsilon}\right)\right\|_{L_{t}^{\infty}\left(L_{x}^{\frac{n}{2}}\right)} \leq \varepsilon  \tag{5.3}\\
& \left\|d\left(b_{i}-b_{i}^{\varepsilon}\right)\right\|_{L_{t}^{\infty}\left(L_{x}^{\frac{n}{2}}\right)} \leq \varepsilon . \tag{5.4}
\end{align*}
$$

Note that this in particular implies

$$
\begin{align*}
& \left\|u_{i}-u_{i}^{\varepsilon}\right\|_{L_{t}^{\infty}\left(L_{x}^{n}\right)} \leq \varepsilon  \tag{5.5}\\
& \left\|b_{i}-b_{i}^{\varepsilon}\right\|_{L_{t}^{\infty}\left(L_{x}^{n}\right)} \leq \varepsilon . \tag{5.6}
\end{align*}
$$

We want to prove that there exists some $r>1$ and $\tau>0$ such that

$$
\begin{align*}
\|d u\|_{L^{r}\left(\left[L^{*}, t^{*}+\tau\right], L_{x}^{\frac{n}{2}}\right)} & \leq K_{r, n, u_{i}, b_{i}} \varepsilon\left(\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau\right], L_{x}^{\frac{n}{2}}\right)}+\left\|d^{*} b\right\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau\right], L_{x}^{\frac{n}{2}}\right)}\right)  \tag{5.7}\\
\left\|d^{*} b\right\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau\right], L_{x}^{\frac{n}{x}}\right)} & \leq K_{r, n, u_{i}, b_{i}} \varepsilon\left(\left\|d^{*} b\right\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau\right], L_{x}^{\frac{n}{2}}\right)}+\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau\right], L_{x}^{\frac{n}{x}}\right)}\right) \tag{5.8}
\end{align*}
$$

Let $\tau>0$ and $t \in\left[t^{*}, t^{*}+\tau\right]$.

1. Let us look at $d B_{1}\left(u, u_{1}\right)$ first. We can write $d B_{1}\left(u, u_{1}\right)=d B_{1}\left(u, u_{1}^{\varepsilon}\right)+d B_{1}\left(u, u_{1}-u_{1}^{\varepsilon}\right)$.

- Let us begin with $d B_{1}\left(u, u_{1}-u_{1}^{\varepsilon}\right)$. Since $\mathbb{P}$ is the projection on $\mathbf{N}\left(d^{*}\right)$,

$$
\left.d B_{1}\left(u, u_{1}-u_{1}^{\varepsilon}\right)(t)=\int_{t^{*}}^{t} D e^{-\left(t-t^{*}-s\right) S} \mathbb{P}(u(s)\lrcorner d\left(u_{1}-u_{1}^{\varepsilon}\right)(s)\right) \mathrm{d} s=D B_{1}\left(u, u_{1}-u_{1}^{\varepsilon}\right)(t) .
$$

Using the fact that $\|D f\|_{r} \sim\left\|S^{\frac{1}{2}} f\right\|_{r}$ for all $\left.r \in\right] 1, \infty\left[\right.$, we can estimate $S^{\frac{1}{2}} B_{1}\left(u, u_{1}-u_{1}^{\varepsilon}\right)$ instead of $d B_{1}\left(u, u_{1}-u_{1}^{\varepsilon}\right)$. Using the maximal regularity Theorem 2.8 we get:

$$
\left.\left.\int_{t^{*}}^{t} S^{\frac{1}{2}} e^{-(t-s) S} \mathbb{P}(u(s)\lrcorner d\left(u_{1}-u_{1}^{\varepsilon}\right)(s)\right) \mathrm{d} s=\int_{t^{*}}^{t} S e^{-(t-s) S} S^{-\frac{1}{2}} \mathbb{P}(u(s)\lrcorner d\left(u_{1}-u_{1}^{\varepsilon}\right)(s)\right) \mathrm{d} s,
$$

So

$$
\left.\left.\| \int_{t^{*}}^{t} S^{\frac{1}{2}} e^{-(t-s) S} \mathbb{P}(u(s)\lrcorner d\left(u_{1}-u_{1}^{\varepsilon}\right)(s)\right) \mathrm{d} s\left\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau\right] L_{x}^{\frac{n}{2}}\right.} \lesssim_{r, n}\right\| S^{-\frac{1}{2}} \mathbb{P}(u\lrcorner d\left(u_{1}-u_{1}^{\varepsilon}\right)\right) \|_{L_{t}^{r} L_{x}^{\frac{n}{2}}} .
$$

Hence there exists some constant $K_{r, n}$ such that

$$
\begin{equation*}
\left\|d B_{1}\left(u, u_{1}-u_{1}^{\varepsilon}\right)\right\|_{L_{t}^{r} L_{x}^{\frac{n}{x}}} \leq K_{r, n} \varepsilon\|d u\|_{L_{t}^{r} L_{x}^{\frac{n}{2}}} . \tag{5.9}
\end{equation*}
$$

- The second term does not require maximal regularity:

$$
\begin{aligned}
\left\|d B_{1}\left(u, u_{1}^{\varepsilon}\right)(t)\right\|_{\frac{n}{2}} & \left.\lesssim_{n} \int_{t^{*}}^{t}\left\|d e^{-(t-s) S}\right\|_{L^{\frac{n}{2}} \rightarrow L^{\frac{n}{2}}} \| \mathbb{P}(u(s)\lrcorner d u_{1}^{\varepsilon}(s)\right) \mathrm{d} s \|_{\frac{n}{2}} \\
& \lesssim \int_{t^{*}}^{t} \frac{1}{\sqrt{t-s}}\|u(s)\|_{n}\left\|d u_{1}^{\varepsilon}(s)\right\|_{n} \mathrm{~d} s .
\end{aligned}
$$

Using the convolution injection $L^{1} \star L^{r} \hookrightarrow L^{r}$ we get:

$$
\begin{equation*}
\left\|d B_{1}\left(u, u_{1}^{\varepsilon}\right)\right\|_{L^{r}\left(\left[0, \tau ;\left[L^{\frac{n}{2}}\right)\right.\right.} \lesssim r, n 2 \sqrt{\tau}\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.}\left\|d u_{1}^{\varepsilon}\right\|_{L^{\infty}\left(L_{x}^{n}\right)} . \tag{5.10}
\end{equation*}
$$

Now $\left\|d u_{1}^{\varepsilon}\right\|_{L^{\infty}\left(L^{n}\right)}$ is well defined but not necessarily bounded as $\varepsilon$ goes to 0 . However we can always pick $\tau$ small enough to ensure that $\sqrt{\tau}\left\|d u_{1}^{\varepsilon}\right\|_{L^{\infty}\left(L^{n}\right)} \leq \varepsilon$. Therefore combining estimates (5.9) and (5.10) there exists a constant $K_{r, n, u_{i}}$ such that

$$
\begin{equation*}
\left\|d B_{1}\left(u, u_{1}\right)\right\|_{L^{r}\left(\left[t^{*}, t^{*} \tau\left[; L^{\frac{n}{2}}\right)\right.\right.} \leq K_{r, n, u_{i}} \varepsilon\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ; ; L^{\frac{n}{2}}\right)\right.} . \tag{5.11}
\end{equation*}
$$

2. Let us write $d B_{1}\left(u_{2}, u\right)=d B_{1}\left(u_{2}-u_{2}^{\varepsilon}, u\right)+d B_{1}\left(u_{2}^{\varepsilon}, u\right)$. Then by maximal regularity we get:

$$
\begin{aligned}
\left\|d B_{1}\left(u_{2}-u_{2}^{\varepsilon}, u\right)\right\|_{L_{t}^{r} L^{\frac{n}{2}}} & \left.\lesssim_{r, n} \| S^{-\frac{1}{2}} \mathbb{P}\left(\left(u_{2}-u_{2}^{e}\right)\right\lrcorner d u\right) \|_{L_{t}^{r} L_{x}^{\frac{n}{2}}} \\
& \lesssim r, n\|d u\|_{L_{t}^{r} L_{x}^{\frac{n}{2}}}\left\|u_{2}-u_{2}^{\varepsilon}\right\|_{L_{t}^{\infty} L^{n}} \\
& \lesssim r, n\|d u\|_{L_{t}^{r} L_{x}^{\frac{n}{2}}} .
\end{aligned}
$$

Besides

$$
\begin{aligned}
\left\|d B_{1}\left(u_{2}^{\varepsilon}, u\right)(t)\right\|_{\frac{n}{2}} & \left.\lesssim n \int_{t^{*}}^{t}\left\|d e^{-(t-s) S}\right\|_{L^{\frac{n}{2}} \rightarrow L^{\frac{n}{2}}} \| \mathbb{P}\left(\left(u_{2}^{\varepsilon}\right)(s)\right\lrcorner d u(s)\right) \mathrm{d} s \|_{\frac{n}{2}} \\
& \lesssim n \int_{t^{*}}^{t} \frac{1}{\sqrt{t-s}}\left\|u_{2}^{\varepsilon}(s)\right\|_{\infty}\|d u(s)\|_{\frac{n}{2}} \mathrm{~d} s,
\end{aligned}
$$

And by convolution we get

$$
\begin{equation*}
\left\|d B_{1}\left(u_{2}^{\varepsilon}, u\right)(t)\right\|_{\frac{n}{2}} \lesssim_{r, n} \sqrt{\tau}\left\|u_{2}^{\varepsilon}\right\|_{L_{t}^{\infty} L_{x}^{\infty}}\|d u\|_{L_{t}^{r} L_{x}^{\frac{n}{2}}} . \tag{5.12}
\end{equation*}
$$

Setting $\tau$ such that $\sqrt{\tau}\left\|u_{2}^{\varepsilon}\right\|_{L_{t}^{\infty} L_{x}^{\infty}} \leq \varepsilon$, we finally get

$$
\begin{equation*}
\left\|d B_{1}\left(u_{2}, u\right)\right\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.} \leq K_{r, n, u_{i}} \varepsilon\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.} . \tag{5.13}
\end{equation*}
$$

3. The next terms $B_{2}\left(b, b_{1}\right)$ and $B_{2}\left(b_{2}, b\right)$ are treated in the exact same way.
4. Recall that $b=B_{3}\left(u, b_{1}\right)+B_{3}\left(u_{2}, b\right)$. We start by writing $d^{*} B_{3}\left(u, b_{1}\right)=d^{*} B_{3}\left(u, b_{1}-b_{1}^{\varepsilon}\right)+$ $d^{*} B_{3}\left(u, b_{1}^{\varepsilon}\right)$.

- The estimation for $d^{*} B_{3}\left(u, b_{1}-b_{1}^{\varepsilon}\right)$ proceeds similarly to the last item in the proof of Lemma 3.4 at the end of Section 3. Using the maximal regularity property 2.8 we get:

$$
\begin{equation*}
\left.\left\|d^{*} B_{3}\left(u, b_{1}-b_{1}^{\varepsilon}\right)\right\|_{L_{t}^{r} L_{x}^{\frac{n}{x}}} \leq \| u\right\lrcorner\left(b_{1}-b_{1}^{\varepsilon}\right)\left\|_{L_{t}^{r} L_{x}^{\frac{n}{x}}} \lesssim r, n\right\| u\left\|_{L_{t}^{r} L_{x}^{n}}\right\|\left(b_{1}-b_{1}^{\varepsilon}\right) \|_{L_{t}^{\infty} L_{x}^{n}}^{\lesssim_{r, n} \varepsilon\|d u\|_{L_{t}^{r} L_{x}^{\frac{n}{x}}} .} \tag{5.14}
\end{equation*}
$$

- Using the Leibniz-rule (2.17), we get:

$$
\begin{aligned}
\left\|d^{*} B_{3}\left(u, b_{1}^{\varepsilon}\right)(t)\right\|_{\frac{n}{2}} & \left.\lesssim_{n} \int_{t^{*}}^{t} \frac{1}{\sqrt{t-s}} \| d(u\lrcorner b_{1}^{e}\right) \|_{\frac{n}{2}}(s) d s \\
& \lesssim \int_{t^{*}}^{t} \frac{1}{\sqrt{t-s}}\left(\|u(s)\|_{n}\left\|d b_{1}^{\varepsilon}(s)\right\|_{n}+\|d u(s)\|_{\frac{n}{2}}\left\|b_{1}^{\varepsilon}(s)\right\|_{\infty}\right),
\end{aligned}
$$

And by convolution we can conclude that

$$
\begin{equation*}
\left\|d^{*} B_{3}\left(u, b_{1}^{e}\right)\right\|_{L_{t}^{r} L_{x}^{\frac{n}{2}}} \lesssim r, n^{\tau}\left(\left\|b_{1}^{\varepsilon}\right\|_{L_{t}^{\infty} L_{x}^{\infty}}+\left\|d b_{1}^{\varepsilon}\right\|_{L_{t}^{\infty} L_{x}^{n}}\right)\|d u\|_{L_{t}^{r} L_{x}^{\frac{n}{2}}} . \tag{5.15}
\end{equation*}
$$

Choosing $\tau$ such that $\sqrt{\tau}\left(\left\|b_{1}^{\varepsilon}\right\|_{L_{t}^{\infty} L_{x}^{\infty}}+\left\|d b_{1}^{\varepsilon}\right\|_{L_{t}^{\infty} L_{x}^{n}}\right) \leq \varepsilon$ let us finally get

$$
\begin{equation*}
\left\|d^{*} B_{3}\left(u, b_{1}\right)\right\|_{L_{t}^{r} L_{x}^{\frac{n}{2}}} \leq K_{r, n, u_{i}, b_{i}} \varepsilon\|d u\|_{L_{t}^{r} L_{x}^{\frac{n}{2}} .} . \tag{5.16}
\end{equation*}
$$

A similar computation shows that

$$
\begin{equation*}
\left\|d^{*} B_{3}\left(u_{2}, b\right)\right\|_{L_{t}^{r} \frac{n}{x}} \leq K_{r, n, u_{i}, b_{i}} \varepsilon\left\|d^{*} b\right\|_{L_{t}^{r} L_{x}^{\frac{n}{2}}}, \tag{5.17}
\end{equation*}
$$

and with this last estimate we have proven that

$$
\begin{align*}
\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau\left[; L^{\frac{n}{2}}\right)\right.\right.} \leq K_{r, n, u_{i}, b_{i}} \varepsilon\left(\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.}+\left\|d^{*} b\right\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.}\right)  \tag{5.18}\\
\left\|d^{*} b\right\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau\left[L^{\frac{n}{2}}\right)\right.\right.} \leq K_{r, n, u_{i}, b_{i}} \varepsilon\left(\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.}+\left\|d^{*} b\right\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau\left[\left[L^{\frac{n}{2}}\right)\right.\right.\right.}\right),
\end{align*}
$$

where $K_{r, n, u_{i}, b_{i}}$ is a constant independent of $u$, and $\varepsilon$ can be chosen arbitrarily small. Then letting $\varepsilon$ be such that $K_{r, n, u_{i}, b_{i}} \varepsilon \leq \frac{1}{4}$ we get

$$
\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.}+\left\|d^{*} b\right\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.} \leq \frac{1}{2}\left(\|d u\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.}+\left\|d^{*} b\right\|_{L^{r}\left(\left[t^{*}, t^{*}+\tau ;\left[L^{\frac{n}{2}}\right)\right.\right.}\right),
$$

which proves that $d u$ and $d^{*} b$ (and hence $u$ and $b$ ) are equal to 0 on $\left[t^{*}, t^{*}+\tau[\right.$. Let

$$
I=\left\{t ^ { * } , \text { the system (MHD) has a unique solution on } \left[0, t^{*}[\cdot\}\right.\right.
$$

Then $I$ is open, and it is also closed by continuity. Thus $I=[0, T[$ by connectedness.
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