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Abstract

In this paper we explain how the notion of weak Dirichlet process is the suitable gener-
alization of the one of semimartingale with jumps. For such a process we provide a unique
decomposition which is new also for semimartingales: in particular we introduce characteris-
tics for weak Dirichlet processes. We also introduce a weak concept (in law) of finite quadratic
variation. We investigate a set of new useful chain rules and we discuss a general framework
of (possibly path-dependent with jumps) martingale problems with a set of examples of SDEs
with jumps driven by a distributional drift.
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1 Introduction

The central notion of this work is the one of weak Dirichlet process with jumps and the related
martingale problem. In this work we want in particular to convince the reader that the concept
of weak Dirichlet process plays a similar central role as the one of semimartingale. An (Ft)-weak
Dirichlet process X is the sum of an (Ft)-local martingale M and an (Ft)-martingale orthogonal
process Γ, generally fixed to vanish at zero. When self-explanatory, the filtration will be omitted.
A martingale orthogonal process A has the property that [A,N ] = 0 for every continuous martin-
gale N . In particular a purely discontinuous martingale is a martingale orthogonal process. A
substitutes the usual bounded variation component V when X is a semimartingale. As a matter
of fact, any bounded variation process is (Ft)-martingale orthogonal, see Proposition 2.14 in [4].

When X is a continuous process, the notion of weak Dirichlet process was introduced in
[15] and largely investigated in [27]. In [4], we extended the concept of weak Dirichlet jump
process with related calculus. In particular, generalizing the notion of special semimartingale, we
introduced the one of special weak Dirichlet process X = M + Γ, where M is a possibly (càdlàg)
local martingale and Γ is a predictable; in that case the decomposition X = M + Γ is unique. In
fact this was earlier introduced by [11] and partially studied, omitting the mention ”special”.

An important feature of the calculus beyond semimartingales is the one of stability, which
often constitutes a generalization of Itô formula. If X is a càdlàg semimartingale and f ∈ C2(R),
we recall that f(X) is again a semimartingale by a direct application of Itô formula. However, if
f is only of class C1(R), f(X) is generally no more a semimartingale, nevertheless it remains a
finite quadratic variation process, see [38] when X is a continuous process. For instance, if X is a
Brownian motion and f is not the difference of convex functions, then it is well-known that f(X)
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is not a semimartingale. On the other hand, if f is bounded and of class C1 and X is a Poisson
process, then f(X) is a special semimartingale.

A càdlàg process X will be called finite quadratic variation process (see [37, 4]) whenever the
u.c.p. limit (which will be denoted by [X,X]) of [X,X]ucpε exists, where

[X,Y ]ucpε (t) :=

∫

]0, t]

(X((s + ε) ∧ t) −X(s))(Y ((s+ ε) ∧ t) − Y (s))

ε
ds. (1.1)

By Lemma 2.10 in [4], we know that

[X,X] = [X,X]c +
∑

s≤·

|∆Xs|2, (1.2)

where [X,X]c is the continuous component. The covariation of two càdlàg processes X and Y
was defined in [37] as the u.c.p. limit of [X,Y ]ucpε , whenever it exists.

The notion of quadratic variation for a non-semimartingale X was introduced in [20] by means
of discretizations (instead of regularizations, that we denote here by [X]). One also proved that
if f ∈ C1(R) and [X] exists, then [f(X)] also exists. A natural extension of the notion of the
semimartingale is the one of (Ft)-Dirichlet process introduced in [21] still in the discretization
approach, which is the (unique) sum of an (Ft)-local martingale and a zero quadratic variation
process (vanishing at zero). For us, an (Ft)-Dirichlet process will be the analogous concept in the
regularization approach. Let X be such a Dirichlet process, which is obviously in particular an
(Ft)-(even special) weak Dirichlet process. Let X = M+Γ its unique decomposition. Observe that
the notion of Dirichlet process does not naturally fit the jump case; indeed [Γ,Γ] = 0 implies that
Γ is continuous by (1.2), therefore predictable. On the other hand, since X is a finite quadratic
variation process, if f ∈ C1(R) then f(X) is also a finite quadratic variation process but it is not
necessarily a Dirichlet process, see [3].

For applications (for instance to control problems and BSDEs theory, see e.g. [26, 5, 24]), it
is useful to investigate stability for functions f ∈ C0,1([0, T ] × R;R). Let f ∈ C0,1([0, T ] × R;R)
and X be a finite quadratic variation process. In general we cannot expect that f(t,Xt) to be
a finite quadratic variation process: for instance a very irregular function f not depending on x
may not be of finite quadratic variation.

If X is a continuous weak Dirichlet process with finite quadratic variation, it is known that
f(t,Xt) is a weak Dirichlet process, see Proposition 3.10 in [27]. This stability result was extended
to the case where X is a discontinuos process, provided a specific relation between the jumps of
X and f , see [4]. Under these conditions, f(t,Xt) is a special weak Dirichlet process. Recently,
an interesting generalization in the continuous framework has been provided in [9], where f is
a C0,1-path-dependent functional in the sense of horizontal-vertical Dupire derivative. A former
work including C1,2-chain rules for a significant class of path-dependent processes with jumps is
[6]. The family of weak Dirichlet processes has also interesting connections with the so called
stochastically controlled processes, see [25], and also the related interesting recent reference [23].

As mentioned earlier, the second central notion of the present paper is the one of martingale
problem, whose classical notion is due to Stroock and Varadhan, see e.g. [39]. In general, one
says that a process X is a solution to the martingale problem with respect to a probability P (on
some probability space), to some domain D and to a time-indexed family of operators Lt if

f(Xt) − f(X0) −
∫ t

0
Lsf(Xs)ds,

is a P-local martingale. One also says that (X,P) is a solution to the martingale problem related
to D and Lt. In the classical martingale problem in [39] one takes D = C2(Rd) and Lt is a second
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order PDE operator. One also knows that the solution of Stroock-Varadhan martingale problem
is equivalent to the one of an SDE in law (or weak). In more singular situations, the notion of
SDE seems difficult to exploit and define, and in that case it is substituted by the more flexible
notion of martingale problem. This is the case for instance when one investigates the notion of
SDEs with distributional drift, i.e. of the type

Xt = X0 +

∫ t

0
σ(Xs)dWs + “

∫ t

0
b(Xs)ds”,

and b is a Schwartz distribution. In this case it is more comfortable to express those processes as
solutions to a martingale problem with respect to some domain D which is a suitable subset of
C1(R), where the formal map Ltf(x) := 1

2σ
2(x)f ′′(x)+b(x)f ′(x) is well-defined (independently of

t). We remark that this is not the case in general for f ∈ C∞
0 (R). This was the objet of [18, 19, 36].

Later extensions to the multi-dimensional case were performed, see [17, 13, 10]. Generalizations
to the path-dependent case were done by [33, 34]. In all these cases the solutions are constituted
by continuous processes which are not necessarily semimartingales. In the literature of jump
processes the notion of martingale problem has followed two different routes. The first one is a
new formulation of martingale problem given in [30] where the formulation makes essentially use
of the notion of characteristics. This approach is particularly natural in the purely discontinuous
framework, see e.g. [2]. The second one continues the Stroock-Varadhan approach, see e.g. [32, 7].

We describe now the main contributions of the paper.

1. First we formulate a unique decomposition for a weak Dirichlet process X = Xc +A, where
Xc is a continuous local martingale and A a martingale orthogonal process vanishing at
zero, see Proposition 3.2. Until now unique decompositions of weak Dirichlet processes were
established when X has the special weak Dirichlet property, in particular if X is a special
semimartingale. Even when X = M + V is a general càdlàg semimartingale, no unique
decomposition was available because the property of V to have bounded variation was not
enough to determine it. We recall that often purely discontinuous martingales have bounded
variation.

2. Let X be a càdlàg process satisfying
∑

s≤·

|∆Xs|2 <∞ a.s. (1.3)

Notice that condition (1.3) is equivalent to ask that (1 ∧ |x|2) ⋆ µX ∈ A+
loc (see Proposition

C.1), where µX is the jump measure related to X defined in (2.1).
In Corollary 3.18 we prove that if X is a weak Dirichlet process then it is a special weak
Dirichlet process if and only if

x1{|x|>1} ⋆ µ
X ∈ Aloc. (1.4)

This result in particular extends the classical characterization of a special semimartingale,
see Proposition 2.29, Chapter II, in [30]. We recall that if X is a special weak Dirichlet
process and a semimartingale, then it is a special semimartingale, see Proposition 5.14 in
[4].
More generally, let v : R+ × R → R continuous. In Theorem 3.16 we give a necessary and
sufficient condition on the weak Dirichlet process Yt = v(t,Xt) to be a special weak Dirichlet
process, namely

(v(s,Xs− + x) − v(s,Xs−)) 1{|x|>1} ⋆ µ
X ∈ Aloc.

Notice that in the literature only sufficient conditions were available for Y to be a special
weak Dirichlet process, see for instance Theorem 5.31 in [4].

3



3. In Theorem 3.10 we provide a first chain rule expanding a process v(s,Xs), where v has no
regularity at all, that extends a similar chain rule established in [4] but only for purely jump
processes. Indeed, under the conditions (3.7) and (3.8), if v(t,Xt) is an F-weak Dirichlet
process with unique continuous martingale component Y c, then we have

Y = Y c + (v(s,Xs− + x) − v(s,Xs−))
k(x)

x
⋆ (µX − νX)

+ Γk(v) + (v(s,Xs− + x) − v(s,Xs−))
x− k(x)

x
⋆ µX , (1.5)

with Γk(v) a predictable and martingale orthogonal process. Our result constitutes an
important tool to solve the identification problem for a BSDE driven by a random measure
and a Brownian motion, see Remark 3.11.

4. We relax the notion of finite quadratic variation process, by giving the notion of weakly
finite quadratic variation, see Definition 3.29. This is a notion which is more related to
the convergence in law of subsequences. The u.c.p convergence of (1.1) is replaced by the
fact that, for every T > 0, [X,X]ucp0<ε≤ε0

(T ) are tight for ε0 > 0 small enough. A classical
example of weakly finite quadratic variation process comes up when

sup
0<ε≤ε0

[X,X]ucpε (T ) <∞ a.s.,

see Remark 3.32-(i). Another example is given when X has finite energy, see Remark
3.32-(ii). It is not difficult to exhibit a process with finite energy which has no quadratic
variation, see Example 3.33. Notice that condition (1.3) holds if X is a finite quadratic
variation process, and it is also valid under the weaker condition of X being a weak finite
quadratic variation process, see Proposition 3.34.

5. Let v ∈ C0,1(R+ × R). If X is a weakly finite quadratic variation process, then Theorem
3.36 states that the process Y = v(·,X) is a weak Dirichlet process, and identifies its unique
continuous local martingale component Y c of Y , as

Y c = Y0 +

∫ ·

0
∂xv(s,Xs) dX

c
s .

The combined results in Theorems 3.10 and 3.36 constitute indeed a C0,1-type chain rule
for weak Dirichlet processes which generalizes Theorem 5.15 in [4]. As far as special weak
Dirichlet processes are concerned, the corresponding C0,1-type chain rule is given in Corol-
lary 3.37 generalizing Theorem 5.31 in [4], see also Remark 3.38. Notice that in [4] X was
also supposed to be a finite quadratic variation process.

6. We introduce the notion of characteristics (Bk, C, ν) for weak Dirichlet processes (see Def-
inition 3.25), that extends the corresponding one for semimartingales. We remark that,
if X is a weak Dirichlet process, then Γk(Id) = Bk ◦ X with Γk(v) defined in (1.5), see
Corollary 3.22 and Remark 3.23. Given the characteristics (Bk, C, ν) of a weak Dirichlet
process X, a natural question is to determine the characteristics of a process h(·,X), where
h ∈ C0,1. In fact, it is possible to provide the second and third characteristic of h(·,X) in
terms of C and ν, see Remark 3.42, while it is a challenging problem to evaluate the first
characteristic. Nevertheless, we are able to solve this problem in the case when h is bijective
and time-homogeneous, see Remark 3.43.
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7. We introduce a notion of martingale problem, which applies in a general framework includ-
ing possibly non-Markovian jumps processes and non semimartingales, by generalizing the
classical Stroock-Varadhan martingale problem with respect to some domain DA ⊆ C0,1

(replacing D) and operator A (replacing ∂t + Lt), see Definition 4.12. Moreover, here the
Lebesgue measure dt can be substituted by some random kernel.
Let X be a càdlàg weakly finite quadratic variation process. The fact that X is a solu-
tion to some martingale problem in the sense of Definition 4.12 does not imply that it
is a semimartingale (indeed, we are in particular interested in the case where X is not a
semimartingale). Among others, if X is a solution of a martingale problem with respect to
DA and A, with DA dense in C0,1, we even do not know if X is a weak Dirichlet process.
Corollary 4.21 provides some necessary and sufficient condition conditions under which X
is weak Dirichlet. To get those conditions, Theorem 4.3 together with Proposition 4.5 give
some crucial preparatory stochastic calculus tools.

8. Section 4.3 relates our inhomogeneous formulation of martingale problem with the (more
classical) time-homogeneous expression. Knowing that a process X solves some martingale
problem (in the time-homogeneous sense), the fact that it also solves a non-homogeneous
martingale problem corresponds to some general chain rule.

9. In Section 4.5 we discuss five classes of examples of martingale problems. The first two
are respectively the case of general semimartingales and the case where there is a bijective
function h in C0,1 such that h(t,Xt) is a semimartingale. The third one concerns discon-
tinuous processes solving martingale problems with distributional drift. For this, existence
and uniqueness is discussed systematically in the companion paper [3]. The fourth one is
about continuous path-dependent problems involving distributional drifts. The latter one
is about the martingale problem solved by a piecewise deterministic Markov process.

2 Preliminaries and notations

In the sequel we will consider the space of functions u : R+ × R → R, (t, x) 7→ u(t, x), which are
of class C0,1 or C1,2. C0,1

b (resp. C1,2
b ) stands for the class of bounded functions which belong to

C0,1 (resp. C1,2). C0,1 is equipped with the topology of uniform convergence on each compact
of u and ∂xu. C0 (resp. C0

b ) will denote the space of continuous functions (resp. continuous and
bounded functions) on R equipped with the topology of uniform convergence on each compact
(resp. equipped with the topology of uniform convergence). C1 (resp. C2) will be the space of
continuously differentiable (twice continuously differentiable) functions u : R → R. C1

b (resp. C2
b )

stands for the class of bounded functions which belong to C1 (resp. C2). D(R+) will denote the
space of real càdlàg functions on R+.

Let T > 0 be a finite horizon. C0,1([0, T ] × R) will denote the space of functions in C0,1

restricted to [0, T ] × R. In the following, D(0, T ) (resp. D−(0, T ), C(0, T ), C1(0, T )) will
indicate the space of real càdlàg (resp. càglàd, continuous, continuously differentiable) functions
on [0, T ]. These spaces are equipped with the uniform norm. We will also indicate by || · ||∞ the
essential supremum norm and by || · ||var the total variation norm. Given a topological space E,
in the sequel B(E) will denote the Borel σ-field associated with E.

A stochastic basis (Ω,F ,F,P) is fixed throughout the section. We will suppose that F = (Ft)
satisfies the usual conditions. By convention, any càdlàg process (or function) defined on [0, T ]
is extended to R by continuity. A similar convention is made for random fields (or functions) on
[0, T ] × R. Related to F, the symbol Ducp will denote the space of all adapted càdlàg processes
endowed with the u.c.p. (uniform convergence in probability) topology on each compact interval.
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P (resp. P̃ := P ⊗ B(R)) will denote the predictable σ-field on Ω × R+ (resp. on Ω̃ :=
Ω×R+×R). For a random field W , the simplified notation W ∈ P̃ means that W is P̃-measurable.

A process X indexed by R+ will be said to be with integrable variation if the expectation of
its total variation is finite. A (resp. Aloc) will denote the collection of all adapted processes with
integrable variation (resp. with locally integrable variation), and A+ (resp A+

loc) the collection of
all adapted integrable increasing (resp. adapted locally integrable) processes. The significance of
locally is the usual one which refers to localization by stopping times, see e.g. (0.39) of [29].

The concept of random measure will be extensively used throughout the paper. For a detailed
discussion on this topic and the unexplained notations, we refer to Chapter I and Chapter II,
Section 1, in [30], Chapter III in [29], and Chapter XI, Section 1, in [28]. In particular, if µ is
a random measure on [0, T ] × R, for any measurable real function H defined on Ω × [0, T ], one
denotes H ⋆ µt :=

∫

]0, t]×R
H(·, s, x)µ(·, ds dx), when the stochastic integral in the right-hand side

is defined (with possible infinite values).
We recall that a transition kernel Q(e, dx) of a measurable space (E, E) into another measur-

able space (G,G) is a family {Q(e, ·) : e ∈ E} of positive measures on (G,G), such that Q(·, C) is
E-measurable for each C ∈ G, see for instance in Section 1.1, Chapter I of [30].

Let X be an adapted càdlàg process. We set the corresponding jump measure µX by

µX(dt dx) =
∑

s>0

1{∆Xs 6=0} δ(s,∆Xs)(dt dx). (2.1)

We denote by νX = νX,P the compensator of µX , see [30] (Theorem 1.8, Chapter II). The
dependence on P will be omitted when self-explanatory. For any random field W , we set

Ŵt =

∫

R

Wt(x) νX({t} × dx), W̃t =

∫

R

Wt(x)µX({t} × dx) − Ŵt,

whenever they are well-defined. We also define

C(W ) := |W − Ŵ |2 ⋆ νX +
∑

s≤·

|Ŵs|2 (1 − νX({s} × R)),

and, for every q ∈ [1, ∞[, the linear spaces

Gq(µX) =
{

W ∈ P̃ : ∀s ≥ 0

∫

R

|W (s, x)| νX({s} × dx) <∞,
[

∑

s≤·

|W̃s|2
]q/2

∈ A+
}

,

Gq
loc(µ

X) =
{

W ∈ P̃ : ∀s ≥ 0

∫

R

|W (s, x)| νX({s} × dx) <∞,
[

∑

s≤·

|W̃s|2
]q/2

∈ A+
loc

}

.

For a random field W on [0, T ] × R we set the norms ||W ||2
G2(µX )

:= E [C(W )T ], ||W ||L2(µX ) :=

E[|W |2 ⋆ νT ], and the space L2(µX) := {W ∈ P̃ : ||W ||L2(µX ) <∞}.

If W ∈ G1
loc(µ

X), we call stochastic integral with respect to µX − νX and we denote it by
W ⋆ (µX − νX), any purely discontinuous local martingale X such that ∆X and W̃ are in-
distinguishable, see Definition 1.27, Chapter II, in [30]. We recall that, if W ∈ P̃ such that
|W | ⋆ µX ∈ A+

loc, then W ∈ G1
loc(µ

X) and W ⋆ (µX − ν) = W ⋆ µX −W ⋆ νX , see Theorem 1.28,
Chapter II, in [30]. Moreover, by Theorem 11.21, point 3) in [28], the following statements are
equivalent:

1. W ∈ G2
loc(µ

X);

2. C(W ) ∈ A+
loc;
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3. W ⋆ (µX − νX) is a square integrable local martingale.

In this case 〈W ⋆ (µX − νX),W ⋆ (µX − νX)〉 = C(W ). Finally, if W ∈ L2(µX) then W ∈ G2(µX),
and C(W ) = |W |2 ⋆ νX −∑

s≤· |Ŵs|2. In this case ||W ||2
G2(µX )

≤ ||W ||2
L2(µX )

.

3 Weak Dirichlet processes: the suitable generalization of semi-
martingales with jumps

3.1 A new unique decomposition

A stochastic basis (Ω,F ,F,P) is fixed throughout the section. Sometimes the dependence on F

will be omitted. Given an adapted (càdlàg) process X on it, we will denote by µX its jump
measure given in (2.1) and by νX the corresponding compensator.

We recall that an F-weak Dirichlet process is a process of the type

X = M + Γ, (3.1)

where M is an F-local martingale and Γ is an F-orthogonal process vanishing at zero, while a
special weak Dirichlet process is a weak Dirichlet process X = M + Γ, where Γ is in addition
predictable, see Definitions 5.5. and 5.6 in [4]. For complementary results, the reader can consult
Section 5 in [4].

Remark 3.1. Any local martingale M can be uniquely decomposed as the sum of a continuous
local martingale M c and a purely discontinuous local martingale Md such that Md

0 = 0, see
Theorem 4.18, Chapter I, in [30]

The decomposition (3.1) is not unique, but the result below proposes a particularly natural
one, which is unique.

Proposition 3.2. Let X be a càdlàg F-weak Dirichlet process. Then there is a unique continuous
F-local martingale Xc and a unique F-martingale orthogonal process A vanishing at zero, such
that

X = Xc +A. (3.2)

Proof. Existence. Since X is an F-weak Dirichlet process, by (3.1) it is a process of the type
X = M + Γ, with M an F-local martingale and Γ an F-martingale orthogonal process vanishing
at zero. Recalling Remark 3.1, it follows that X admits the decomposition

X = M c +Md + Γ, (3.3)

that provides (3.2) by setting A := Md + Γ and Xc := M c.

Uniqueness. Assume that X admits the two decompositions

X = M1 +A1, X = M2 +A2,

with M1,M2 continuous F-local martingales and A1, A2
F-martingale orthogonal processes van-

ishing at zero. So we have 0 = M1 −M2 +A1 −A2. Taking the covariation of previous equality
with M1 −M2, we get [M1 −M2,M1 −M2] ≡ 0. Since M1 −M2 is a continuous martingale
vanishing at zero we finally obtain M1 = M2 and so A1 = A2.

Remark 3.3. Notice that decomposition (3.3) of the weak Dirichlet X is not unique.
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Remark 3.4. The unique decomposition (3.2) holds (and it is new) in particular for semimartin-
gales. On the other hand, when X is a semimartingale, the notion of Xc (as unique continuous
martingale component) was introduced in Definition 2.6, Chapter II, in [30] (in that case it was
fixed Xc

0 = 0). There, a unique decomposition was provided only after having fixed a truncation.

Proposition 3.5. Let X be an F-semimartingale. Then [X,X]c = 〈Xc,Xc〉.

Proof. By Proposition 3.2 we have the unique decomposition X = Xc + A. On the other hand,
being X a semimartingale, we also have that X = M + V with V a bounded variation process,
and M a local martingale. Since the unique decomposition M = M c + Md holds (see Remark
3.1), we get that Xc = M c and

A = Md + V. (3.4)

Indeed Md and V are F-martingale orthogonal processes. Now, by (1.2) and (3.2)

[X,X] = [X,X]c +
∑

s≤·

|∆As|2. (3.5)

On the other hand, the bilinearity of the covariation gives

[X,X] = [Xc,Xc] + [A,A] (3.6)

also taking into account that A is an F-martingale orthogonal process. To conclude, comparing
(3.5) and (3.6), we have to show that [A,A] =

∑

s≤· |∆As|2. Now, by (3.4), Proposition 5.3 and
Proposition 2.14 in [4],

[A,A] = [Md,Md] + [V, V ] + 2[Md, V ] =
∑

s≤·

(|∆Md
s |2 + |∆Vs|2 + 2∆Md

s ∆Vs)

=
∑

s≤·

|∆Md
s + ∆Vs|2 =

∑

s≤·

|∆As|2.

Remark 3.6. The equality [X,X]c = 〈Xc,Xc〉 valid for semimartingales (see Proposition 3.5) may
be not true for weak Dirichlet processes, even if they are of finite quadratic variation. Indeed, let
W , B be two canonical Brownian motions, and F be the canonical filtration associated with W
and B. We set

Xt =

∫ t

0
Bt−s dWs.

By Proposition 2.10 of [16], X is an F-weak Dirichlet and F-martingale orthogonal. By Proposition

3.2 it follows that Xc ≡ 0. On the other hand, by Remark 2.16-(2) in [16], [X,X]t = t2

2 which is
different from zero.

3.2 Fundamental chain rules

From here on we will denote by K the set of truncation functions, namely

K := {k : R → R bounded with compact support: k(x) = x in a neighborhood of 0}.

A typical choice of k(x) will be k(x) = x1{|x|≤1}. In this case, x−k(x)
x = 1{|x|>1}. We will make

use the following assumption on a pair (v,X), with v : R+ × R → R locally bounded and X a
càdlàg process.
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Hypothesis 3.7.

v(t,Xt) is a càdlàg process, and for every t ∈ R+, ∆v(t,Xt) = v(t,Xt) − v(t,Xt−); (3.7)

∃ k ∈ K such that (v(s,Xs− + x) − v(s,Xs−))
k(x)

x
∈ G1

loc(µ
X). (3.8)

Remark 3.8. (i) If v is continuous, then the pair (v,X) obviously fulfills (3.7). For a more
refined condition on (v,X) to guarantee the validity of (3.7) we refer to Hypothesis 5.34 in
[4].

(ii) Assume the validity of (3.7). If there is a ∈ R+ such that
∑

s≤· |∆v(s,Xs)|1{|∆Xs|≤a} < ∞
a.s., then (3.8) is verified. This is trivially verified if v(·,X) is a bounded variation process.

Proposition 3.9. Let X be an adapted càdlàg process satisfying (1.3). Let v : R+ ×R → R be a
function of class C0,1. Then Hypothesis 3.7 holds true.

Proof. Condition (3.7) holds true being v continuous, see Remark 3.8-(i). On the other hand, by
Proposition C.4,

|v(s,Xs− + x) − v(s,Xs−)|2 k
2(x)

x2
⋆ µX ∈ A+

loc, ∀k ∈ K.

In particular, (v(s,Xs− + x) − v(s,Xs−)) k(x)
x ∈ G2

loc(µ
X), that in turn implies condition (3.8),

being G2
loc(µ

X) ⊆ G1
loc(µ

X).

Theorem 3.10. Let X be a càdlàg and F-adapted process satisfying (1.3). Let v : R+ × R → R

be a locally bounded function such that (v,X) satisfies Hypothesis 3.7. Let Yt = v(t,Xt) be an
F-weak Dirichlet process with continuous martingale component Y c. Then, for every k ∈ K, one
can write the decomposition

Y = Y c +Mk,d + Γk(v) + (v(s,Xs− + x) − v(s,Xs−))
x− k(x)

x
⋆ µX , (3.9)

with

Mk,d := (v(s,Xs− + x) − v(s,Xs−))
k(x)

x
⋆ (µX − νX) (3.10)

and Γk(v) a predictable and F-martingale orthogonal process.

Remark 3.11. (i) Sufficient conditions for Y to be weak Dirichlet are given in Theorem 3.36.

(ii) Theorem 3.10 drastically generalizes the results given in Proposition 5.37 in [4], where we
considered the case of an F-martingale orthogonal process Yt = v(t,Xt) and such that
∑

s≤· |∆Ys| ∈ A+
loc; in particular,

∑

s≤T |∆Ys| < ∞ a.s. Notice that, by Remark 3.8-(ii),
Hypothesis 3.7 is verified. In that case Y c = 0 by Proposition 3.2.

Remark 3.12. Let D be the set of functions v ∈ R+ × R → R locally bounded such that v(·,X)
is a weak Dirichlet process and (v,X) satisfies Hypothesis 3.7. We observe that v 7→ Γk(v) in
Theorem 3.10 can be seen as a linear map from D to the space of càdlàg adapted processes. In
the sequel D will also denote a similar set of functions defined on [0, T ] × R instead of R+ × R,
and related to a process X = (X(t))t∈[0,T ].
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Proof of Theorem 3.10. Let k ∈ K. We claim that

Y k := Y − (v(s,Xs− + x) − v(s,Xs−))
x− k(x)

x
⋆ µX (3.11)

is an F-special weak Dirichlet process. Indeed, we notice that,

Y k = Y c +AY − (v(s,Xs− + x) − v(s,Xs−))
x− k(x)

x
⋆ µX =: Y c + Ãk, (3.12)

where Ãk is an F-martingale orthogonal process. By condition (3.8) and Lemma C.7, (v(s,Xs− +

x)− v(s,Xs−))k(x)x ∈ G1
loc(µ

X). Then the process Mk,d in (3.10), is a purely discontinuous F-local
martingale, see Section 2. We rewrite (3.12) as

Y k = Y c +Mk,d + Γk(v), (3.13)

with
Γk(v) := Ãk −Mk,d. (3.14)

This gives ∆Y k
t = ∆Mk,d

t + ∆Γk
t (v). Now, by (3.11) and (3.10) we get

∆Y k
t =

∫

R

(v(s,Xs− + x) − v(s,Xs−))
k(x)

x
µX({t} × dx),

∆Mk,d
t =

∫

R

(v(s,Xs− + x) − v(s,Xs−))
k(x)

x
µX({t} × dx)

−
∫

R

(v(s,Xs− + x) − v(s,Xs−))
k(x)

x
νX({t} × dx),

so that, by (3.13),

∆Γk
t (v) =

∫

R

(v(s,Xs− + x) − v(s,Xs−))
k(x)

x
νX({t} × dx).

Recall that an adapted càdlàg process is predictable if and only if its jump process is predictable,
see Remark 3.13-2. below. We conclude that Γk(v) is an F-predictable process; moreover, by
(3.14), Γk(v) is also an F-martingale orthogonal process. This yields decomposition (3.9).

Remark 3.13. 1. Any càglàd process is locally bounded, see the lines above Theorem 15, Chap-
ter IV, in [35].

2. Let X be a càdlàg adapted process. Recalling that ∆Xs = Xs−Xs−, we have the following.

• X is locally bounded if and only if ∆X is locally bounded. As a matter of fact, (Xs−)
is a càglàd process and therefore locally integrable.

• X is predictable if and only if ∆X is predictable. Indeed, (Xs−) is a predictable process
being adapted and left-continuous.

Taking k(x) = x1{|x|≤a} in Theorem 3.10 we get the following result.

Corollary 3.14. Let X be a càdlàg F-adapted process satisfying (1.3). Let v : R+ × R → R be
a locally bounded function, such that (v,X) satisfies Hypothesis 3.7. Assume moreover that, for
some a ∈ R+,

|∆Xt| ≤ a, ∀t ∈ R+. (3.15)

Then, if Yt = v(t,Xt) is an F-weak Dirichlet process, then it is an F-special weak Dirichlet process.
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The particular case of Corollary 3.14 with v ≡ Id is stated below.

Corollary 3.15. Let X be a càdlàg and F-adapted process satisfying (1.3) and (3.15). Then, if
X is an F-weak Dirichlet process, it is an F-special weak Dirichlet process.

Theorem 3.16. Let X be càdlàg and F-adapted process satisfying (1.3). Let v : R+ × R → R be
a locally bounded function such that (v,X) satisfies Hypothesis 3.7. Set Yt = v(t,Xt), and assume
that Y is an F-weak Dirichlet process. Then Y is an F-special weak Dirichlet process if and only
if

∃ a ∈ R+ s.t. (v(s,Xs− + x) − v(s,Xs−)) 1{|x|>a} ⋆ µ
X ∈ Aloc. (3.16)

Remark 3.17. If v is bounded and X is a càdlàg and F-adapted, then condition (3.16) is satisfied
because of Lemma C.2.

Proof of Theorem 3.16. Let a ∈ R+ and set

Ỹ :=
∑

s≤·

∆Ys 1{|∆Xs|>a} = (v(s,Xs− + x) − v(s,Xs−)) 1{|x|>a} ⋆ µ
X .

By Theorem 3.10 with k(x) = 1{|x|≤a}, Y − Ỹ is an F-special weak Dirichlet process. It follows

that Y is an F-special weak Dirichlet process if and only if Ỹ is an F-special weak Dirichlet process.
Ỹ has bounded variation, so it is a semimartingale, therefore it is a special semimartingale, see
Proposition 5.14 in [4]. This can be shown to be equivalent to condition (3.16) by making use of
the first three equivalent items of Proposition 4.23, Chapter I, in [30].

Corollary 3.18 below follows from Theorem 3.16 taking v ≡ Id. It extends a characterization
stated in Proposition 5.24 in [4]: thereby, X was supposed to belong to a particular class of weak
Dirichlet processes.

Corollary 3.18. Let X be an F-weak Dirichlet process satisfying (1.3). Then X is an F-special
weak Dirichlet process if and only if

∃ a ∈ R+ s.t. x1{|x|>a} ⋆ µ
X ∈ Aloc. (3.17)

The following result is the analogous of Theorem 3.10 for special weak Dirichlet processes.

Theorem 3.19. Let X be a càdlàg and F-adapted process satisfying (1.3). Let v : R+ × R → R

be a locally bounded function such that (v,X) satisfies Hypothesis 3.7. Let Yt = v(t,Xt) be an
F-weak Dirichlet process with continuous martingale component Y c. Assume moreover that the
pair (v,X) satisfies condition (3.16). Then Yt = v(t,Xt) is an F-special weak Dirichlet process,
admitting the unique decomposition

Y = Y c + (v(s,Xs− + x) − v(s,Xs−)) ⋆ (µX − νX) + Γ(v), (3.18)

with Γ(v) a predictable and F-martingale orthogonal process. Moreover,

Γ(v) = Γk(v) + (v(s,Xs− + x) − v(s,Xs−))
x− k(x)

x
⋆ νX , (3.19)

with Γk(v) the predictable and F-martingale orthogonal process appearing in (3.9).

Proof. Thanks to condition (3.16), by Theorem 3.16 Y is an F-special weak Dirichlet process. By
Theorem 3.10,

Y = Y c + (v(s,Xs− + x) − v(s,Xs−))
k(x)

x
⋆ (µX − νX) + Γk(v)
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+ (v(s,Xs− + x) − v(s,Xs−))
x− k(x)

x
⋆ µX . (3.20)

We add and subtract in (3.20) the term (v(s,Xs−+x)−v(s,Xs−))x−k(x)
x ⋆νX . Recalling that, for

every random field W , |W |⋆µX ∈ A+
loc implies W ∈ G1

loc(µ
X) and W⋆(µX−νX) = W⋆µX−W⋆νX

(see Section 2), we get decomposition (3.18) with Γ(v) provided by (3.19).

Remark 3.20. 1. It directly follows from (3.18) that

∆Γs(v) =

∫

R

(v(s,Xs− + x) − v(s,Xs−)) ⋆ νX({s} × dx).

2. Let X be a càdlàg and F-adapted process satisfying (1.3). Let v : R+ × R → R be such
that (v,X) satisfies Hypothesis 3.7. If v is moreover a bounded function, by Remark 3.17
condition (3.16) is satisfied as well, and all the assumptions of Theorem 3.19 are verified.

Remark 3.21. Theorem 3.19 is in particular useful to solve the so-called identification problem for
BDSEs. Proposition 5.37 in [4] allowed to solve the identification problem when the BSDE was
exclusively driven by the random measure, see Theorem 3.14 in [5].

Let ζ be a non-decreasing, adapted and continuous process, and λ be a predictable random
measure on Ω × [0, T ] × R. We consider a BSDE driven by a random measure µ − ν and a
continuous martingale M of the type

Yt = ξ +

∫

]t,T ]
g̃(s, Ys−, Zs)dζs +

∫

]t,T ]×R

f̃(s, Ys−, Us(e))λ(ds de)

−
∫

]t,T ]
ZsdMs −

∫

]t,T ]×R

Us(e)(µ − ν)(ds de), (3.21)

whose solution is a triple of processes (Y,Z,U(·)). If Yt = v(t,Xt) for some function v and some
adapted càdlàg process X, the identification problem consists in expressing Z and U(·) in terms
of v.

(i) Being Yt = v(t,Xt) a solution to a BSDE, it is a special weak Dirichlet process (even a special
semimartingale), and therefore (v,X) satisfies condition (3.16). Therefore, if Hypothesis 3.7
holds for (v,X), then Theorem 3.19 allows to identify U(·). More precisely, this provides

U(e) ⋆ (µ− ν) = (v(s,Xs− + x) − v(s,Xs−)) ⋆ (µX − νX), a.s.

From now on suppose µ = µX , even though this can be generalized, see Hypothesis 2.9 in
[5]. This yields

H(x) ⋆ (µX − νX) = 0, a.s.,

with H(x) := U(x) − (v(s,Xs− + x) − v(s,Xs−)). If H ∈ G2
loc(µ

X), then the predictable
bracket of H(x)⋆ (µX −νX) is well-defined and equals C(H). Since C(H)T = 0, we get (see
Proposition 2.8 in [5]) that there is a predictable process (ls) such that

Hs(x) = ls1K(s) dP νX(ds dx) a.e.,

where K := {(ω, t) : νX(ω, {t} ×R) = 1}.

(ii) In order to identify the process Z we need that v belongs to C0,1([0, T ] ×R) and that X is
a weakly finite quadratic variation process, and this will be discussed in Remark 3.39.

Theorems 3.10 and 3.19 with v ≡ Id give in particular the following result.
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Corollary 3.22. Let X be an F-weak Dirichlet process satisfying condition (1.3). Let Xc be the
continuous martingale part of X. Then, the following holds.

(i) Let k ∈ K. Then X can be decomposed as

X = Xc + k(x) ⋆ (µX − νX) + Γk(Id) + (x− k(x)) ⋆ µX , (3.22)

with Γk the operator introduced in Theorem 3.10.

(ii) If (3.17) holds, then the F-special weak Dirichlet process X admits the decomposition

X = Xc + x ⋆ (µX − νX) + Γ (3.23)

with Γ := Γk(Id) + x1{|x|>1} ⋆ ν
X .

3.3 The notion of characteristics for weak Dirichlet processes

In the present section we provide a generalization of the concept of characteristics for semimartin-
gales (see Appendix D) in the case of weak Dirichlet processes.

Remark 3.23. Let X be an F-weak Dirichlet process with jump measure µX satisfying condition
(1.3). Given k ∈ K, by Corollary 3.22-(i), we have that Xk = X − ∑

s≤·[∆Xs − k(∆Xs)] is an
F-special weak Dirichlet process with unique decomposition

Xk = Xc + k(x) ⋆ (µX − νX) +Bk,X , (3.24)

where

• Xc is the unique continuous F-local martingale part of X introduced in Proposition 3.2;

• Bk,X := Γk(Id), which is in particular a predictable and F-martingale orthogonal process.

Remark 3.24. When X is a semimartingale, Bk,X is a bounded variation process, so in particular
F-martingale orthogonal.

From here on we denote by Ω̌ the canonical space of all càdlàg functions ω̌ : R+ → R, namely
Ω̌ = D(R+), and by X̌ the canonical process defined by X̌t(ω) = ω̌(t). We also set F̌ = σ(X̌),
and F̌ = (F̌t)t≥0. Let µ be the jump measure of X̌ and ν the compensator of µ under the law
L(X) of X.

Definition 3.25. We call characteristics of X, associated with k ∈ K, the triplet (Bk, C =
〈X̌c, X̌c〉, ν) on (Ω̌, F̌ , F̌) obtained from the unique decomposition (3.24) for X̌ under L(X). In
particular,

(i) Bk is a predictable and F̌-martingale orthogonal process, with Bk
0 = 0;

(ii) C is an F̌-predictable and increasing process, with C0 = 0;

(iii) ν is an F̌-predictable random measure on R+ × R.

Remark 3.26. a) µ ◦X is the jump measure of X, and its compensator under P is ν ◦X, see
Proposition 10.39-b) in [29].

b) It is not difficult to show that X̌c ◦X is a continuous local martingale under P.

c) Let Y and Z be two processes on (Ω̌, F̌ , F̌) such that [Y,Z] exists under L(X). Then
[Y,Z] ◦X = [Y ◦X,Z ◦X] under P. In particular, Bk ◦X is an F-martingale orthogonal
process.
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d) By previous items we have a new decomposition of the process Xk:

Xk = X̌c ◦X + k ⋆ (µ ◦X − ν ◦X) +Bk ◦X.

e) By the uniqueness of decomposition (3.24) we have Xc = X̌c ◦X and Bk,X = Bk ◦X.

f) CX := C ◦X = 〈Xc,Xc〉 by c) and e).

Remark 3.27. Assume that X admits characteristics (Bk0 , C, ν) depending to a given truncation
function k0. Then, if we choose another truncation function k, the corresponding characteristics
will be (Bk, C, ν) with

Bk ◦X = Bk0 ◦X + (k − k0) ⋆ (ν ◦X),

where (k − k0) ⋆ (ν ◦X) ∈ Aloc, see Lemma C.6.

Remark 3.28. a) Given a process X ∈ A+
loc, Theorem 3.17, Chapter I, in [30] shows that there

is a unique predictable process Xp ∈ A+
loc, called compensator of X, such that X −Xp is a

local martingale. In particular, X is a special semimartingale.

b) The notion of compensator can be naturally extended. Given a process X, we denote by
Xp a process verifying the following conditions:

(i) Xp is predictable;

(ii) Xp is martingale orthogonal;

(iii) X −Xp is a local martingale.

Obviously, such Xp exists if and only if X is a special weak Dirichlet process, and Xp = Γ,
with Γ the process in Corollary 3.22-(ii), so it is uniquely determined.

c) The two notions of Xp in a) and b) coincide whenX ∈ A+
loc. Indeed, a special semimartingale

is a special weak Dirichlet process.

3.4 A weak notion of finite quadratic variation and a stability theorem

In the following we will use the notation (for t ≥ 0)

[X,X]ucpε (t) :=

∫ t

0

(X(s+ε)∧t −Xs)
2

ε
ds, ε > 0, (3.25)

Cε(X,X)(t) :=

∫ t

0

(Xs+ε −Xs)
2

ε
ds, ε > 0. (3.26)

From now on T > 0 will denote a fixed maturity time.

Definition 3.29. A càdlàg process X = (X(t))t∈[0,T ] is said to be a weakly finite quadratic
variation process if there is ε0 > 0 such that the laws of the random variables [X,X]ucpε (T ),
0 < ε ≤ ε0, are tight.

Below, ε > 0 will mean 0 < ε ≤ ε0 for some ε0 small enough. For instance, a family (Zε)ε>0

of random variables will indicate a sequence (Zε)0<ε≤ε0 for some ε0 small enough.

Remark 3.30. A finite quadratic variation process is a weakly finite quadratic variation process.

Indeed, if
∫ ·
0

(X(s+ε)∧·−Xs)2

ε ds converges u.c.p., the random variable [X,X]ucpε (T ) converges in prob-
ability, and so it also converges in law.

Proposition 3.31. Let (Zε)ε>0 be a nonnegative sequence of random variables. Suppose that one
of the two items below hold.
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(i) supε>0 Zε <∞ a.s.

(ii) supε>0 E[Zε] <∞.

Then the family of distribution of (Zε)ε>0 is tight.

Proof. Let δ > 0. In order to prove the result, we need to find M > 0 such that

P (Zε /∈ [0,M ]) ≤ δ, ∀ε > 0.

(i) We choose M = M(δ) > 0 such that P (supε>0 Zε > M) ≤ δ.
(ii) For every M , by Markov-Chebishev inequality,

P (Zε > M) ≤ E[Zε]

M
≤ 1

M
sup
ε>0

E[Zε].

We choose M so that the previous upper bound is smaller or equal then δ.

Remark 3.32. It follows from Proposition 3.31 that a càdlàg process X is a weakly finite quadratic
variation process when one of the following conditions holds:

(i) supε>0

∫ T
0

(Xs+ε−Xs)2

ε ds <∞ a.s.

(ii) supε>0 E

[

∫ T
0

(Xs+ε−Xs)2

ε ds
]

< ∞. A process X fulfilling this condition was called a finite

energy process, see [11] (in the framework of Föllmer’s discretizations) and [38].

Example 3.33. Let X be a square integrable process with weakly stationary increments. Set
V (a) := E

[

(Xa −X0)
2
]

, a ∈ R+. Let V (ε) = O(ε), ε > 0, i.e., there is a constant C > 0 such
that V (ε) ≤ Cε for a small ε > 0. Then condition (ii) of Remark 3.32 is verified. A classical
example of a process that satisfies that condition is a weak Brownian motion of order κ = 2, see
[22]. In this case V (a) = a. Indeed the bivariate distributions of such a process are the same
as those of Brownian motion. In general, such a process is not a semimartingale and not even a
finite quadratic variation process.

Proposition 3.34. Suppose that X is a weakly finite quadratic variation process. Then condition
(1.3) holds true.

Remark 3.35. By Proposition C.1, condition (1.3) is equivalent to (1 ∧ |x|2) ⋆ νX ∈ A+
loc. The

validity of latter condition was known for semimartingales, see Theorem 2.42, Chapter II, in [30].

Proof. Let γ be a constant. For each fixed ω, let τ0 = τ0,γ := 0 and set

τi(ω) = τi,γ(ω) := inf
t>τi−1,γ (ω)

{t : |∆Xt| > γ}, i ∈ N,

with the convention that it is +∞ if the set is empty. Notice that, almost surely, there exists
a finite number of jumps of X greater than γ. Let thus N = N(ω) be such that τN,γ is the
maximum of those jump times. Let ε > 0, and define Ω0

ε,γ = {ω ∈ Ω : τi(ω)−τi−1(ω) > ε, i ∈ N},
with the convention that ∞−∞ = ∞. We have that

∪εΩ
0
ε,γ = Ω, (3.27)

up to a null set. We set

JA(ε) :=

N
∑

i=1

1

ε

∫ τi

τi−ε
(X(s+ε)∧T −Xs)

2ds.
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On Ω0
ε,γ we have

[X,X]ucpε (T ) ≥ JA(ε). (3.28)

We also know, by Lemma 2.11 in [4], that

JA(ε) →
ε→0

N
∑

i=1

1]0,T ](τi)|∆Xτi |2 =
∑

t≤T

|∆Xt|21{|∆Xt|>γ} a.s. (3.29)

Let κ > 0. Since X is a weakly finite quadratic variation process, there exists ℓ = ℓ(κ) > 0 such
that, for every ε (small enough), P(Ωc

ε,ℓ) < κ with Ωε,ℓ := {ω ∈ Ω : [X,X]ucpε (T ) ≤ ℓ}. We get

P

(

∑

t≤T

|∆Xt|21{|∆Xt|>γ} > K
)

≤ κ+ P

(

∑

t≤T

|∆Xt|21{|∆Xt|>γ} > K; Ωε,ℓ

)

≤ κ+ P

(

|JA(ε)| > K

2
; Ωε,ℓ

)

+ P

(
∣

∣

∣

∑

t≤T

|∆Xt|21{|∆Xt|>γ} − JA(ε)
∣

∣

∣
>
K

2
; Ωε,ℓ

)

≤ κ+ P

(

|JA(ε)| > K

2
; Ωε,ℓ ∩ Ω0

ε,γ

)

+ P

(

|JA(ε)| > K

2
; Ωε,ℓ \ Ω0

ε,γ

)

+ P

(∣

∣

∣

∑

t≤T

|∆Xt|21{|∆Xt|>γ} − JA(ε)
∣

∣

∣
>
K

2

)

≤ κ+ P

(

[X,X]ucpε (T ) >
K

2
; Ωε,ℓ ∩ Ω0

ε,γ

)

+ P

(

(Ω0
ε,γ)c

)

+ P

(∣

∣

∣

∑

t≤T

|∆Xt|21{|∆Xt|>γ} − JA(ε)
∣

∣

∣
>
K

2

)

, (3.30)

where we have used (3.28) in the latter inequality. The first probability in the right-hand side of
latter inequality equals

P

(

[X,X]ucpε (T ) ∧ ℓ > K

2
; Ωε,ℓ ∩ Ω0

ε,γ

)

.

Choosing K = K(ℓ, κ) so that K
2 ≤ ℓ, this probability is zero. Therefore, applying the lim supε→0

in (3.30), and taking into account (3.27) and (3.29), we get

P

(

∑

t≤T

|∆Xt|21{|∆Xt|>γ} > K
)

≤ κ. (3.31)

Notice that
∑

t≤T |∆Xt|21{|∆Xt|>γ} converges increasingly to
∑

t≤T |∆Xt|2, a.s. when γ converges
to zero. Consequently, letting γ → 0 in (3.31), we obtain

P

(

∑

t≤T

|∆Xt|2 > K
)

≤ κ.

Finally,

P

(

∑

t≤T

|∆Xt|2 = ∞
)

≤ P

(

∑

t≤T

|∆Xt|2 > K
)

≤ κ,

so the conclusion follows.

Below we give a significant generalization of Proposition 3.10 in [27], where the result was
proven when X is continuous and of finite quadratic variation. When X is càdlàg, even in the
case when X is a finite quadratic variation process, the result is new. Crucial tools to prove the
result are the canonical decomposition stated in Proposition 3.2 and Proposition A.3.
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Theorem 3.36. Let X be an F-weak Dirichlet process with weakly finite quadratic variation.
Let v ∈ C0,1([0, T ] × R). Then Yt = v(t,Xt) is an F-weak Dirichlet with continuous martingale
component

Y c = Y0 +

∫ ·

0
∂xv(s,Xs) dX

c
s . (3.32)

Theorem 3.36, together with Theorems 3.16 and 3.19 (recall Proposition 3.9), provides the
following result.

Corollary 3.37. Let X be an F-weak Dirichlet process with weakly finite quadratic variation. Let
v ∈ C0,1([0, T ] ×R) such that (v,X) satisfies condition (3.16). Then Yt = v(t,Xt) is an F-special
weak Dirichlet process, admitting the unique decomposition

Y = Y0 +

∫ ·

0
∂xv(s,Xs) dX

c
s + (v(s,Xs− + x) − v(s,Xs−)) ⋆ (µX − νX) + Γ(v), (3.33)

with Γ(v) a predictable and F-martingale orthogonal process.

Remark 3.38. Corollary 3.37 extends the chain rules previously given in this framework in Theo-
rems 5.15 and 5.31 in [4]. More precisely, we have the following.

• In Theorem 5.15 in [4] we already proved that, if X is a F-weak Dirichlet process of finite
quadratic variation, and v is of class C0,1, then Y = v(·,X) is again a weak Dirichlet process.
However the decomposition established therein was not unique. Here instead in Theorem
3.10, together with Theorem 3.36, we are able to provide an explicit form of its unique
decomposition.

• Theorem 5.31 in [4] focused on sufficient conditions on (v,X) so that Y is special weak
Dirichlet. Here, by Corollary 3.37, we are able to give the necessary and sufficient condi-
tion (3.16) on (v,X) such that Y is a special weak Dirichlet, and we provide its unique
decomposition.

Remark 3.39. Let us consider the BSDE (3.21) introduced in Remark 3.21. If Yt = v(t,Xt) is a
solution to (3.21), it is a special weak Dirichlet process, and therefore (v,X) satisfies condition
(3.16). Then, if v ∈ C0,1([0, T ]×R), then Corollary 3.37 allows also to identify Z. More precisely,
we get

Zt = ∂xv(t,Xt)
d〈Xc,M〉t

〈M〉t
, dP d〈M〉t-a.e.

Proof of Theorem 3.36. We aim at proving that, for every F-continuous local martingale N ,

[v(·,X), N ]t =

∫ t

0
∂xv(s,Xs) d[Xc, N ]s, t ∈ [0, T ]. (3.34)

Indeed, if (3.34) were true, it would imply that A(v) := v(·,X) − Y c is martingale orthogonal,
and therefore by additivity v(·,X) would be a weak Dirichlet process. Then (3.32) would follow
by the uniqueness of the continuous martingale part of Y .

Let us thus prove (3.34). The approximating sequence of the left-hand side of (3.34) is

∫ t

0
[v((s + ε) ∧ t,X(s+ε)∧t) − v(s,Xs)]

N(s+ε)∧t −Ns

ε
ds = I1(t, ε) + I2(t, ε),
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with

I1(t, ε) :=

∫ t

0
[v((s + ε) ∧ t,X(s+ε)∧t) − v((s + ε) ∧ t,Xs)]

N(s+ε)∧t −Ns

ε
ds,

I2(t, ε) :=

∫ t

0
[v((s + ε) ∧ t,Xs) − v(s,Xs)]

N(s+ε)∧t −Ns

ε
ds.

Concerning I2(t, ε), by stochastic Fubini theorem we get

I2(t, ε) =
1

ε

∫ t

0
[v((s + ε) ∧ t,Xs) − v(s,Xs)]

∫ (s+ε)∧t

s
dNu

=

∫ t

0
dNu

∫ u

(u−ε)+
[v((s + ε) ∧ t,Xs) − v(s,Xs)]

ds

ε
. (3.35)

Since
∫ T

0
d[N,N ]u

(

∫ u

(u−ε)+
[v(s + ε,Xs) − v(s,Xs)]

ds

ε

)2
→
ε→0

0 in probability,

by Problem 2.27, Chapter 3, in [31], this is enough to conclude that I2(·, ε) →
ε→0

0 u.c.p. (since N

is continuous, it is clear that we can neglect the “∧t” in (3.35)). Concerning I1(t, ε), we have

I1(t, ε) =

∫ t

0
[v((s + ε) ∧ t,X(s+ε)∧t) − v((s + ε) ∧ t,Xs)]

N(s+ε)∧t −Ns

ε
ds

=

∫ t

0

∫ 1

0
∂xv((s + ε) ∧ t,Xs + a(X(s+ε)∧t −Xs)) da (X(s+ε)∧t −Xs)(N(s+ε)∧t −Ns)

ds

ε

=

∫ t

0
∂xv(s,Xs) (X(s+ε)∧t −Xs)(N(s+ε)∧t −Ns)

ds

ε

+

∫ t

0

∫ 1

0
[∂xv((s + ε) ∧ t,Xs + a(X(s+ε)∧t −Xs)) − ∂xv(s,Xs)] da (X(s+ε)∧t −Xs)(N(s+ε)∧t −Ns)

ds

ε

=: I1,a(t, ε) + I1,b(t, ε). (3.36)

We set Ĩ1,a(t, ε) :=
∫ t
0 ∂xv(s,Xs) (Xs+ε − Xs)(Ns+ε − Ns)

ds
ε . By Proposition A.3 with g(s) =

∂xv(s,Xs−), we get

Ĩ1,a(·, ε) →
ε→0

∫ ·

0
∂xv(s,Xs) d[Xc, N ]s, u.c.p.

This also shows the convergence of I1,a(·, ε) to the same limit, since I1,a(·, ε) − Ĩ1,a(·, ε) →
ε→0

0

u.c.p., being N continuous.
It remains to prove that I1,b(·, ε) →

ε→0
0 u.c.p. Let (εn)n be a sequence converging to zero as

n goes to infinity. We fix κ > 0. Recall that X and N have weakly finite quadratic variation.
Then, there exists ℓ = ℓ(κ) > 0 such that, for every n (big enough), there is an event Ωn,ℓ such
that P(Ωc

n,ℓ) ≤ κ, and for ω ∈ Ωn,ℓ,

(

sup
s∈[0,T ]

|Xs(ω)|2 +

∫ T

0
(X(s+εn)∧T (ω) −Xs(ω))2

ds

εn

)

+
(

sup
s∈[0,T ]

|Ns(ω)|2 +

∫ T

0
(N(s+εn)∧T (ω) −Ns(ω))2

ds

εn

)

≤ ℓ. (3.37)
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We provide now some estimates which are valid only for ω ∈ Ωn,ℓ. For this, we proceed as in the
proof of Proposition 5.18 in [4] (estimate of the term I13). We enumerate the jumps of X(ω) on
[0, T ] by (ti)i≥0, and

K
X = K

X(ω) is smallest convex compact set including {Xt(ω) : t ∈ [0, T ]}. (3.38)

We fix γ > 0, and we choose M = M(γ, ω) such that
∑∞

i=M+1 |∆Xti |2 ≤ γ2. For ε > 0

small enough and depending on ω, we introduce B(ε,M) =
⋃M

i=1 ]ti−1, ti − ε] and we decompose
I1,b(t, εn) = JA(t, εn) + JB(t, εn), with

JA(t, εn) =

M
∑

i=1

∫ ti

ti−εn

ds

εn
1]0, t](s) (X(s+εn)∧t −Xs)(N(s+εn)∧t −Ns)·

·
∫ 1

0
(∂xv((s + εn) ∧ t, Xs + a(X(s+εn)∧t −Xs)) − ∂xv((s + εn) ∧ t, Xs)) da,

JB(t, εn) =
1

εn

∫

]0, t]
(X(s+εn)∧t −Xs)(N(s+εn)∧t −Ns)R

B(εn, s, t,M) ds,

where

RB(εn, s, t,M) = 1B(εn,M)(s)

∫ 1

0
[∂xv((s+εn)∧t, Xs+a(X(s+εn)∧t−Xs))−∂xv((s+εn)∧t, Xs)] da.

Let δ denote the modulus of continuity. By Remark 3.12 in [4] we have for every s, t ∈ [0, T ],

RB(εn, s, t,M) ≤ δ
(

∂xv

∣

∣

∣

∣

[0, T ]×KX

, sup
l

sup
r,a∈[ti−1, ti]

|r−a|≤εn

|Xa −Xr|
)

,

so that Lemma 2.12 in [4] applied successively to the intervals [ti−1, ti] implies

RB(εn, s, t,M) ≤ δ
(

∂xv
∣

∣

[0, T ]×KX , 3γ
)

. (3.39)

This concludes the estimates restricted to ω ∈ Ωn,ℓ.
Since N is continuous, by (3.37) (we remember that ℓ is fixed),

sup
t≤T

|JA(t, εn)|1Ωn,ℓ
≤

√
ℓ δ(N(ω), εn)M(γ, ω) sup

(t,x)∈[0, T ]×KX(ω)

|∂xv| →
n→∞

0, a.s. (3.40)

On the other hand, we remark that

∫ t

0
(X(s+εn)∧t(ω) −Xs(ω))2

ds

εn
=

∫ t−εn

0
(Xs+εn(ω) −Xs(ω))2

ds

εn
+

∫ t

t−εn

(Xt(ω) −Xs(ω))2
ds

εn

≤
∫ T

0
(X(s+εn)∧T (ω) −Xs(ω))2

ds

εn
+ sup

s∈[0,T ]
|Xs(ω)|2. (3.41)

A similar estimate holds replacing X with for N . Consequently, recalling (3.39), we have

sup
t∈[0, T ]

|JB(t, εn)|1Ωn,ℓ

≤ δ(∂xv|[0, T ]×KX(ω), 3γ) sup
t∈[0, T ]

√

∫ t

0
(X(s+ε)∧t(ω) −Xs(ω))2

ds

εn

∫ t

0
(N(s+ε)∧t(ω) −Ns(ω))2

ds

εn
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≤ δ(∂xv|[0, T ]×KX(ω), 3γ)·

·
√

(

sup
s∈[0,T ]

|Xs(ω)|2 +

∫ T

0
(X(s+εn)∧T (ω) −Xs(ω))2

ds

εn

)(

sup
s∈[0,T ]

|Ns(ω)|2 +

∫ T

0
(N(s+εn)∧T (ω) −Ns(ω))2

ds

εn

)

≤ ℓ δ(∂xv|[0, T ]×KX(ω), 3γ), (3.42)

where in the second inequality we have used (3.41).
We continue now the proof of the u.c.p. convergence of I1,b(·, εn). Let K > 0. By (3.36) we

have

P

(

sup
t∈[0, T ]

|I1,b(t, εn)| > K
)

≤ P

(

Ωc
n,ℓ

)

+ P

(

sup
t∈[0, T ]

|I1,b(t, εn)| > K,Ωn,ℓ

)

≤ κ+ P

(

sup
t∈[0, T ]

|JA(εn, t)| >
K

2
,Ωn,ℓ

)

+ P

(

sup
t∈[0, T ]

|JB(εn, t)| >
K

2
,Ωn,ℓ

)

≤ κ+ P

(

sup
t∈[0, T ]

|JA(εn, t)| >
K

2
,Ωn,ℓ

)

+ P

(K

2
< ℓ δ(∂xv|[0, T ]×KX(ω), 3γ)

)

,

where in the latter inequality we have used (3.42). This holds true for fixed κ, ℓ(κ), γ, K. So,
taking into account (3.40),

lim sup
n→∞

P

(

sup
t∈[0, T ]

|I1,b(t, εn)| > K
)

≤ κ+ P

(K

2
< ℓ δ(∂xv|[0, T ]×KX(ω), 3γ)

)

.

We let now γ → 0. We get δ(∂xv|[0, T ]×KX(ω), 3γ) →
γ→0

0 a.s., so that

P

(K

2
< ℓ δ(∂xv|[0, T ]×KX(ω), 3γ)

)

→
γ→0

0.

Consequently,

lim sup
n→∞

P

(

sup
t∈[0, T ]

|I1,b(t, εn)| > K
)

≤ κ,

and since κ is arbitrary, this concludes the proof.

The result below follows from Theorem 3.36, together with Remark 3.20-2. and Propositions
3.34 and 3.9.

Corollary 3.40. Let X be an F-weak Dirichlet with weakly finite quadratic variation. Let v ∈
C0,1([0, T ]×R) and bounded, and set Yt = v(t,Xt). Then Y is a F-special weak Dirichlet process.

Remark 3.41. Let X be a càdlàg process, v : [0, T ] × R → R a continuous function, and set
Y = v(·,X). It is well-known that, for fixed ω ∈ Ω, µY (ω, ·) is the push forward of µX(ω, ·)
through Hω : (s, x) 7→ v(s,Xs−(ω) + x) − v(s,Xs−(ω)):

µY (]0, t] ×A) =

∫

]0, t]×R

1A\0(v(s,Xs− + x) − v(s,Xs−))µX(ds dx), (3.43)

for all A ∈ B(R). In particular,

∆Yt =

∫

R

y µY ({t} × dy) =

∫

R

(v(t,Xt− + x) − v(t,Xt−))µX({t} × dx).

Taking the predictable projection in identity (3.43), we get that

νY (]0, t] ×A) =

∫

]0, t]×R

1A\0(v(s,Xs− + x) − v(s,Xs−)) νX(ds dx), (3.44)

for all A ∈ B(R).
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Remark 3.42. Let X be a weak Dirichlet process of weakly finite quadratic variation with given
characteristics (Bk, ν, C), and v ∈ C0,1([0, T ] × R).

(i) By Theorem 3.36, Yt = v(t,Xt) is a weak Dirichlet process, so it admits characteristics
(B̄k, C̄, ν̄). Moreover, again by Theorem 3.36, recalling Remark 3.26-f),

C̄ ◦ Y = 〈Y c, Y c〉 =

∫

]0, ·]
|∂xv(s,Xs)|2d〈Xc,Xc〉s =

∫

]0, ·]
|∂xv(s,Xs)|2d(C ◦X)s. (3.45)

If moreover v(s, ·) is bijective for every s, from (3.45)-(3.44) we get the explicit form of C̄
and ν̄:

(C̄ ◦ Y )t =

∫

]0, t]
|∂xv(s, v−1(s, Ys))|2d(C ◦ v−1(·, Y ))s, (3.46)

(ν̄ ◦ Y )(]0, t] ×A)

=

∫

]0, t]×R

1A\0 (v(s, v−1(s, Ys−) + x) − v(s, v−1(s, Ys−))) (ν ◦ v−1(·, Y ))(ds dx), (3.47)

for all A ∈ B(R).

(ii) In general, instead, it does not look possible to give explicitly the characteristic B̄k of Y
in terms of the corresponding characteristic of X, even when B̄k is a bounded variation
process. This can however be done for instance when v is a bijective homogeneous function
of class C2, see Remark 3.43-(ii).

Remark 3.43. Let X be a weak Dirichlet process with weakly finite quadratic variation. Let
h : R → R in C1 and bijective. By Theorem 3.36, Yt := h(Xt) is a weak Dirichlet process.

(i) By Theorem 3.10. we have

Y = Y c + Γk(h) + (h(Xs− + x) − h(Xs−))
x− k(x)

x
⋆ µX

+ (h(Xs− + x) − h(Xs−))
k(x)

x
⋆ (µX − νX), (3.48)

with Γk(h) a predictable and F-martingale orthogonal process. The characteristic B̄k of Y
can be determined in terms of νX and of the map Γk(h).

As a matter of fact, by Corollary 3.22-(i) together with Remark 3.23, recalling (3.43)-(3.44),
we have

Y = Y c + B̄k,Y + (y − k(y)) ⋆ µY + k(y) ⋆ (µY − νY )

= Y c + B̄k,Y + (h(Xs− + x) − h(Xs−) − k(h(Xs− + x) − h(Xs−))) ⋆ µX

+ k(h(Xs− + x) − h(Xs−)) ⋆ (µX − νX)

= Y c + B̄k,Y +
[

(h(Xs− + x) − h(Xs−))
k(x)

x
− k(h(Xs− + x) − h(Xs−))

]

⋆ µX (3.49)

+ (h(Xs− + x) − h(Xs−))
x− k(x)

x
⋆ µX + k(h(Xs− + x) − h(Xs−)) ⋆ (µX − νX).

Subtracting (3.48) from (3.49), we get

0 = B̄k,Y − Γk(h) +
[

(h(Xs− + x) − h(Xs−))
k(x)

x
− k(h(Xs− + x) − h(Xs−))

]

⋆ µX
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+
[

k(h(Xs− + x) − h(Xs−)) − (h(Xs− + x) − h(Xs−))
k(x)

x

]

⋆ (µX − νX)

= B̄k,Y − Γk(h) +
[

k(h(Xs− + x) − h(Xs−)) − (h(Xs− + x) − h(Xs−))
k(x)

x

]

⋆ νX ,

that provides

B̄k,Y = Γk(h) −
[

k(h(Xs− + x) − h(Xs−)) − (h(Xs− + x) − h(Xs−))

x
k(x)

]

⋆ νX .

(ii) Assume moreover that h ∈ C2, and thatX is a semimartingale with characteristics (Bk, C, ν).
Then it is possible to express the characteristic B̄k of Y explicitly in terms of the charac-
teristics of X. In particular, this involves a Lebesgue integral with respect to the bounded
variation process Bk. As a matter of fact, for every f ∈ C2 ∩ C0

b , f(Y ) is a special semi-
martingale. By Theorem D.1 applied to (f ◦ h)(X), the predictable bounded variation part
of f(Y ) is given by

(f ◦ h)(X0) +
1

2

∫ ·

0
(f ◦ h)′′(Xs) dC

X
s +

∫ ·

0
(f ◦ h)′(Xs) dB

k,X
s

+

∫

]0,·]×R

((f ◦ h)(Xs− + x) − (f ◦ h)(Xs−) − k(x) (f ◦ h)′(Xs−)) νX(ds dx)

= f(Y0) +
1

2

∫ ·

0
[f ′′(h(Xs))(h

′(Xs))
2 + f ′(h(Xs))h

′′(Xs)] dC
X
s +

∫ ·

0
f ′(h(Xs))h

′(Xs) dB
k,X
s

+

∫

]0,·]×R

[(f ◦ h)(Xs− + x) − (f ◦ h)(Xs−) − k(x) f ′(h(Xs−))h′(Xs−)] νX(ds dx). (3.50)

On the other hand, again by Theorem D.1 applied to f(Y ), and recalling (3.45) and (3.44),
the process above is equal to

f(Y0) +
1

2

∫ ·

0
f ′′(Ys) dC

Y
s +

∫ ·

0
f ′(Ys) dB̄

k,Y
s

+

∫

]0,·]×R

(f(Ys− + y) − f(Ys−) − k(y) f ′(Ys−)) νY (ds dy)

= f(Y0) +
1

2

∫ ·

0
f ′′(h(Xs)) (h′(Xs))

2 dCX
s +

∫ ·

0
f ′(h(Xs)) dB̄

k,Y
s

+

∫

]0,·]×R

[k(x)h′(Xs−) − k(h(Xs− + x) − h(Xs−))] f ′(h(Xs−)) νX(ds dy)

+

∫

]0,·]×R

[(f ◦ h)(Xs− + x) − (f ◦ h)(Xs−) − k(x) f ′(h(Xs−))h′(Xs−)] νX(ds dx). (3.51)

Subtracting (3.51) from (3.50) we get

1

2

∫ ·

0
f ′(h(Xs))h

′′(Xs) dC
X
s +

∫ ·

0
f ′(h(Xs))[h

′(Xs)dB
k,X
s − dB̄k,Y

s ]

−
∫

]0,·]×R

[k(x)h′(Xs−) − k(h(Xs− + x) − h(Xs−))] f ′(h(Xs−)) νX(ds dy) = 0. (3.52)

Define now the unit partition χ : R → R as the smooth function χ(a) equal to 1 if a ≤ −1,
equal to 0 if a ≥ 0, and such that χ(a) ∈ [0, 1] for a ∈ (−1, 0). Set

χN (x) := χ(|x| − (N + 1)) =







1 if |x| ≤ N
0 if |x| ≥ N + 1
∈ [0, 1] otherwise.

(3.53)
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Notice that χN (x) is a smooth function. We apply (3.52) with f = fN , where fN (0) = 0
and f ′N (x) = χN (x). Letting N → ∞ in (3.52), we get

B̄k,Y =
1

2

∫ ·

0
h′′(Xs) dC

X
s +

∫ ·

0
h′(Xs) dB

k,X
s

−
∫

]0,·]×R

[k(x)h′(Xs−) − k(h(Xs− + x) − h(Xs−))] νX(ds dx).

4 Generalized martingale problems

4.1 Stochastic calculus related to martingale problems

Let (Ω,F) be a measurable space and P a probability measure. Suppose that X is a weakly finite
quadratic variation process, with canonical filtration F

X = (FX
t ), and that, for every v belonging

to some linear dense subspace DS of C0,1([0, T ] × R), v(·,X) is a weak Dirichlet process. The
theorem below provides necessary and sufficient conditions under which v(·,X) is weak Dirichlet
for every v ∈ C0,1([0, T ] ×R).

In the sequel we will make use of the following property for the couple (DS,X).

Hypothesis 4.1. For every v ∈ DS, Y v := v(·,X) is a weak Dirichlet process, with unique
continuous local martingale component Y v,c.

Remark 4.2. Let DS ⊆ C0,1([0, T ]×R), and X be a càdlàg process satisfying (1.3). If Hypothesis
4.1 holds true for (DS ,X), then DS is contained in the set D introduced in Remark 3.12. As a
matter of fact, since DS is contained in C0,1, then Hypothesis 3.7 holds true, see Proposition 3.9.

Theorem 4.3. Let DS be a dense subspace of C0,1([0, T ]×R), and X be a weakly finite quadratic
variation process. The following are equivalent.

1. X is a weak Dirichlet process.

2. (i) v 7→ Y v,c, DS → D
ucp, is continuous in zero.

(ii) Hypothesis 4.1 holds true for (DS ,X).

3. v(t,Xt) is a weak Dirichlet process for every v ∈ C0,1([0, T ] × R).

Proof. 3. ⇒ 1. This follows taking v ≡ Id.
1. ⇒ 2. By Theorem 3.36, for every v ∈ C0,1([0, T ] ×R), v(·,X) is a weak Dirichlet process, and

Y v,c = Y0 +

∫ ·

0
∂xv(s,Xs) dX

c
s .

By Problem 2.27, Chapter 3, in [31], this implies the continuity stated in item (i). Moreover, item
(ii) trivially holds.

2. ⇒ 3. By item (ii), for every v ∈ DS, v(·,X) is a weak Dirichlet process, with unique continuous
martingale component Y v,c. Since by item (i) v 7→ Y v,c, DS → D

ucp, is continuous, it extends
continuously to C0,1. We will denote in the same way the extended operator. Since the space
of continuous local martingales is closed under the u.c.p. convergence, Y v,c is a continuous local
martingale for every v ∈ C0,1([0, T ] × R).

We denote Av := v(·,X) − Y v,c, for every v ∈ C0,1([0, T ] ×R). It remains to prove that Av is
a martingale orthogonal process, namely that, for every continuous local martingale N ,

[v(·,X·), N)] = [Y v,c, N ]. (4.1)
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Step a). Equality (4.1) holds true for every v ∈ DS , since v(·,X·) is a weak Dirichlet process, and
therefore v(·,X·) − Y v,c is a martingale orthogonal process, see Proposition 3.2.

Step b). Let (εn) be a sequence converging to zero. We need to show that (recall Proposition A.3
in [4])

∫ ·

0
[v(s + εn,Xs+εn) − v(s,Xs)](Ns+εn −Ns)

ds

εn
→ [Y v,c, N ] u.c.p. as n→ ∞. (4.2)

Indeed, for this, it is enough to show the existence of a subsequence, still denoted by (εn), such
that (4.2) holds. Since N is a martingale, [N,N ] exists, so that (again by Proposition A.3 in [4])

[N,N ]εn :=

∫ ·

0
(Ns+εn −Ns)

2 ds

εn
→ [N,N ] u.c.p. as n→ ∞.

By extraction of subsequence, we can assume that previous convergence holds uniformly almost
surely.

Let us then prove (4.2). To this end, we introduce the maps

Tn : C0,1([0, T ] × R) → D
ucp

v 7→
∫ ·

0
[v(s + εn,Xs+εn) − v(s,Xs)](Ns+εn −Ns)

ds

εn
.

They are linear and continuous, Ducp is an F -space in the sense of [14], Chapter 2.1.
Suppose that we exhibit a metric ducp related to D

ucp such that,

for every fixed v ∈ C0,1([0, T ] × R), Tn(v) is bounded in D
ucp. (4.3)

By Step a), for every v ∈ DS (dense subset of C0,1([0, T ] × R)) we already know that

Tn(v) → [Y v,c, N ] u.c.p. as n→ ∞. (4.4)

Then Banach-Steinhaus theorem would imply the existence of a linear and continuous map T :
C0,1([0, T ] × R) → D

ucp such that Tn(v) → T (v) u.c.p. for all v ∈ C0,1([0, T ] × R). The map
v 7→ [Y v,, N ] is continuous by Proposition A.4. Then by (4.4), T (v) ≡ [Y v,c, N ].

Step c). It remains to show (4.3). Let v ∈ C0,1([0, T ] × R). We have Tn(v) = T 1
n(v) + T 2

n(v),
where

T 1
n(v) :=

1

εn

∫ ·

0
[v(s + εn,Xs+εn) − v(s+ εn,Xs)](Ns+εn −Ns)ds,

T 2
n(v) :=

1

εn

∫ ·

0
[v(s + εn,Xs) − v(s,Xs)](Ns+εn −Ns)ds.

By similar arguments as in the proof of Proposition 3.10 in [27], T 2
n(v) → 0 u.c.p. as n → ∞.

Indeed, since v is continuous,

1

ε2n

∫ T

0

∣

∣

∣

∫ r

r−εn

[v(s + εn,Xs) − v(s,Xs)]ds
∣

∣

∣

2
d[N,N ]r

converges to zero, so that

∫ ·

0

dNr

εn

∫ r

r−εn

[v(s + εn,Xs) − v(s,Xs)]ds (4.5)
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converges u.c.p. to zero by Problem 2.27, Chapter 3, in [31]. By stochastic Fubini theorem, we
observe that the processes in (4.5) are equal to (T 2

n(v)) up to a sequence of processes converging
u.c.p. to zero. Concerning (T 1

n(v)), we have

T 1
n(v)(t) :=

1

εn

∫ t

0
ds

∫ 1

0
da ∂xv(s+ εn,Xs + a(Xs+εn −Xs))(Xs+εn −Xs)(Ns+εn −Ns).

Step d). We choose ducp(X1,X2) = E

[

supt≤T |X1
t −X2

t | ∧ 1
]

if X1,X2 ∈ D
ucp. Since T 2

n(v) is a

converging sequence, then it is necessarily bounded. To prove that Tn(v) is bounded it remains
to prove the same for T 1

n(v). To this end, let κ > 0. We need to show the existence of δ such that

ducp(δT
1
n (v), 0) < κ ∀n. (4.6)

Let KX(ω) be the random set introduced in (3.38). Now, introducing the (finite) random variables

Λ̃(ω) := sup
s∈[0, T ], x∈KX(ω)

|∂xv|(s, x),

Λ(ω) := Λ̃(ω) sup
n

[

∫ T

0
(Ns+εn(ω) −Ns(ω))2ds

]1/2
,

we get

sup
t≤T

|T 1
n(v)| ≤

[ 1

εn

∫ T

0
(Xs+εn −Xs)

2ds
1

εn

∫ T

0
(Ns+εn −Ns)

2ds
]1/2

Λ̃

≤
[ 1

ε2n

∫ T

0
(Xs+εn −Xs)

2ds
]1/2

Λ.

Since X is of weakly finite quadratic variation, we can introduce M > 0 such that

P

( 1

ε2n

∫ T

0
(Xs+εn −Xs)

2ds > M2
)

≤ κ

4
, P(|Λ| > M) ≤ κ

4
, ∀n.

Now, setting

ΩM,n :=
({ 1

ε2n

∫ T

0
(Xs+εn −Xs)

2ds > M2
}

∪ {|Λ| > M}
)c
,

we notice that P(Ωc
M,n) ≤ κ

2 . We have

E

[

sup
t≤T

δ|T 1
n (v)| ∧ 1

]

= E

[

1Ωc
M,n

sup
t≤T

δ|T 1
n (v)| ∧ 1

]

+ E

[

1ΩM,n
sup
t≤T

δ|T 1
n(v)| ∧ 1

]

is bounded by

κ

2
+ E

[

1ΩM,n
sup
t≤T

δ|T 1
n (v)| ∧ 1

]

≤ κ

2
+ E[δM2 ∧ 1] ≤ κ

2
+ δM2.

Formula (4.6) follows by choosing δ so that δM2 < κ
2 .

Remark 4.4. In Section 4.2 we will introduce a suitable notion of path-dependent martingale
problem with respect to some operator A and domain DA. In particular, if X is a solution to the
aforementioned martingale problem, v(t,Xt) is a special semimartingale for every v ∈ DA. In that
case, if DA is a dense subspace in C0,1, Theorem 4.3 (with DS = DA) will contribute to obtain a
(weak Dirichlet) decomposition for v(t,Xt) to every v ∈ C0,1. In many irregular situations, the
identity function does not belong to DA but only to C0,1; this allows among others to get a sort
of Doob-Meyer type decomposition for the process X itself.
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The result below reformulates point 2.(i) of Theorem 4.3 in terms of the map Γk in Theorem
3.10.

Proposition 4.5. Let DS be a dense subspace of C0,1([0, T ] × R). Let X be a weakly finite
quadratic variation process. Assume that Hypothesis 4.1 holds true for (DS,X).

Then, v 7→ Y v,c, DS ⊆ C0,1([0, T ] × R) → D
ucp, is continuous in zero if and only if the map

Γk in Theorem 3.10 restricted to DS is continuous in zero with respect to the C0,1-topology.

Proof. The equivalence property follows by Lemma C.5 and formula (3.9) in Theorem 3.10.

We end this section relating the brackets of some martingales associated with a semimartingale
of the type v(·,X), where X is a càdlàg process, to the map Γ(v) in Theorem 3.19.

Proposition 4.6. Let X be a càdlàg process satisfying (1.3). Let v ∈ C0,1([0, T ]×R) and bounded
such that Y := v(·,X) is a semimartingale, with unique local martingale component Y c. Then, Y
is a special semimartingale with unique martingale part N satisfying

〈N,N〉 = Γ(v2) − 2

∫ ·

0
v(s,Xs−)dΓs(v) −

∑

0≤s≤·

|∆Γs(v)|2 . (4.7)

Moreover,

〈Y c, Y c〉 = Γ(v2) − 2

∫ ·

0
v(s,Xs−)dΓs(v) − [v(s,Xs− + x) − v(s,Xs−)]2 ⋆ νX,P (4.8)

= Γc(v2) − 2

∫ ·

0
v(s,Xs−)dΓc

s(v) − [v(s,Xs− + x) − v(s,Xs−)]2 ⋆ νX,P,c, (4.9)

where νX,P,c (resp. Γc(v)) is the continuous part of νX,P (resp. of Γ(v)), where Γ(v) is the process
appearing in Theorem 3.19.

Remark 4.7. Formula (4.7) implies in particular that if Γ(v) and Γ(v2) are continuous, then 〈N,N〉
is continuous as well.

Remark 4.8. By Theorem D.1, Y v2 is a semimartingale. On the other hand, Y v := v(·,X) and
Y v2 := v2(·,X) are special weak Dirichlet processes by Theorem 3.16 and Remark 3.17, being
v, v2 ∈ C0,1 and bounded. This implies that Y v and Y v2 are special semimartingales.

Proof of Proposition 4.6. We first prove identity (4.9). By Theorem 3.19, we get that

Nt := Yt − Y0 − Γt(v), (4.10)

N̄t := Y 2
t − Y 2

0 − Γt(v
2) (4.11)

are local martingales under P. Applying the integration by parts formula, and taking into account
(4.10) and (4.11), we get

[Y, Y ]t = Y 2
t − Y 2

0 − 2

∫ t

0
Ys−dYs

= Γt(v
2) − 2

∫ t

0
v(s,Xs−)dΓs(v) + N̄t − 2

∫ t

0
v(s,Xs−)dNs. (4.12)

We now show that

[v(s,Xs− + x) − v(s,Xs−)]2 ⋆ νX,P ∈ A+
loc. (4.13)
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As a matter of fact,

[v(s,Xs− + x) − v(s,Xs−)]2 ⋆ νX,P (4.14)

= [v(s,Xs− + x) − v(s,Xs−)]2
k2(x)

x2
⋆ νX,P + [v(s,Xs− + x) − v(s,Xs−)]2

x2 − k2(x)

x2
⋆ νX,P.

The first term in the right-hand side of (4.14) belongs to A+
loc by Proposition C.4. On the other

hand, let c > 0 such that k(x) = x on [−c, c]. Then the second term in the right-hand side of
(4.14) belongs to A+

loc by Lemma C.2 and the fact that v is bounded.
At this point, by (1.2) and Proposition 3.5,

[Y, Y ] = 〈Y c, Y c〉 +
∑

s≤·

|∆Ys|2 = 〈Y c, Y c〉 + [v(s,Xs− + x) − v(s,Xs−)]2 ⋆ µX (4.15)

= 〈Y c, Y c〉 + [v(s,Xs− + x) − v(s,Xs−)]2 ⋆ νX,P + [v(s,Xs− + x) − v(s,Xs−)]2 ⋆ (µX − νX,P).

Since (4.12) and (4.15) provide two decompositions of the same special semimartingale [Y, Y ], we
get (4.8). Denoting by C the right hand-side of (4.8), we remark that C is a continuous bounded
variation process. Therefore, taking into account Remark 3.20-1., (4.8) implies (4.9).

On the other hand, Theorem 3.19 implies the unique decomposition (4.10) with

Nt := Y c
t − Y0 + [v(s,Xs− + x) − v(s,Xs−)] ⋆ (µX − νX,P)t. (4.16)

Now we notice that, by formula (4.13), the stochastic integral appearing in the right-hand side of
(4.16) is a locally square integrable martingale, and its predictable bracket yields

[v(s,Xs− + x) − v(s,Xs−)]2 ⋆ νX,P −
∑

0≤s≤·

∣

∣

∣

∫

R

[v(s,Xs− + x) − v(s,Xs−)]νX,P({s} × dx)
∣

∣

∣

2
,

see the end of Section 2. Since that purely discontinuous martingale is martingale orthogonal,

〈N,N〉 = 〈Y c, Y c〉 + [v(s,Xs− + x) − v(s,Xs−)]2 ⋆ νX,P

−
∑

0≤s≤·

∣

∣

∣

∫

R

[v(s,Xs− + x) − v(s,Xs−)]νX,P({s} × dx)
∣

∣

∣

2
. (4.17)

Identity (4.7) follows by plugging (4.8) in (4.17).

4.2 Definition and main properties of the martingale problem

Given η ∈ D−(0, T ) (resp. ζ ∈ D(0, T )), we will use the notation

ηt(s) :=

{

η(s) if s < t,
η(t) if s ≥ t.

We denote by CNA(D−(0, T );B(0, T )) the subspace of F ∈ C(D−(0, T );B(0, T )) such that
F (η)(s) = F (ηs)(s) for every η ∈ D−(0, T ) and s ∈ [0, T ]. From now on, for simplicity, we will
write F (s, η) := F (η)(s).

We consider the following hypothesis for a triplet (D,Λ, γ).

Hypothesis 4.9. D ⊆ C0,1([0, T ] × R), Λ : D → CNA(D−(0, T );B(0, T )) is a linear map.
γ : [0, T ] × D−(0, T ) → R is such that for every η ∈ D−(0, T ), γ(·, η) is of bounded variation,
and fulfills the non-anticipating property, i.e., for every η ∈ D−(0, T ), γ(t, η) = γ(t, ηt).
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Definition 4.10. Fix N ∈ N. Let DA ⊆ C0,1([0, T ] × R), Λi : DA → CNA(D−(0, T );B(0, T ))
and γi : [0, T ] × D−(0, T ) → R, such that (DA,Λi, γi) fulfill Hypothesis 4.9 for all i = 1, ..., N .
For every v ∈ DA, η ∈ D−(0, T ), we set

(Av)(ds, η) :=
N
∑

i=1

(Λiv)(s, η) γi(ds, η). (4.18)

Remark 4.11. We have the decomposition (Av)(ds, ·) = (Av)((ds)c, ·) + (Av)(∆s, ·), with

(Av)(∆s, ·) :=

N
∑

i=1

(Λiv)(s, ·) γi(∆s, ·), (4.19)

(Av)((ds)c, ·) :=

N
∑

i=1

(Λiv)(s, ·) γci (ds, ·). (4.20)

Definition 4.12. Let A and DA as in Definition 4.10. A process X is said to solve the martingale
problem (under a probability P) with respect to A, DA and x0 ∈ R, if

(i) condition (1.3) holds under P;

(ii) for any v ∈ DA and bounded,

Mv
t := v(t,Xt) − v(0, x0) −

∫ t

0
(Av)(ds,X−) (4.21)

is an (FX
t )-local martingale.

Remark 4.13. Let A and DA as in Definition 4.10, and set

X = {Mv : v ∈ DA}, (4.22)

with Mv defined in (4.21). Then (X,P) solves the martingale problem with respect to A, DA

and x0 if and only if P is solution of the martingale problem in Definition 1.3, Chapter III, in
[30] associated to (Ω,F ,F), X in (4.22), H = {B ∈ F : ∃B0 ∈ B(R) such that B = {ω ∈ Ω :
ω(0) ∈ B0}} and PH corresponds to δx0 in the sense that, for any B ∈ F , PH(B) = δx0(B0) with
B0 = {ω(0) ∈ R : ω ∈ B}.

Definition 4.14 (Existence). We say that the martingale problem related to A, DA and x0 meets
existence if there exists a couple (X,P) on some (Ω,F), solution to the martingale problem in the
sense of Definition 4.12.

Definition 4.15 (Uniqueness). We say that the martingale problem related to A, DA and x0
admits uniqueness if, given two spaces (Ω1,F1) and (Ω2,F2), and two solutions (X1,P1) and
(X2,P2) to the martingale problem in the sense of Definition 4.12, then L(X1)|P1 = L(X2)|P2 .

Remark 4.16. Let (Ω̌, F̌) be the canonical space, and F be the canonical filtration of the canonical
process X̌. (X,P) is a solution the the martingale problem related to A, DA and x0, if and only
if (X̌,L(X)) is a solution to the martingale problem related to A, DA and x0.
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4.3 Time-homogeneous towards time-inhomogeneous martingale problem

Definition 4.17. Let DL ⊆ C0
b and L : DL → CNA(D−(0, T );B(0, T )) be a linear map. We say

that (X,P) fulfills the time-homogeneous martingale problem with respect to DL, L and x0, if for
any f ∈ DL and bounded, the process

Mf
t := f(Xt) − f(x0) −

∫ t

0
(Lf)(s,X−)ds (4.23)

is an (FX
t )-local martingale under P. From here on we adopt this notation.

Let CNA
BUC(D−(0, T );B(0, T )) be the set of functions G ∈ CNA(D−(0, T );B(0, T )) bounded

and uniformly continuous on closed balls BM ⊂ D−(0, T ) of radius M . CNA
BUC(D−(0, T );B(0, T ))

is a Fréchet space equipped with the distance generated by the seminorms

sup
η∈BM

||G(η)||∞, M ∈ N.

Theorem 4.18. Assume that D−(0, T ) is equipped with the metric topology of the uniform con-
vergence on closed balls. Let DL be a Fréchet space, topologically included in C0

b , and equipped
with some metric dL. Let L : DL → CNA

BUC(D−(0, T );B(0, T )) be a linear continuous map. (X,P)
fulfills the time-homogeneous martingale problem in Definition 4.17 with respect to DL, L and x0,
if and only if (X,P) fulfills the time-inhomogeneous martingale problem in Definition 4.12 with
respect to x0,

DA := C1([0, T ];DL), (4.24)

and
(Av)(dt, η) := (∂tv(t, η) + (Lv(t, ·))(t, η))dt, v ∈ DA, η ∈ D−(0, T ). (4.25)

Remark 4.19. (i) A typical example of metric dL comes from the graph topology. Let DL ⊆ C0
b ,

and L : DL → CNA
BUC(D−(0, T );B(0, T )) be a measurable map. Assume that DL is equipped

with the graph topology of L: vn → 0 in DL if and only if vn → 0 in C0
b and Lvn → 0 in

CNA
BUC(D−(0, T );B(0, T )). Then L is obviously a continuous map.

(ii) DA in (4.24) is constituted by bounded functions whose derivative in time is also bounded.

(iii) Since L is continuous, there exists a constant C such that for every closed ball BM ⊂
D−(0, T ) of radius M ,

sup
t∈[0,T ]

sup
η∈BM

||(Lv(t, ·))(t, η)||∞ ≤ C.

Proof. The if implication is trivial choosing v not depending on time.
Let us now prove the only if implication. We need to show that, for every v ∈ DA,

Mv
t := v(t,Xt) − v(0, x0) −

∫ t

0

(

∂sv(s,Xs) + (Lv(s, ·))(s,X−)
)

ds (4.26)

is a local martingale. If v = f ∈ DL then (4.26) is obviously a local martingale. Suppose that
v(t, x) = a(t)f(x), with a ∈ C1(0, T ), and f ∈ DL. By integrating by parts, we get

v(t,Xt) = a(0)f(x0) +

∫ t

0
a′(s)f(Xs)ds +

∫ t

0
a(s)df(Xs)

= a(0)f(x0) +

∫ t

0
a′(s)f(Xs)ds +

∫ t

0
a(s)(Lf)(s,X−)ds +

∫ t

0
a(s)dMf

s
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= v(0, x0) +

∫ t

0
(Av)(ds,X−) +Mv

t , (4.27)

where Mv is a local martingale. So (4.26) is a local martingale when u ∈ D̂A, with D̂A the set in
Lemma B.8.

Let now v ∈ DA. By Lemma B.8, there is a sequence vn ∈ D̂A, and such that vn →
n→∞

v with

respect to C1([0, T ];DL). By (4.27) we have that

vn(t,Xt) = vn(0, x0) +

∫ t

0
(∂svn(s,Xs−) + (Lvn(s, ·))(s,X−))ds +Mvn

t , (4.28)

where Mvn is a local martingale. Since the maps (t, η) 7→ (Lvn(t, ·))(t, η) converge to (t, η) 7→
(Lv(t, ·))(t, η) uniformly on compacts in [0, T ] ×D−(0, T ), and ∂svn →

n→∞
∂sv in C([0, T ] × R), it

follows that Mvn →
n→∞

Mv u.c.p.

It remains to show that Mv is a local martingale. Since Xs− is a càglàd process, it is locally
bounded, see Remark 3.13-1. So, for every ℓ > 0, we define τ ℓ := inf{t ∈ [0, T ] : |Xt−| ≥ ℓ},
with the usual convention that inf ∅ = +∞. Clearly, τ ℓ ↑ +∞ a.s. Then, on Ωℓ := {τ ℓ ≤ T},

sups≤T |X(s∧τℓ)− | ≤ ℓ a.s., and sups≤T ||(X−
)(s∧τ

ℓ)||∞ ≤ ℓ a.s.

It is thus enough to show that, for every ℓ, (Mv)τ
ℓ

is a martingale. Now, by (4.28),

(Mvn)τ
ℓ

t = vn(t ∧ τ ℓ,Xt∧τℓ) − vn(0, x0) −
∫ t∧τℓ

0
(∂svn(s,Xs−) + (Lvn(s, ·))(s,X−)ds,

so

sup
t≤T

|(Mvn)τ
ℓ

t | ≤ 2 sup
t∈[0,T ], |x|≤ℓ

n

|vn(t, x)| + T sup
t∈[0,T ], |x|≤ℓ

n

|(∂tvn)(t, x)|

+ T sup
t∈[0,T ], ||η||∞≤ℓ

n

|(Lvn(t, ·))(t, η)| =: R, (4.29)

where we recall that CNA
BUC(D−(0, T );B(0, T )) is equipped with the metric topology of the uniform

convergence on closed balls. On the other hand, recalling that Mvn → Mv u.c.p. and therefore
(Mvn)τ

ℓ → (Mv)τ
ℓ

u.c.p., by (4.29) we have in particular that supt≤T |(Mv)τ
ℓ

t | ≤ R. It follows

that (Mv)τ
ℓ

is a martingale. This concludes the proof.

The following is a consequence of Theorem 4.18 in the Markovian context.

Theorem 4.20. Let DLM
be a Fréchet space, topologically included in C0

b , and equipped with
some metric dLM

. Let LM : DLM
→ C0 be a continuous map. Set DL := DLM

equipped with the
same topology of DLM

,
DA := C1([0, T ];DLM

) (4.30)

and, for every f ∈ DLM
, v ∈ DA, η ∈ D−(0, T ),

(Lf)(t, η) := (LMf)(ηt), (Av)(dt, η) := (∂tv(t, ηt) + (LMv(t, ·))(ηt))dt. (4.31)

Then the following are equivalent.

(i) (X,P) fulfills the time-homogeneous martingale problem in Definition 4.17 with respect to
DL, L and x0.
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(ii) For any f ∈ DLM
,

Mf := f(X·) − f(x0) −
∫ ·

0
LMf(Xs)ds (4.32)

is an (FX
t )-local martingale under P.

(iii) (X,P) fulfills the time-inhomogeneous martingale problem in Definition 4.12 with respect to
DA, A and x0.

Proof. By [3], L : DL → CNA
BUC(D−(0, T );B(0, T )) is continuous, where CNA

BUC(D−(0, T );B(0, T ))
is equipped with the topology of uniform convergence on closed balls. Items (i) and (ii) are
equivalent by construction. Items (i) and (iii) equivalent by Theorem 4.18.

4.4 Weak Dirichlet characterization of the solutions to the martingale problem

In the sequel we prove that stochastic calculus framework in Section 4.1 fits in the concrete
examples of martingale problems.

Suppose that (X,P) is a solution to the martingale problem in Definition 4.12 related to A, DA,
and x0. First of all, we set DS = DA. By definition of the martingale problem, for every v ∈ DS

and bounded, v(·,X) is a special semimartingale. In addition, by Proposition 3.9, Hypothesis
3.7 holds true being v ∈ C0,1([0, T ] × R). We can therefore apply Theorem 3.19, that provides
decomposition (3.18) and Γ(v) in (3.19). By the uniqueness of the decomposition of the special
semimartingale, we get that

Γ(v) =

∫ ·

0
(Av)(ds,X−) (4.33)

and

Γk(v) =

∫ ·

0
(Av)(ds,X−) − (v(s,Xs− + x) − v(s,Xs−))

x− k(x)

x
⋆ νX,P. (4.34)

Taking into account Remark 3.20-1., we get in particular that, for every v ∈ DA,

(Av)(∆t,X−) =

∫

R

(v(t,Xt− + x) − v(t,Xt−)) νX,P({t} × dx), t ∈ [0, T ]. (4.35)

Corollary 4.21. Let P be a probability on (Ω,F), and X be a càdlàg process with weakly finite
quadratic variation. Let DA be a dense subset of C0,1([0, T ] × R), and A be the operator in
Definition 4.10. For every v ∈ DA, set Y

v
t = v(t,Xt), and denote by Y v,c its unique continuous

martingale component. If (X,P) is a solution to the martingale problem in Definition 4.12 related
to DA, A and x0, then the following are equivalent.

(i) v 7→ Y v,c, DA ⊆ C0,1([0, T ] × R) → D
ucp, is continuous in zero.

(ii) The map

v 7→
∫ ·

0
(Av)(ds,X−) − (v(s,Xs− + x) − v(s,Xs−))

x− k(x)

x
⋆ νX,P

is continuous in zero with respect to the C0,1-topology.

(iii) X is a weak Dirichlet process.

Proof. The equivalence of items (i) and (iii) comes from Theorem 4.3. The equivalence of items
(i) and (ii) follows from Proposition 4.5 together with (4.34).
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Corollary 4.22. Let DA be a dense subset of C0,1([0, T ]×R), and A be the operator in Definition
4.10. Let (X,P) is a solution to the martingale problem in Definition 4.12 with respect to DA, A,
and x0 ∈ R. Then, for every v ∈ DA and bounded, the unique martingale part N of the special
semimartingale Yt := v(t,Xt) is given by

〈N,N〉 =

∫ ·

0
(Av2)(ds,X−) − 2

∫ ·

0
v(s,Xs−)(Av)(ds,X−) −

∑

0≤s≤·

∣

∣(Av)(∆s,X−)
∣

∣

2
. (4.36)

Moreover,

〈Y v,c, Y v,c〉 =

∫ ·

0
(Av2)(ds,X−) − 2

∫ ·

0
v(s,Xs−)(Av)(ds,X−) − [v(s,Xs− + x) − v(s,Xs−)]2 ⋆ νX,P,

(4.37)

where Y v,c is the unique continuous martingale part of Y v = v(·,X), and (Av)(∆s, ·) is introduced
in (4.19).

Proof. The result follows from Proposition 4.6 together with (4.33).

4.5 Examples of martingale problems

4.5.1 Semimartingales

Let X be an adapted càdlàg real semimartingale with characteristics (Bk, C, ν), with decom-
position ν(ω, ds dx) = φs(ω, dx)dχs(ω). For further notations we refer to Section D. X verifies
condition (1.3), since it is a semimartingale, see Remark 3.35.

Then (X,P) is a solution of the martingale problem in Definition 4.12 with respect to A, DA

and x0, with DA the set of functions in C1,2
b restricted to [0, T ] × R and, for every v ∈ DA,

(Av)(ds, η) := ∂sv(s, ηs)ds+
1

2
∂2xxv(s, ηs) d(C ◦ η)s + ∂xv(s, ηs) d(Bk ◦ η)s

+

∫

R

(v(s, ηs + x) − v(s, ηs) − k(x) ∂xv(s, ηs))φs(η, dx)dχs(η), η ∈ D−(0, T ).

This follows by Remark D.2.

4.5.2 Weak Dirichlet processes derived from semimartingales

LetX be a weak Dirichlet process with characteristics (Bk, C, ν), with ν(ω, ds dx) = φs(ω, dx)dχs(ω).
For further notations we refer to Section 3.3. Assume that there exists h ∈ C0,1, h(t, ·) bijective
and h(t,Xt) is a semimartingale with characteristics (B̄k, C̄, ν̄). Being h−1 ∈ C0,1, we have

∆Xs = h−1(s, Ys− + ∆Ys) − h−1(s, Ys−) = ∆Ys

∫ 1

0
∂xh

−1(s, Ys− + a∆Ys)da,

so condition (1.3) for Y (see previous subsection) implies the same for X.
Then by Example 4.5.1, (X,P) is a solution of the martingale problem in Definition 4.12 with

respect to A, DA and x0, with DA the set of functions v ∈ C0,1
b such that v◦h−1 ∈ C1,2, restricted

to [0, T ] × R, and, for every v ∈ DA,

(Av)(ds, γ)
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= ∂s(v ◦ h−1)(s, h(s, γs))ds +
1

2
∂2xx(v ◦ h−1)(s, h(s, γs)) (∂xh(s, γs))

2 d(C ◦ γ)s

+ ∂x(v ◦ h−1)(s, h(s, γs)) d(B̄k ◦ h(·, γ))s

+ (v(s, γs + x) − v(s, γs) − k(h(s, γs + x) − h(s, γs)) ∂xh
−1(s, h(s, γs)) ∂xv(s, γs))φs(γ, dx)dχs(γ)

for every γ ∈ D−(0, T ).

4.5.3 Discontinuous Markov processes with distributional drift

In [3] we study existence and uniqueness for a time-homogeneous martingale problem with distri-
butional drift in a discontinuous Markovian framework.

In this section, we will consider a fixed α ∈ [0, 1]. If α ∈]0, 1[, Cα
loc denotes the space of functions

locally α-Hölder continuous. By C1+α
loc we will denote the functions in C1 whose derivative is α-

Hölder continuous. For convenience, we set C0
loc := C0, C1

loc := C1, C2
loc := C2.

Let k ∈ K be a continuous function. Let β = βk : R → R and σ : R → R be continuous
functions, with σ not vanishing at zero. We consider formally the PDE operator of the type

Lψ =
1

2
σ2ψ′′ + β′ψ′ (4.38)

in the sense introduced by [18, 19]. For a mollifier φ ∈ S(R) with
∫

R
φ(x)dx = 1, we set

φn(x) := nφ(nx), β′n := β′ ∗ φn, σn := σ ∗ φn.
Hypothesis 4.23. 1. We assume the existence of the function

Σ(x) := lim
n→∞

2

∫ x

0

β′n
σ2n

(y)dy (4.39)

in C0, independently from the mollifier.

2. The function Σ in (4.39) is upper and lower bounded, and belongs to Cα
loc.

The following proposition and definition are given in [18], see respectively Proposition 2.3 and
the definition at page 497.

Proposition 4.24. Hypothesis 4.23-1 is equivalent to ask that there is a solution h ∈ C1 to
Lh = 0 such that h(0) = 0 and

h′(x) := e−Σ(x), x ∈ R. (4.40)

In particular, h′(0) = 1, and h′ is strictly positive so the inverse function by h−1 : R → R is well
defined.

Let DL be the set of functions f ∈ C1 such that there is φ ∈ C1 with

f ′ = e−Σφ. (4.41)

For any f ∈ DL, we set

Lf =
σ2

2
(eΣf ′)′e−Σ. (4.42)

This defines without ambiguity L : DL ⊂ C1 → C0. We also define

DLM
:= DL ∩ C1+α

loc ∩ C0
b , (4.43)

equipped with the graph topology of L, the natural topology of C1+α
loc and the uniform convergence

topology.
Then we consider a transition kernel Q(·, dx) from (R,B(R)) into (R,B(R)), with Q(y, {0}) =

0, satisfying the following condition.
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Hypothesis 4.25. For all B ∈ B(R), the map y 7→
∫

B(1 ∧ |x|1+α)Q(y, dx) is bounded and the

measure-valued map y 7→ (1 ∧ |x|1+α)Q(y, dx) =: Q̃(y, dx) is continuous in the total variation
topology.

For every f ∈ DLM
, we finally introduce the operator

LMf(y) := Lf(y) +

∫

R\0
(f(y + x) − f(y) − k(x)f ′(y))Q(y, dx). (4.44)

Under Hypothesis 4.25, the operator above takes values in C0, see [3].
In [3] we study the following Markovian martingale problem.

Definition 4.26. We say that (X,P) fulfills the time-homogeneous Markovian martingale problem
with respect to DLM

in (4.43), LM in (4.44) and x0 ∈ R, if for any f ∈ DLM
, the process

f(X·) − f(x0) −
∫ ·

0
LMf(Xs)ds

is an (FX
t )-local martingale under P.

Remark 4.27. Under Hypotheses 4.23 and 4.25, in [3] we provide existence and uniqueness for
the Markovian martingale problem in Definition 4.26. Moreover, the solution (X,P) is a finite
quadratic variation process, with νX,P(ds dx) = Q(Xs−, dx)ds.

We can state the following theorem.

Theorem 4.28. Assume that Hypotheses 4.23 and 4.25 hold true. If (X,P) is a solution to the
martingale problem in Definition 4.26, then it is a solution to the martingale problem in Definition
4.12 with respect to x0,

DA := C1([0, T ];DLM
), (4.45)

and

(Av)(dt, η) := ∂tv(t, ηt)dt (4.46)

+ Lv(t, ηt)dt+

∫

R

(v(t, ηt + x) − v(t, ηt) − k(x)∂yv(t, ηt))Q(ηt, dx)dt, v ∈ DA, η ∈ D−(0, T ).

Moreover, that martingale problem meets uniqueness.

Remark 4.29. By [3], DLM
in (4.43) is dense in C1. Then, by Lemma B.9, DA in (4.45) is dense

in C0,1([0, T ] × R).

Proof of Theorem 4.28. A solution (X,P) to the martingale problem in Definition 4.26 exists by
Remark 4.27. By the equivalence (ii)-(iii) in Theorem 4.20, (X,P) fulfills the time-inhomogeneous
martingale problem in Definition 4.12 with respect to x0, DA in (4.45) and A in (4.46).

Concerning uniqueness, given a solution (X,P) to the martingale problem by Definition 4.12,
we know that, for every v ∈ DA, Mv is a local martingale. In particular this holds for v not
depending on time, which implies the validity of the martingale problem not depending on time
in the sense of Definition 4.26, for which we have uniqueness, see Remark 4.27.

Below we discuss some other properties of the solution to our martingale problem. We evaluate
first the quadratic variation of the martingale component of a function of X belonging to DA.
We can in particular apply Corollary 4.22 to the case of the operator A in (4.46).

34



Proposition 4.30. Let (X,P) be a solution to the martingale problem in Definition 4.26. Then,
for every v ∈ DA in (4.45) we have

〈Y v,c, Y v,c〉t =

∫ t

0
σ2(Xs)(∂xv(s,Xs))

2ds, (4.47)

where Y v,c
t denotes the unique continuous martingale part of v(t,Xt). In particular, v 7→ Y v,c,

DA ⊆ C0,1([0, T ] × R) → D
ucp, is continuous in zero.

Proof of Proposition 4.30. By Theorem 4.28, (X,P) is a solution to the martingale problem in
Definition 4.12 with respect to x0, DA in (4.45) and A in (4.46).

Assume that (4.47) holds. Let vn ∈ DA such that vn → 0 in C0,1([0, T ] × R). By (4.47),
〈Y vn,c, Y vn,c〉T converges to zero in probability. Then, by Problem 5.25 in [31], Chapter 1, it
follows that,

Y vn,c → 0 u.c.p. as n→ ∞. (4.48)

It remains to prove (4.47). Take v ∈ DA. Then formula (4.37) in Corollary 4.22 applied to A in
(4.46) (taking into account Remark 4.27) yields

〈Y v,c, Y v,c〉t =

∫ t

0
(Av2 − 2vAv)(ds,X−) −

∫

]0,t]×R

[v(s,Xs− + x) − v(s,Xs−)]2Q(Xs−, dx)ds

=

∫ t

0
(∂sv

2(s,Xs) − 2v(s,Xs)∂sv(s,Xs))ds +

∫ t

0
(Lv2 − 2vLv)(s,Xs)ds

+

∫

]0,t]×R

(v2(s,Xs− + x) − v2(s,Xs−) − 2k(x) v(s,Xs−) ∂xv(s,Xs−) )Q(Xs−, dx)ds

− 2

∫

]0,t]×R

v(s,Xs)(v(s,Xs− + x) − v(s,Xs−) − k(x) ∂xv(s,Xs−) )Q(Xs−, dx)ds

−
∫

]0,t]×R

[v(s,Xs− + x) − v(s,Xs−)]2Q(Xs−, dx)ds

=

∫ t

0
(Lv2 − 2vLv)(s,Xs)ds =

∫ t

0
σ2(Xs)(∂xv(s,Xs))

2ds,

where the latter equality follows from the fact that Lv2 = 2vLv + (σ∂xv)2, see Propositions 2.10
in [18].

Corollary 4.31. Let (X,P) be a solution to the martingale problem in Definition 4.26.

(i) For every v ∈ C0,1, Y v := v(·,X) is a weak Dirichlet process. In particular, X is a weak
Dirichlet process.

(ii) (4.47) holds for every v ∈ C0,1.

Proof. By Theorem 4.28, (X,P) is a solution to the martingale problem in Definition 4.12 with
respect to x0, DA in (4.45) and A in (4.46).

(i) By Remark 4.29, DA in (4.45) is dense in C0,1([0, T ] × R). Thanks to Proposition 4.30,
v 7→ Y v,c is a continuous map. Since X is a finite quadratic variation process (see Remark 4.27),
we can apply Corollary 4.21, which states that X is a weak Dirichlet process. Theorem 3.36
concludes the proof of item (i).

(ii) Let v ∈ C0,1. Since DA is dense in C0,1 (see Remark 4.29), there exists a sequence
(vn) ∈ DA converging to v in C0,1. Since v 7→ Y v,c is continuous, Y vn,c → Y v,c, u.c.p. By
Proposition A.4, 〈Y vn,c, Y vn,c〉 → 〈Y v,c, Y v,c〉. The result follows from Proposition 4.30 since
v 7→

∫ t
0 σ

2(Xs)(∂xv(s,Xs))
2ds is continuous.
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Theorem 4.32. Let (X,P) be a solution to the martingale problem in Definition 4.26. Then
there exists an (Ft)-Brownian motion WX such that

X = x0 +

∫ ·

0
σ(Xs)dW

X
s +

∫

]0,·]×R

k(x) (µX (ds dx) −Q(Xs−, dx)ds) + lim
n→∞

∫ ·

0
Lfn(Xs)ds

+

∫

]0,·]×R

(x− k(x))µX(ds dx), (4.49)

for every sequence (fn)n ⊆ DLM
such that fn →

n→∞
Id in C1. The limit appearing in (4.49) holds

in the u.c.p. sense.

Proof. By Theorem 4.28, (X,P) is a solution to the martingale problem in Definition 4.12 with
respect to x0, DA in (4.45) and A in (4.46). By Corollary 3.22 we have

X = Xc + k(x) ⋆ (µX − νX,P) + Γk(Id) + (x− k(x)) ⋆ µX ,

where Γk is the operator defined in Theorem 3.10. By Proposition 3.9 and Remark 3.12, Γk is well
defined in particular on C0,1. By Proposition 4.30, we can apply Proposition 4.5 with DS = DA,
which yields that v 7→ Γk(v) restricted to DA is continuous. Since DA is dense in C0,1, Γk(v) is
the continuous extension of the map defined in (4.34).

At this point we evaluate Γk(Id). Take (fn)n ⊆ DLM
such that fn → Id in C1. By (4.34)

together with (4.46), we get

Γk(Id) = lim
n→∞

Γk(fn)

= lim
n→∞

(

∫ ·

0
(Afn)(ds,X−) −

∫

]0,·]×R

(fn(Xs− + x) − fn(Xs−))
x− k(x)

x
Q(Xs−, dx)ds

)

= lim
n→∞

(

∫ ·

0
Lfn(Xs−)ds+

∫

]0,·]×R

(fn(Xs− + x) − fn(Xs−) − k(x) f ′n(Xs−) )Q(Xs−, dx)ds

− (fn(Xs− + x) − fn(Xs−))
x− k(x)

x
⋆ νX,P

)

= lim
n→∞

∫ ·

0
Lfn(Xs)ds.

In order to get (4.49) it remains to identify Xc. Setting WX
t :=

∫ t
0

1
σ(Xs)

dXc
s , we have

〈WX ,WX〉t =

∫ t

0

1

σ(Xs)
d〈Xc,Xc〉s.

On the other hand, Corollary 4.31-(ii) with v ≡ Id yields 〈Xc,Xc〉 =
∫ ·
0 σ

2(Xs)ds, which implies
that 〈WX ,WX〉t = t, and by Lévy representation theorem, WX is a Brownian motion. Finally,
by construction we have Xc =

∫ ·
0 σ(Xs)dWs.

4.5.4 Continuous path-dependent SDEs with distributional drift

Let σ, β be continuous real functions and L : DL → C0 in (4.42), with DL the subset of C1

introduced just before. We only suppose item 1 of Hypothesis 4.23. Let Gd : [0, T ]×D−(0, T ) → R

be a Borel functional, uniformly continuous on closed balls, and define

G̃d(t, η) =
Gd(t, η)

σ(η(t))
, (t, η) ∈ [0, T ] ×D−(0, T ).
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We suppose moreover that G̃ is bounded. We set G : [0, T ] × C(0, T ) → R as the restriction of
Gd. In [33] one investigates the martingale problem related to a path-dependent SDE of the type

dXt = σ(Xt)dWt + (β′(Xt) +G(t,Xt))dt. (4.50)

We set DL,b := DL ∩ C0
b .

Definition 4.33. (X,P) is solution to the (non-Markovian) path-dependent martingale problem
related to (4.50) an initial condition x0 if, for every f ∈ DL,b,

Mf := f(Xt) − f(x0) −
∫ t

0
((Lf)(Xs) + f ′(Xs)G(s,Xs))ds (4.51)

is an (FX)-local martingale under P.

Proposition 4.34. Let (X,P) be a solution to the martingale problem in the sense of Definition
4.33. Then X is necessarily a continuous process.

Proof. Let h be the function introduced in Proposition 4.24, and set Y = h(X). For every φ ∈ C2,

we denote by L0 the classical PDE operator L0φ(y) = (σh′)2(h−1(y))
2 φ′′(y). By Propositions 2.13 in

[18], φ ∈ DL0(= C2) if and only if φ◦h ∈ DL. This implies that φ ∈ C2
b if and only if φ◦h ∈ DL,b.

Moreover, L(φ ◦ h) = (L0 φ) ◦ h for every φ ∈ C2.
Since (X,P) fulfills the time-homogeneous martingale problem in Definition 4.33, for every

f ∈ DL,b,

f(X·) − f(x0) −
∫ t

0
((Lf)(Xs) + f ′(Xs)G(s,Xs))ds

is an (FX
t )-local martingale under P. Setting y0 = h−1(x0), this yields that, for every f̃ ∈ C2

b ,

f̃(Y·) − f̃(y0) − 1

2

∫ ·

0
(σh′)2(h−1(Ys))f̃

′′(Ys)ds−
∫ ·

0
h′(h−1(Ys))G(s, h−1(Y s))f̃ ′(Ys)ds

is an (FY
t )-local martingale under P. It follows from Theorem D.1 that Y is a semimartin-

gale with characteristics B =
∫ ·
0 b(s, Y̌ )ds, C =

∫ ·
0 c(s, Y̌ )ds, ν(ds dz) = 0, where b(s, η) :=

h′(h−1(η(s)))G(s, h−1(ηs)) and c(s, η) := (σh′)2(h−1(η(s))). Consequently µY (ds dy) = 0, so
Y = h(X) is necessarily a continuous process, and the same holds for X.

Lemma 4.35. DL,b is dense in DL equipped with its graph topology. In particular, DL,b is dense
in C1.

Proof. We consider the sequence (χN ) introduced in (3.53). Let f ∈ DL. We define a sequence
(fN ) ⊂ C1 such that fN (0) = f(0) and f ′N = χNf

′. fN ∈ DL since f ′N = (φχN )e−Σ and
φχN ∈ C1, where φ has been defined in (4.41). Now, each fN is a bounded function since f ′N has
compact support. Clearly, fN → f in C1. Moreover, making use of (4.42) we get

LfN =
σ2

2
(eΣχNf

′)′e−Σ =
σ2

2
(φχN )′e−Σ → σ2

2
φ′e−Σ = Lf in C0.

This concludes the proof.

Corollary 4.36. Existence and uniqueness of a solution to the martingale problem in Definition
4.33 holds true.
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Proof. By Theorem 4.23 in [33], there is a solution (X,P) in the sense of Definition 4.33 which is
even continuous. This shows existence.

Concerning uniqueness, let (X,P) be a solution of the martingale problem in the sense of
Definition 4.33. By Proposition 4.34, f(X) is necessarily continuous for every f ∈ DL,b. Moreover
the process in (4.51) is a martingale also for every f ∈ DL not necessarily bounded. Indeed, let
f ∈ DL. By Lemma 4.35 there is a sequence fN ∈ DL,b converging to f in DL. This implies that
MfN converges to Mf u.c.p. We remark that the space of continuous local martingales is closed
with respect to the u.c.p. convergence topology so Mf is again a continuous local martingale.
The conclusion follows by Proposition 4.24 in [33] which states uniqueness in the framework of
continuous processes.

Proposition 4.37. Let (X,P) be a solution to the martingale problem in Definition 4.33. Then
(X,P) is a solution to the martingale problem in Definition 4.12 with respect to x0,

DA := C1([0, T ];DL,b) (4.52)

and
(Av)(ds, η) = (∂sv(s, η(s)) + Lv(s, η(s)) +Gd(s, ηs)∂xv(s, η(s)))ds. (4.53)

Proof. We apply Theorem 4.18 with DL := DL,b equipped with its graph topology.

Remark 4.38. Consider the martingale problem in Definition 4.12 with respect to DA in (4.52),
A in (4.53), and x0 ∈ R. Replacing Gd in (4.53) with another Borel extension of G one gets the
same solution to the martingale problem.

Proceeding analogously as for the proof of Theorem 4.32 we can prove the following result.

Proposition 4.39. Let (X,P) be a solution to the martingale problem in Definition 4.33. Then
we have the following.

(i) X is a weak Dirichlet process.

(ii) There exists an (Ft)-Brownian motion WX such that

X = x0 +

∫ ·

0
σ(Xs)dW

X
s +

∫ ·

0
Gd(s,Xs)ds + lim

n→∞

∫ ·

0
Lfn(Xs)ds, (4.54)

for every sequence (fn)n ⊆ DL such that fn →
n→∞

Id in C1. The limit in (4.54) holds in the
u.c.p. sense.

4.5.5 The PDMPs case

Let X be a piecewise deterministic Markov process (PDMP) generated by a marked point process
(Tn, ζn), where (Tn)n are increasing random times such that Tn ∈]0, ∞[, where either there is
a finite number of times (Tn)n or limn→∞ Tn = +∞, and ζn are random variables in [0, 1]. We
will follow the notations in [12], Chapter 2, Sections 24 and 26. The behavior of the PDMP X
is described by a triplet of local characteristics (h, λ,Q): h :]0, 1[→ R is a Lipschitz continuous
function, λ :]0, 1[→ R is a measurable function such that supx∈]0,1[ |λ(x)| < ∞, and Q is a
transition probability measure on [0, 1]×B(]0, 1[). Some other technical assumptions are specified
in the over-mentioned reference, that we do not recall here. Let us denote by Φ(s, x) the unique
solution of g′(s) = h(g(s)), g(0) = x. Then

X(t) =

{

Φ(t, x), t ∈ [0, T1[
Φ(t− Tn, ζn), t ∈ [Tn, Tn+1[, n ∈ N,

(4.55)
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and, for any x0 ∈ [0, 1], verifies the equation (provided the second integral in the right-hand side
is well-defined)

Xt = x0 +

∫ t

0
h(Xs) ds +

∫

]0, t]×R

xµX(ds dx) (4.56)

with
µX(ds dx) =

∑

n≥1

1{ζn∈]0,1[}δ(Tn, ζn−ζn−1)(ds dx). (4.57)

Moreover, we introduce the predictable process counting the number of jumps of X from the
boundary of its domain:

p∗t =
∑

0<s≤t

1{Xs−∈{0,1}}. (4.58)

The knowledge of (h, λ, Q) completely specifies the law of X, see Section 24 in [12], and also
Proposition 2.1 in [1]. In particular, let P be the unique probability measure under which the
compensator of µX has the form

νX(ds dx) = Q̃(Xs−, dx) (λ(Xs−) ds + dp∗s), (4.59)

where Q̃(y, dx) = Q(y, y + dx), and λ is trivially extended to [0, 1] by the zero value. Notice that
X is a finite variation process, so (1.3) holds true. According to Theorem 31.3 and subsequent
Section 31.5 in [12], for every measurable absolutely continuous function v : R+ × R → R such
that (v(t,Xt− + x) − v(t,Xt−)) ⋆ µX ∈ A+

loc,

v(t,Xt) − v(0, x0)

−
∫

]0,t]

(

∂sv(s,Xs−) + h(Xs−)∂xv(s,Xs) + λ(Xs−)

∫

R

(v(s,Xs− + x) − v(s,Xs−))Q̃(Xs−, dx)
)

ds

−
∫

]0,t]×R

(v(s,Xs− + x) − v(s,Xs−))Q̃(Xs−, dx)dp∗s

is an (FX)-local martingale under P. Therefore, (X,P) solves the martingale problem in Definition
4.12 with respect to A, DA := C1([0, T ] × R) and x0, with

(Av)(ds, η) := Λ1v(s, ηs−) γ1(ds, ηs−) + Λ2v(s, ηs−) γ2(ds, ηs−), v ∈ DA, η ∈ D(0, T ),

with, for any y ∈ R, γ1(ds, y) = ds, γ2(ds, y) = dp∗s(y), and

Λ1v(s, y) = ∂sv(s, y) + h(y)∂yv(s, y) + λ(y)

∫

R

(v(s, y + x) − v(s, y)) Q̃(y, dx), y ∈]0, 1[,

Λ2v(s, y) =

∫

R

(v(s, y + x) − v(s, y)) Q̃(y, dx), y ∈ {0, 1}.

Appendix

A Some technical results on the (weak) finite quadratic variation

Proposition A.1. Let Y = (Y (t))t∈[0,T ] and X = (X(t))t∈[0,T ] be respectively a càdlàg and a
continuous process. Then

[X,Y ]ucpε (t) = Cε(X,Y )(t) +R(ε, t)

with R(ε, t) → 0
ε→0

u.c.p.
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Proof. See Proposition A.3 in [4].

Lemma A.2. Let Gn : C(0, T ) → R, n ∈ N, be a sequence of functions such that

(i) supn ||Gn||var ≤M ∈ [0, +∞[,

(ii) Gn →
n→∞

0 uniformly.

Then, for every g : [0, T ] → R càglàd,
∫ ·
0 g dGn →

n→∞
0, uniformly.

Proof. For every n ∈ N, let us define the operator Tn : D−(0, T ) → C(0, T ), g 7→
∫ ·
0 g dGn. We

denote by E−(0, T ) the linear space of càglàd step functions of the type
∑

i ci1]ai,bi]. We first
notice that, by (ii), if g ∈ E−(0, T ), then Tn(g) →

n→∞
0, uniformly.

On the other hand, E−(0, T ) is dense in D−(0, T ), see Lemma 1, Chapter 3, in [8] (that
lemma is written for càdlàg function; however the same follows for càglàd functions since the time
reversal of a càdlàg function is càglàd).

Let now g ∈ D−(0, T ). Since g is bounded, we have sups∈[0, T ] |g(s)| ≤ m for some constant
m. We get ||Tn(g)||∞ ≤ Mm. The conclusion follows by the Banach-Steinhaus theorem, see e.g.
Chapter 1.2 in [14].

Proposition A.3. Let X be an F-weak Dirichlet with weakly finite quadratic variation. Let g be
a càglàd process, and N be a continuous F-local martingale. Then

∫ t

0
g(s)(Xs+ε −Xs)(Ns+ε −Ns)

ds

ε
→
ε→0

∫ t

0
g(s) d[Xc, N ]s, t ∈ [0, T ], u.c.p.

Proof. For ε > 0, we set Fε(t) := Cε(X,N)(s). By Proposition 3.2, X = Xc + A with A a
martingale orthogonal process. Therefore, recalling Proposition A.1,

Fε(t) →
ε→0

F (t) := [Xc, N ]t, u.c.p.

Let εn be a sequence converging to zero as n → ∞. It is sufficient to show the existence of a
subsequence, still denoted by εn, such that

∫ ·

0
g(s) dFεn (s) →

n→∞

∫ ·

0
g(s) dF (s), u.c.p. (A.1)

By extracting a sub-subsequence, there exists a null set N such that

Fεn(t) →
n→∞

F (t), uniformly for all ω /∈ N . (A.2)

We remark that N has also weakly finite quadratic variation. Let κ > 0. For any ℓ > 0, we denote
by Ωn,ℓ the subset of ω ∈ Ω such that

∫ T

0
(X(s+εn)∧T (ω) −Xs(ω))2

ds

εn
+

∫ T

0
(N(s+εn)∧T (ω) −Ns(ω))2

ds

εn
≤ ℓ,

〈Xc,Xc〉T + 〈N,N〉T ≤ ℓ. (A.3)

In particular, we can choose ℓ such that P(Ωc
n,ℓ) ≤ κ. Moreover, since g is locally bounded,

without restriction of generality we can take

sup
s∈[0, T ]

|g(s)| ≤ ℓ, ∀ω ∈ Ωn,ℓ. (A.4)
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Collecting (A.3) and (A.4), on Ωn,ℓ we have

sup
0≤t≤T

∣

∣

∣

∣

∫ t

0
g(s) dFεn(s)

∣

∣

∣

∣

≤ ℓ||Fεn ||var

≤ ℓ

√

∫ T

0
(Xs+εn(ω) −Xs(ω))2

ds

εn

√

∫ T

0
(Ns+εn(ω) −Ns(ω))2

ds

εn

= ℓ

√

∫ T

0
(X(s+εn)∧T (ω) −Xs(ω))2

ds

εn

√

∫ T

0
(N(s+εn)∧T (ω) −Ns(ω))2

ds

εn
≤ ℓ2,

sup
0≤t≤T

∣

∣

∣

∣

∫ t

0
g(s) dF (s)

∣

∣

∣

∣

≤ ℓ||F ||var ≤ ℓ
√

〈Xc,Xc〉T 〈N,N〉T ≤ ℓ2. (A.5)

Let us come back to prove (A.1). We set

χn(g) := sup
0≤t≤T

∣

∣

∣

∫ t

0
g(s) dFεn(s) −

∫ t

0
g(s) dF (s)

∣

∣

∣
.

Let K > 0. Using (A.5), together with Chebyshev’s inequality, we get

P (χn(g) > K) ≤ P(Ωc
n,ℓ) + P ({χn(g) > K} ∩ Ωn,ℓ ∩ N c)

≤ κ+ P ({χn(g) > K} ∩ Ωn,ℓ ∩ N c)

= κ+ P
({

χn(g) ∧ 2ℓ2 > K
}

∩ Ωn,ℓ ∩ N c
)

= κ+ P((χn(g) ∧ 2ℓ2)1Ωn,ℓ∩N c > K)

≤ κ+
E
[

(χn(g) ∧ 2ℓ2)1Ωn,ℓ∩N c

]

K2
. (A.6)

To prove that previous expectation goes to zero as n goes to infinity, by using Lebesgue’s domi-
nated convergence theorem, it remains to show that

χn(g)1Ωn,ℓ∩N c →
n→∞

0 a.s. (A.7)

To this end, let us set Gn := 1Ωn,ℓ
(Fn−F ). Since by (A.3) we have ||Gn||var ≤ ℓ

2 , the convergence
in (A.7) follows from Lemma A.2. Consequently, by (A.6), lim supn→∞ P (χn(g) > K) ≤ κ. Since
κ > 0 is arbitrary, the proof is concluded.

Proposition A.4. Let (Mn(t))t∈[0,T ] (resp. (Nn(t))t∈[0,T ]) be a sequence of continuous local
martingales, converging u.c.p. to M (resp. to N). Then

[Mn, Nn] −→
n→∞

[M,N ] u.c.p.

In order to prove Proposition A.4 we first give a technical result.

Lemma A.5. Let A, δ > 0. Let M be a continuous local martingale vanishing at zero. We have

P

(

[M,M ]T ≥ A
)

≤
E

[

maxt∈[0,T ] |Mt|2 ∧ δ2
]

A
+ P

(

max
t∈[0,T ]

|Mt| ≥ δ
)

. (A.8)

Proof. We bound the left-hand side of (A.8) by

P

(

[M,M ]T ≥ A, max
t∈[0,T ]

|Mt| ≤ δ
)

+ P

(

max
t∈[0,T ]

|Mt| ≥ δ
)

:= I1 + I2.
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Let τ := inf{s ∈ [0, T ] : |Ms| ≥ δ}. We notice that on Ω0 := {ω ∈ Ω : maxt∈[0,T ] |Mt(ω)| ≤ δ} we
have M = M τ . Therefore, by the definition of covariation, [M,M ] = [M τ ,M τ ] on Ω0, so that

I1 = P

(

[M τ ,M τ ]T ≥ A, max
t∈[0,T ]

|Mt| ≤ δ
)

.

Using Chebyshev and Burkholder-Davis-Gundy inequalities, we get that there is a constant c > 0
such that

I1 ≤ P ([M τ ,M τ ]T ≥ A) ≤ E[[M τ ,M τ ]T ]

A
≤
cE

[

supt∈[0,T ] |M τ
t |2

]

A
=
cE

[

supt∈[0,T ] |M τ
t |2 ∧ δ2

]

A

≤
cE

[

supt∈[0,T ] |Mt|2 ∧ δ2
]

A
.

Proof of Proposition A.4. Obviously, we can take M ≡ N ≡ 0. By polarity arguments, it is
enough to suppose (Mn) ≡ (Nn) and to prove that [Mn,Mn]T → 0 in probability. Let ε > 0, and
let N0 such that, for every n ≥ N0, P(supt∈[0,T ] |Mn

t | ≥ 1) ≤ ε. Let A > 0. For n ≥ N0, Lemma
A.5 gives

P ([Mn,Mn]T ≥ A) ≤
E

[

maxt∈[0,T ] |Mn
t |2 ∧ 1

]

A
+ ε.

By taking n→ ∞ we get
lim sup
n→∞

P ([Mn,Mn]T ≥ A) ≤ ε

and the result follows from the arbitrariness of ε.

B Some results on densities of martingale problems’ domains

We have the following density results.

Lemma B.1. Let M > 0 and E be a topological vector F -space with some metric d. We introduce
the distance

d̄(e1, e2) := sup
t∈[0,M ]

d(te1, te2), e1, e2 ∈ E.

Then d and d̄ are equivalent in the following sense: if ε > 0, there is δ > 0 such that

d(e1, e2) ≤ δ ⇒ d̄(e1, e2) ≤ ε, e1, e2 ∈ E, (B.1)

and
d̄(e1, e2) ≤ δ ⇒ d(e1, e2) ≤ ε, e1, e2 ∈ E. (B.2)

Proof. (B.2) is immediate since d ≤ d̄.
(B.1) follows since we can easily prove that e 7→ d̄(e, 0) is continuous. This follows because

(t, e) 7→ te and therefore (t, e) 7→ d(te, 0) is continuous.

Definition B.2. An F -space E is said to be generated by a countable sequence of seminorms
(|| · ||α∈N) if it can be equipped with the distance

dE(x, y) :=
∑

α

||x− y||α
1 + ||x− y||α

2−α. (B.3)
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The space C0([0, T ];E) will be equipped with the distance d(f, g) := supt∈[0,T ] dE(f(t), g(t)).

Remark B.3. C1, C2, C0, and DL ∩Cα
loc ∩C0

b (see (4.43)) are F - spaces generated by a countable
sequence of seminorms.

Definition B.4. Let E be an F -space generated by a countable sequence of seminorms. Let dE
be the distance in (B.3) related to E. A function f : [0, T ] → E is said to be C1([0, T ];E) if there
exists f ′ : [0, T ] → E continuous such that

lim
ε→0

sup
t∈[0,T ]

dE

(f(t+ ε) − f(t)

ε
, f ′(t)

)

= 0. (B.4)

We remark that by Definition B.4 f ′ is continuous. We are not aware about Bochner inte-
grability for functions taking values in E. For this we make use of Riemann integrability. The
following lemma makes use of classical arguments, which exploits the fact that f is uniformly
continuous.

Lemma B.5. Let f : [0, T ] → B be a continuous function, where B is a seminormed space. We
denote by

sn(f)(t) =

2n−1
∑

k=0

f(kt2−n)2−n, t ∈ [0, T ],

the Riemann sequence related to the dyadic partition. Then (sn(f)) is Cauchy in C0([0, T ];B),
namely

sup
t∈[0,T ]

||(sn(f) − sm(f))(t)||B → 0 as n,m→ ∞.

Remark B.6. Let E be an F -space generated by a countable sequence of seminorms (|| · ||α∈N).
Let dE be the distance in (B.3) related to E. Let fn, fm (resp. f) be sequences of functions (resp.
a function) from [0, T ] to E.

(i) supt∈[0,T ] dE(fn(t), f(t)) →
n→∞

0 is equivalent to supt∈[0,T ] ||fn(t) − f(t)||α →
n→∞

0;

(ii) supt∈[0,T ] dE(fn(t), fm(t)) →
n,m→∞

0 is equivalent to supt∈[0,T ] ||fn(t) − fm(t)||α →
n,m→∞

0.

Remark B.7 (Riemann integral). Let E be an F -space generated by a countable sequence of
seminorms (|| · ||α∈N). By Remark B.6, C0([0, T ];E) is an F -space. Let f ∈ C0([0, T ];E). By
Lemma B.5, (sn(f)) is Cauchy with respect to all seminorms || · ||α∈N. By Remark B.6, the
sequence (sn(f)) is Cauchy with respect to d. Being C0([0, T ];E) an F -space, it is complete, and
(sn(f)) converges to an element in C0([0, T ];E) that we denote by

∫ ·
0 f(s)ds. For a, b ∈ [0, T ] we

write
∫ b
a f(s)ds =

∫ b
0 f(s)ds−

∫ a
0 f(s)ds. It is not difficult to show that Riemann integral satisfies

the following properties.

1.
∫ b
a f(t)dt =

∫ b−h
a−h f(t+ h)dt, h ∈ R (by definition of the integral).

2. limε→0
1
ε

∫ t+ε
t f(s)ds → f(t) in C0([0, T ];E), limε→0

1
ε

∫ t
t−ε f(s)ds → f(t) in C0([0, T ];E)

(by Remark B.6-(i) and the fact that f is uniformly continuous).

3. If f ∈ C0([0, T ];E), then f(·) = f(0) + limε→0
1
ε

∫ ·
0(f(s + ε) − f(s))ds (by items 1. and 2.

above).

4. If f ∈ C1([0, T ];E), then f(·) = f(0) +
∫ ·
0 f

′(s)ds (by item 3. above and Definition B.4).
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Lemma B.8. Let DL be a topological vector F -space generated by a countable sequence of semi-
norms, equipped with the metric dL(= dE) in (B.3) related to DL(= E).

We suppose that DL is topologically embedded in C0. Let L : DL → C0([0, T ] ×D−(0, T )) be
a continuous map. Let D̂A be the subspace of DA := C1([0, T ];DL) constituted by functions of
the type

u(t, x) =
∑

k

ak(t)uk(x), ak ∈ C1(0, T ), uk ∈ DL. (B.5)

Then D̂A is dense in DA equipped with the metric dA governing the following convergence:
un → 0 in DA if

un → 0 in C0([0, T ];DL) and ∂tun → 0 in C0([0, T ];DL).

Proof. Let u ∈ DA. We have to prove that there is a sequence un ∈ D̂A such that un → u in DA.
We denote v := u′, i.e. the time derivative. We divise the proof into two steps.
First step: approximation of v. In this step we only use the fact that E = DL is an F -space.

Notice that v ∈ C0([0, T ];DL). Let ε > 0. Since v is uniformly continuous, by Lemma B.1,
there exists δ > 0 such that

|t− s| ≤ δ ⇒ d̄L(v(t), v(s)) <
ε

2
, (B.6)

where d̄L is the metric related to dL introduced in Lemma B.1 with M = 1. We consider a dyadic
partition of [0, T ] given by tk = 2−nkT , k ∈ {0, ..., 2n}, n ∈ N. We define the open recovering of
[0, T ] given by

Un
k =

{

[t0, t1[ k = 0,
]tk−1, tk+1[∩[0, T ] k ∈ {1, ..., 2n}. (B.7)

We also introduce a smooth partition of the unit ϕn
k , k ∈ {0, ..., 2n}. In particular,

∑2n

k=0 ϕ
n
k = 1,

ϕn
k ≥ 0, and suppϕn

k ⊂ Un
k . We define

vn(t) :=

2n
∑

k=0

v(tk)ϕn
k (t).

We notice that, if t ∈ [tk−1, tk[, then vn(t) = v(tk−1)ϕ
n
k−1(t)+v(tk)ϕn

k (t) and v(t) = v(t)ϕn
k−1(t)+

v(t)ϕn
k (t). Since dL is a homogeneous distance, using the triangle inequality, we have

dL(vn(t), v(t)) = dL((v(tk−1) − v(t))ϕn
k−1(t) + (v(tk) − v(t))ϕn

k (t), 0)

≤ dL((v(tk−1) − v(t))ϕn
k−1(t), 0) + d((v(tk) − v(t))ϕn

k (t), 0)

≤ dL(v(tk−1)ϕ
n
k−1(t), v(t))ϕn

k−1(t)) + dL(v(tk)ϕn
k (t), v(t)ϕn

k (t))

≤ d̄L(v(tk−1), v(t)) + d̄L(v(tk), v(t)). (B.8)

Then we choose N such that 2−NT ≤ δ. Recalling (B.6), we obtain from (B.8) that

n > N ⇒ sup
t∈[0,T ]

dL(vn(t), v(t)) ≤ ε.

This shows that vn → v = ∂tu in C0([0, T ];DL).
Second step: approximation of u. Now we set

un(t) := u(0) +

2n
∑

k=0

v(tk)ϕ̄n
k(t),
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where ϕ̄n
k(t) :=

∫ t
0 ϕ

n
k(s)ds. We remark that un(t) = u(0)+

∫ t
0 vn(s)ds in the sense of Remark B.7.

We have to show that supt∈[0,T ] dL(un(t), u(t)) converges to zero. To this end, by Remark B.6, it
is enough to show that, for every fixed α,

sup
t∈[0,T ]

||un(t) − u(t)||α →
ε→0

0. (B.9)

Since u is uniformly continuous with respect to dL, obviously it has the same property with respect
to the seminorm α. For every t ∈ [0, T ],

||un(t) − u(t)||α ≤
∫ t

0
||vn(s) − v(s)||αds ≤ T sup

s∈[0,T ]
||vn(s) − v(s)||α ≤ C sup

s∈[0,T ]
dL(vn(s), v(s))

that converges to zero by the first step of the proof. This implies (B.9) and concludes the proof.

Lemma B.9. Let DLM
be a topological vector F -space generated by a countable sequence of

seminorms, and let DA be defined in (4.30). If DLM
is dense in C1, then DA is dense in C0,1.

Proof. We start by noticing that C0,1 = C0([0, T ];C1). Then we divise the proof into two steps.
First step. C0([0, T ];DLM

) is dense in C0([0, T ];C1).
In this step we only use the fact that E := C1 is an F -space. Let dE be the distance in

(B.3) related to E. Let f ∈ C0([0, T ];C1). Let δ > 0. We need to show the existence of
f ε ∈ C0([0, T ];DLM

) such that

dE(f(t), f ε(t)) ≤ δ, ∀t ∈ [0, T ].

Let 0 = t1 < t1 < · · · < tn = T be a subdivision with mesh ε. Since DLM
is dense in C1, using

Lemma B.1, for every i = 1, ..., n, there is f εti ∈ DLM
such that

d̄E(f(ti), f
ε
ti) ≤

δ

6
, (B.10)

where d̄E is the metric in Lemma B.1 with M = 1. The candidate now is

f ε(t) = f εti +
t− ti−1

ti − ti−1
(f εti − f εti−1

), t ∈ [ti, ti+1[.

To prove that f ε is a good approximation of f , we define fπ : [0, T ] → C1 as

fπ(t) = f(ti−1) +
t− ti−1

ti − ti−1
(f(ti) − f(ti−1)), t ∈ [ti, ti+1[.

We evaluate the difference between fπ and f ε. Setting A := t−ti−1

ti−ti−1
∈ [0, 1], taking into account

the homogeneity of d and the triangle inequality, we have

dE(fπ(t), f ε(t)) = d
(

f(ti−1) +A(f(ti) − f(ti−1)), f
ε
ti−1

+A(f εti − f εti−1
)
)

≤ dE(f(ti−1), f
ε
ti−1

) + d̄E(f(ti), f
ε
ti) + d̄E(f(ti−1), f

ε
ti−1

) ≤ 3
δ

6
=
δ

2
,

where in the latter inequality we have used (B.10). This shows that

sup
t∈[0, T ]

dE(fπ(t), f ε(t)) ≤ δ

2
.

Second step. C1([0, T ];DLM
) is dense in C0([0, T ];DLM

).

In this step we set E := DLM
. Let f ∈ C0([0, T ];DLM

), and set fε(t) := 1
ε

∫ t
t−ε f(s)ds,

t ∈ [0, T ]. This integral is well-defined, and converges to f by Remark B.7-2.
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C Some further technical results

Proposition C.1. Condition (1.3) is equivalent to ask that

(1 ∧ |x|2) ⋆ µX ∈ A+
loc.

Proof. We start by noticing that

(1 ∧ |x|2) ⋆ µX =

∫

R

1|x|>1 µ
X(ds dx) +

∫

R

1|x|≤1x
2 µX(ds dx)

=
∑

s≤·

1{|∆Xs|>1} +
∑

s≤·

|∆Xs|2 1{|∆Xs|≤1}.

The process
∑

s≤· 1{|∆Xs|>1} is locally bounded having bounded jumps (see Remark 3.13-2.), and
therefore it is locally integrable. On the other hand, since there is almost surely a finite number
of jumps above one, condition (1.3) is equivalent to

S :=
∑

s≤·

|∆Xs|2 1{|∆Xs|≤1} <∞ a.s. (C.1)

Being S a process with bounded jumps, (C.1) is equivalent to say that S is locally bounded and
therefore locally integrable. This concludes the result.

In the sequel of the section we consider a càdlàg process X satisfying condition (1.3).

Lemma C.2. For all c > 0,
1{|x|>c} ⋆ µ

X ∈ A+
loc.

Proof. It is enough to prove the result for c ≤ 1. We have

1{|x|>c} ⋆ µ
X =

1

c2
c2 1{|x|>c} ⋆ µ

X ≤ 1

c2
(|x|2 ∧ 1) ⋆ µX

and the result follows by (1.3) and Proposition C.1.

Lemma C.3. Let v : R+ × R → R be a locally bounded function. Then for all 0 < a0 ≤ a1,

|v(s,Xs− + x) − v(s,Xs−)|1{a0<|x|≤a1} ⋆ µ
X ∈ A+

loc.

Proof. Without restriction of generality, we can take a0 < 1 ≤ a1. Since Xs− is càglàd, it is
locally bounded, and therefore we can consider the localizing sequence (τn)n such that, for every
n ∈ N, τn = inf{s ∈ R+ : |Xs−| ≤ n}. Then, for every n ∈ N, on [0, τn],

1[0, τn](s)|v(s,Xs− + x) − v(s,Xs−)|1{a0<|x|≤a1} ⋆ µ
X ≤ 2 sup

y∈(−n−a1,n+a1)
|v(s, y)|1{a0<|x|≤a1} ⋆ µ

X

≤ 2 sup
y∈(−n−a1,n+a1)

|v(s, y)|1{|x|>a0} ⋆ µ
X

that belongs to A+ by (1.3) and Lemma C.2.

We now recall the following fact, which constitutes a generalization of Proposition 4.5 (formula

(4.4) and considerations below) in [4], obtained replacing 1{|x|≤1} with k(x)
x , with k ∈ K.
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Proposition C.4. Let v : R+ × R → R be a function of class C0,1. Then, for every k ∈ K,

|v(s,Xs− + x) − v(s,Xs−)|2 k
2(x)

x2
⋆ µX ∈ A+

loc.

In particular, the process (v(s,Xs− +x)− v(s,Xs−))k(x)x ⋆ (µX − νX) is a square integrable purely
discontinuous local martingale.

We continue by giving a basic lemma.

Lemma C.5. Let k ∈ K. The maps

(i) v 7→ (v(s,Xs− + x) − v(s,Xs−))
x− k(x)

x
⋆ µX =: Dv,

(ii) v 7→ (v(s,Xs− + x) − v(s,Xs−))
k(x)

x
⋆ (µX − νX) =: Mv,d,

from C0,1 with values in D
ucp are well-defined and continuous.

Proof. Let T > 0.
(i) For every v ∈ C0,1, the process Dv is defined pathwise. Indeed, let a0 > 0 such that k(x) = x
for x ∈ [−a0, a0]. Then

sup
t∈[0, T ]

∣

∣

∣

∫

]0, t]×R

(v(s,Xs−(ω) + x) − v(s,Xs−(ω)))
x − k(x)

x
µX(ds dx)

∣

∣

∣

≤ C
∑

0<s≤T

|∆v(s,Xs)|1{|∆Xs|>a0}, (C.2)

for some constant C = C(k). Since the number of jumps of X larger than a0 is finite, previous
quantity is finite a.s.

Let vℓ → 0 in C0,1 as ℓ → ∞. The continuity follows since replacing v by vℓ, (C.2) converges
to zero a.s., taking into account that vℓ converges uniformly on compact sets.

(ii) For every v ∈ C0,1, Mv,d is a square integrable local martingale by Proposition C.4. Moreover,
again by Proposition C.4, taking v = Id, we have |k(x)|2 ⋆ νX ∈ A+

loc.
Let τ1n := inf{t ≥ 0 : |Xt−| ≥ n} and τ2n ↑ ∞ be an increasing sequence of stopping times

such that
∫

]0,τ2n]×R
|k(x)|2νX(ds dx) ∈ A+ and Mv,d

τ2n∧·
is a square integrable martingale. Take

τn := τ1n ∧ τ2n. At this point, let us fix ε > 0. We have

P

(

sup
t∈[0, T ]

|Mv,d
t | > ε

)

= P

(

sup
t∈[0, T ]

|Mv,d
t | > ε, τn ≤ T

)

+ P

(

sup
t∈[0, T ]

|Mv,d
t | > ε, τn > T

)

≤ P

(

τn ≤ T
)

+ P

(

sup
t∈[0, T ]

|Mv,d
τn∧t| > ε

)

.

Let us now choose n0 ∈ N in such a way that there exists δ > 0 such that P(τn ≤ T ) ≤ δ for all
n ≥ n0. For n ≥ n0, applying the Chebyshev inequality, previous inequality gives

P

(

sup
t∈[0, T ]

|Mv,d
t | > ε

)

≤ δ + P

(

sup
t∈[0, T ]

|Mv,d
τn∧t| > ε

)

≤ δ +
E

[

supt∈[0, T ] |Mv,d
τn∧t|2

]

ε2
. (C.3)

By Doob inequality we have

E

[

sup
t∈[0, T ]

|Mv,d
τn∧t|2

]

≤ 4E[|Mv,d
τn∧T

|2] = 4E
[

〈Mv,d,Mv,d〉τn∧T
]

. (C.4)
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Denoting by [−m,m] the compact support of k, we have

〈Mv,d,Mv,d〉τn∧T ≤
∫

]0, τn∧T ]×R

∫ 1

0
da|∂xv(s,Xs− + ax)|2|k(x)|2νX(ds dx)

≤ sup
y∈[−(m+n),m+n],s∈[0, T ]

|∂xv(s, y)|2
∫

]0,τn∧t]×R

|k(x)|2νX(ds dx). (C.5)

Collecting (C.4) and (C.5), inequality (C.3) becomes

P

(

sup
t∈[0, T ]

|Mv,d
t | > ε

)

≤ δ +
4

ε2
sup

y∈[−(m+n),m+n],s∈[0, T ]
|∂xv(s, y)|2 E

[

∫

]0,τn∧t]×R

|k(x)|2νX(ds dx)
]

.

Let us now show the continuity with respect to v. Let vℓ → 0 in C0,1 as ℓ→ ∞. Previous estimate
shows that

lim sup
ℓ→∞

P

(

sup
t∈[0, T ]

|Mvℓ,d
t | > ε

)

≤ δ.

By the arbitrariness of δ this shows that (Mvℓ,d) converges to zero u.c.p.

Lemma C.6. Let k1, k2 ∈ K. Then |k1(x) − k2(x)| ⋆ νX ∈ A+
loc.

Proof. Let a0 such that k1(x) = k2(x) = x on [−a0, a0]. Then

|k1(x) − k2(x)| ⋆ νX = |k1(x) − k2(x)|1{|x|>a0} ⋆ ν
X ≤ (||k1||∞ + ||k2||∞)1{|x|>a0} ⋆ ν

X

that belongs to A+
loc by Lemma C.2.

Lemma C.7. Let v : R+×R → R be a locally bounded function. Condition (3.8) is equivalent to

(v(s,Xs− + x) − v(s,Xs−))
k(x)

x
∈ G1

loc(µ
X), ∀k ∈ K.

Proof. Let k1, k2 ∈ K. It is enough to show that
∣

∣

∣
(v(s,Xs− + x) − v(s,Xs−)) k1(x)−k2(x)

x

∣

∣

∣
⋆ µX ∈

A+
loc. Let a0, a1 > 0 such that k1(x) = k2(x) = x on |x| ≤ a0 k1(x) = k2(x) = 0 for |x| > a1. We

have

∣

∣

∣
(v(s,Xs− + x) − v(s,Xs−))

k1(x) − k2(x)

x

∣

∣

∣
⋆ µX

=
∣

∣

∣
(v(s,Xs− + x) − v(s,Xs−))

k1(x) − k2(x)

x

∣

∣

∣
1{a0<|x|≤a1} ⋆ µ

X

≤ ||k1||∞ + ||k2||∞
a0

1{a0<|x|≤a1} ⋆ µ
X

that belongs to A+
loc by Lemma C.3.
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D Recalls on discontinuous semimartingales and related Jacod’s martingale
problems

We recall that a special semimartingale is a semimartingale X which admits a decomposition
X = M+V , where M is a local martingale and V is a finite variation and predictable process such
that V0 = 0, see Definition 4.21, Chapter I, in [30]. Such a decomposition is unique, and is called
canonical decomposition of X, see respectively Proposition 3.16 and Definition 4.22, Chapter I,
in [30]. In the following we set K̃ := {k : R → R bounded: k(x) = x in a neighborhood of 0}.

Assume now that X is a semimartingale with jump measure µX . Given k ∈ K̃, the process
Xk = X −∑

s≤·[∆Xs − k(∆Xs)] is a special semimartingale with unique decomposition

Xk = Xc +Mk,d +Bk,X , (D.1)

where Mk,d is a purely discontinuous local martingale such that Mk,d
0 = 0, Xc is the unique

continuous martingale part of X (it coincides with the process Xc introduced in Proposition 3.2),
and Bk,X is a predictable process of bounded variation vanishing at zero.

Let now (Ω̌, F̌ , F̌) be the canonical filtered space, and X̌ the canonical process. According
to Definition 2.6, Chapter II in [30], the characteristics of X associated with k ∈ K̃ is then the
triplet (Bk, C, ν) on (Ω,F ,F) such that the following items hold.

(i) Bk is F̌-predictable, with finite variation on finite intervals, and Bk
0 = 0, i.e., Bk,X = Bk ◦X

is the process in (D.1);

(ii) C is a continuous process of finite variation with C0 = 0, i.e., CX := C ◦X = 〈X̌c, X̌c〉.

(iii) ν is an F̌-predictable random measure on R+ × R, i.e., νX := ν ◦X is the compensator of
µX .

Theorem D.1 (Theorem 2.42, Chapter II, in [30]). Let X be an adapted càdlàg process. Let
Bk be an F̌-predictable process, with finite variation on finite intervals, and Bk

0 = 0, C be an
F̌-adapted continuous process of finite variation with C0 = 0, and ν be an F̌-predictable random
measure on R+ × R. There is equivalence between the two following statements.

(i) X is a real semimartingale with characteristics (Bk, C, ν).

(ii) For each bounded function f of class C2, the process

f(X·) − f(X0) − 1

2

∫ ·

0
f ′′(Xs) dC

X
s −

∫ ·

0
f ′(Xs) dB

k,X
s

−
∫

]0,·]×R

(f(Xs− + x) − f(Xs−) − k(x) f ′(Xs−)) νX(ds dx) (D.2)

is a local martingale.

Remark D.2. Assuming item (i) in Theorem D.1, if f is a bounded function of class C1,2, formula
(D.2) can be generalized into

f(t,Xt) − f(0,X0) −
∫ t

0

∂

∂s
f(s,Xs)ds−

1

2

∫ t

0

∂2

∂x2
f(s,Xs) dC

X
s −

∫ t

0

∂

∂x
f(s,Xs) dB

k,X
s

−
∫

]0,t]×R

(

f(s,Xs− + x) − f(s,Xs−) − k(x)
∂

∂x
f(s,Xs−)

)

νX(ds dx), t ∈ [0, T ].
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Itô’s formula and semimartingale characterization. Random Oper. Stochastic Equations, 12(2):145–
184, 2004.
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