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Abstract 

 

Purpose. Endovascular revascularization is becoming the established first-line treatment of peripheral 

artery disease (PAD). Ultrasound (US) imaging is used pre-operatively to make the first diagnosis and is 

often followed by a CT angiography (CTA). US provides a non-invasive and non-ionizing method for the 

visualization of arteries and lesion(s). This paper proposes to generate a 3D stretched reconstruction of the 

femoral artery from a sequence of 2D US B-mode frames.  

 

Methods. The proposed method is solely image-based. A Mask-RCNN is used to segment the femoral 

artery on the 2D US frames. In-plane registration is achieved by aligning the artery segmentation masks. 

Subsequently, a convolutional neural network (CNN) predicts the out-of-plane translation. After processing 

all input frames and re-sampling the volume according to the vessel’s centerline, the whole femoral artery 

can be visualized on a single slice of the resulting stretched view. 

 

Results. 111 tracked US sequences of the left or right femoral arteries have been acquired on 18 healthy 

volunteers. 5-fold cross-validation was used to validate our method and achieve an absolute mean error of 

0.28 ± 0.28 mm and a median drift error of 8.98%. 

 

Conclusion. This study demonstrates the feasibility of freehand US stretched reconstruction following a 

deep learning strategy for imaging the femoral artery. Stretched views are generated and can give rich 

diagnosis information in the pre-operative planning of PAD procedures. This visualization could replace 

traditional 3D imaging in the pre-operative planning process, and during the pre-operative diagnosis phase, 

to identify, locate, and size stenosis/thrombosis lesions. 
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1 Introduction 

Lower limb peripheral artery disease (PAD) is a common and serious disease. The treatment of PAD has evolved 

considerably, with endovascular revascularization techniques becoming the established first-line treatment for 

peripheral artery lesion(s) [1, 2]. A typical scenario begins with Doppler ultrasound (US) to establish the diagnosis 

and provide a morphological and hemodynamic description of the lesion(s), Doppler US is indeed the first line 

imaging technique when discussing revascularization [3]. It is sometimes followed by another morphological 

examination such as CT angiography (CTA) or, less frequently, MR angiography (MRA). MRA is less accessible 

and more expensive than other imaging techniques. The main limit of using CTA is the radiation exposure for the 

patient and the contrast agent injection, which can be contraindicated for some patients due to its nephrotoxicity. 

However, the CTA is useful to give a 3D visualization of the patient’s anatomy to the surgeon. Indeed, the Doppler 

exam only leads to a Doppler report containing all the hemodynamics measures but does not present a full 

visualization of the arteries anatomy with localization information. In any case, an arteriography with intent to 

treat is performed in the operating room (OR). The purpose of this intra-operative angiography is to fully identify 

and map lesions to be able to navigate and treat them under X-ray fluoroscopic guidance. This phase can be referred 

to the diagnosis phase. However, angiography and fluoroscopy acquisitions generate high levels of radiation to the 

patient and medical staff and the use of contrast agent has to be limited due to its nephrotoxicity. 

3D US provides a non-invasive and non-ionizing method for the visualization of arteries and could be easily 

integrated within the patient care. Pre-operatively, 3D US could help to visualize lesions and enhance the diagnosis 

step. The main disadvantages are their price and limited field of view, preventing the visualization of the whole 

artery with a single acquisition. Therefore, a variety of US volume reconstruction techniques from a set of 2D US 

frames have been proposed to compensate for this limitation [4]. Among these methods, mechanical scanning 

techniques [5] are opposed to freehand scanning approach based on tracking devices [6, 7]. The tracking devices 

can be optical or electromagnetic and requires a sensor to be attached to the probe. The electromagnetic tracker 

has a smaller tracking area and suffers from interferences caused by surrounding metal instruments. Concerning 

the optical tracker, the line of sight of the camera must not be obstructed, which can be annoying for complex 

scanning trajectories. Freehand US is the most cost-effective and convenient method for reconstruction and offers 

freedom of movement to the practitioners.   

Recently, deep learning-based reconstruction methods have emerged and get rid of tracking systems which can be 

expensive, cumbersome, and avoid the practitioner’s concerns about tracking signals. Prevost et al.  [8] used a 

convolutional neural network (CNN) to estimate the relative motion between two consecutives frames in a 2D US 

sequence to reconstruct an US volume. They used US sequences acquired on phantoms, forearms, and lower legs. 

The network takes two frames as input and outputs the motion between them in terms of translation (3 axes) and 

rotation (3 axes). An optical flow field is also computed and stacked with the input pair to improve in-plane motion 

estimation. In another study, they gave extra information to their network by fixing an inertial measurement unit 

(IMU) on the probe which helps the network estimating orientations [9]. In the context of transrectal US (TRUS), 

Dupuy et al. registered each 2D US frame with a preoperative US volume by estimating the rotations between the 

current live 2D US frame and the preceding one [10]. They used a deeper network that also takes a pair of frames 

as input with the associated optical flow and outputs the relative rotation between them. They give additional 

information to the network such as the probe tracking sensor information and the prior trajectory information from 

the last registration result. In [11], a ResNet34 architecture was used as the localization network. They used 

FlowNet to extract motion features since they observed that the Farnebäck optical flow estimation was not always 

accurate. Moreover, they add a consistency loss function term used in stereo vision. They showed that their method 
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leads to better results than the method of Prevost et al. (without IMU), except for the out-of-plane translation. 

Using TRUS data, with the same purpose of providing more information to the network, a 3D CNN has been 

designed to take more than two consecutives frames as input to add more temporal information [12]. They used a 

3D CNN that takes a volume as input data containing a set of consecutives frames to estimate the global motion 

between the first and the last frame. Unlike previous works, they did not explicitly give motion features to the 

network. With a different approach, Luo et al. combined a recurrent convolutional LSTM backbone with self-

supervised learning and adversarial learning to avoid irregular reconstructions [13].  They proposed an end-to-end 

online learning framework that enables the global optimization from slice-to-slice transformation to the final 

volume reconstruction. That leads to more robust results on complex sequences.  

In this study, a method to generate a stretched reconstruction of the femoral artery from a sequence of 2D US is 

proposed without any additional device (tracking device or IMU). In the area of vascular visualization and in the 

context of PAD, stretched views offer a rich 2D representation of tubular structures from 3D data [14]. By re-

sampling the volume according to the vessel’s centerline, the target vessel becomes fully visible on a single slice. 

These views are used to size the lesions as they include relevant information for diagnostic purposes such as artery 

diameter or length and localization of lesions. The term reconstruction is employed because the US volume is 

directly built for this view. Even though this technique disregards orientation and leads to anatomical deformations, 

stretched views offer a sufficient visualization for diagnostic and planning purposes. The femoral artery has indeed 

very low curvature, the scan trajectory to acquire a sequence on the femoral artery is indeed almost linear. The 

translation estimate in the longitudinal axis is sufficient to generate stretched views. 

2 Method 

The proposed method is decomposed into four main steps. The overall workflow is depicted in Fig. 1. Firstly, a 

Mask R-CNN is used to segment the artery on 2D US frames. The generated segmentation mask allows aligning 

frames of a pair according to both femoral artery’s barycenters. Then, the aligned stacked frames are used as input 

for a CNN which estimates the out-of-plane translation in the longitudinal axis. Finally, stretched views are 

generated using the entire 2D sequence. Since the need for artery alignment before longitudinal motion estimation 

is an open question, the use of the CNN directly on the original frames was also evaluated. 

2.1 Ground Truth Acquisition 

2D US B-mode sequences were collected on healthy subjects using the Aixplorer® echograph from Supersonic 

Imagine and an optical tracking device (NDI Polaris Spectra). An optical sensor was fixed on the probe and spatial 

calibration has been achieved using an N-wire phantom and the PLUS toolkit software [15]. Spatial calibration is 

indeed required to determine the transformation between a pixel of the US frame and the tracked sensor.  

For each frame of the US sequences, a 4x4 transformation matrix was provided by the optical tracking system. In 

this manner, for each pair of consecutive US frames, two transformation matrices were provided Ti and Ti+1 

corresponding to the position of the first and the second frame, respectively. To assess the relative motion and for 

axes standardization between the pairs, both transformation matrices were projected on Ti such that the resulting 

T’i is the identity and T’i+1 the relative displacement between them. tz was then extracted from T’i+1. It represents 

the out-of-plane displacement between the frames and served as ground truth.  
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111 tracked US sequences (40788 2D frames) of the left or right femoral artery were acquired on 18 healthy 

volunteers by two different operators. All sequences were recorded from the beginning of the thigh to the knee 

following the femoral artery (proximal to distal).  

2.2 Artery Segmentation and Frame In-Plane Alignment 

A Mask R-CNN with inception backbone was used to segment the femoral artery. Trained weights on the COCO 

dataset were used for initialization. Since there is only one femoral artery in the considered frames, the network 

was constrained to keep only the mask with the highest detection probability. US sequences were manually 

annotated using LabelMe [16] to feed the Mask R-CNN.  A total of 12 out of the 111 sequences from 6 volunteers 

were manually segmented. The database was split into 6 (4 volunteers, 2073 frames), 3 (1 volunteer, 702 frames), 

and 3 (1 volunteer, 1004 frames) sequences for training, validation, and testing, respectively. 

The network was optimized with the TensorFlow’s Object Detection API using gradient descent with a fixed 

learning rate of 1x10-4 and a momentum coefficient of 0.9 to speed up the convergence. Random horizontal flip 

was used for data augmentation since similar information is present between the frame of the leg and the flipped 

frame from the other leg. The batch size was set to 1 due to memory limitations. An input size of 688×688 was 

used to preserve the initial pixel size of 0.056mm to keep the maximum of image information. 

Dice scores were calculated between the manual segmentation and the output masks of the network to evaluate the 

resulting model. 

The entire database was segmented using the final trained network. To handle with false negative cases, we 

performed spatial interpolation of the output masks through the sequences. The position and the shape of masks 

were linearly interpolated to generate masks on the frames where the network did not detect the artery. The 

interpolation process stopped when the artery was not detected on more than 10 consecutives frames. In this way, 

all sequences have been shortened and have been cut when the artery goes too deep and disappears from the US 

frames. All frames can then be aligned by considering their mask’s barycenter. 

Fig. 1. Overview of the global workflow. 
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2.3 Out Of Plane Motion Estimation 

Because neural networks need a fixed input size, an input placeholder of 2 channels was created with enlarged 

height and width so it could contain an aligned pair of frames. The first frame was centered in the placeholder’s 

first channel. Then, the second frame was included by aligning both barycenters. The contrast of all input frames 

was improved using contrast limited adaptive histogram equalization (CLAHE). 

The network predicts the relative longitudinal motion (in mm) between the input registered pair of frames. The 

CNN contains 3 convolutional layers, 2 max-pooling layers, and 2 fully connected layers. Regarding the limited 

size of our database and the single out-of-plane translation to estimate, 3 convolutional layers were sufficient to 

prevent overfitting and reduce the complexity of the extracted features. The L1 loss function was used as the 

criterion to be minimized during training.  

5-fold cross-validation was used for training and validation. This validation process has been shown to be statically 

relevant for such small datasets [17]. For each fold, the whole 111 tracked US sequences of the 18 volunteers were 

used and split into 10 volunteers for training, 4 volunteers for validation, and 4 volunteers for testing. Each set 

contained data acquired by both operators. Between 13087 and 15687, 4323 and 4916, and 4058 and 5789 

consecutives pairs of original frames were obtained for each fold for training, validation, and testing respectively. 

Data augmentation was eventually applied by horizontally mirroring each frame during the training phase. The 

network was implemented by using the publicly available Pytorch library. The Adam optimizer was with a fixed 

learning rate of 1×10-4. The input placeholder shape was set to 530×530 to allow all our training pairs to be aligned. 

All the models converged between 13 and 16 epochs.  

2.4 Stretched Reconstruction 

All frames were aligned according to the position of the femoral artery, by centering the segmentation mask on all 

frames. The out-of-plane motion, provided by the CNN, allowed building a 3D volume, with the femoral artery at 

its center. Since the images are not uniformly spaced in the out-of-plane axis, a linear interpolation is applied to 

generate the final volume.  Finally, 2d cutting planes centered on the femoral artery were generated to produce 

visualizations of the full artery lumen. 

Two metrics were used for evaluating 3D reconstructions. The relative frame-to-frame longitudinal error, which 

represents the absolute difference between the estimation of our CNN and the ground truth acquired through the 

optical tracker, was employed. In addition, the final drift error was also used to evaluate the impact of error 

accumulation. The final drift error refers to the absolute difference between the position of the last frame of the 

volume reconstructed with the position provided by the tracker (i.e., ground truth) compared to the position 

calculated with the network outputs. 

Only sequences longer than 10 cm were considered to compute the drifts errors, representing 70% of all our 

sequences. Our method was compared to a naïve method and a 1-axis CNN. The naïve method, also called the 

linear motion method, consisted of computing the average out-of-plane translation on the training dataset and 

applying it to each frame of a sequence. The 1-axis CNN corresponds to the same network used in our method but 

without artery alignment, by simply taking each pair of consecutives frames as input.  
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3 Experiments and Results 

3.1 Femoral Artery Segmentation 

The network was trained during 30 epochs. On the testing database of 1004 frames, our network reached a false 

negative rate of 7% and a mean dice score of 0.90 computed on the true positive cases. Only two frames presented 

a false positive detection, where the network segmented the genicular artery bifurcation instead of the femoral 

artery. Example of artery segmentation results are shown in Fig. 2. The inference time was relatively low with an 

average of 0.85s per frame on a standard CPU.  

3.2 Out-of-plane Movement Estimation and Stretched Reconstruction Evaluation 

Results of the stretched reconstruction method in comparison with other methods are summarized in Table 1. The 

proposed method presents similar precision in term of average absolute error than the CNN without artery 

alignment. However, it results in a statistically significant lower final drift with an average drift of 17.45mm. 

Because the total lengths of the sequences can vary (between 102 and 272 mm), final drift errors, expressed as 

percentages of the total artery’s length, are depicted in Fig. 3. Paired two-sample t-tests were performed, and p-

values of less than 0.01 between our method and the other method were obtained. Examples of final stretched 

views reconstructed with the different methods and the absolute position error of frames in the sequences are 

illustrated in Fig. 4.  

Fig. 2. Examples of the mask R-CNN segmentation results on test frames with the ground truth delimited in red and 

the inference segmentation in green. (a, b, c, d) True positives detections (93% of the database) with dice scores of 

0.85, 0.88, 0.92 and 0.92 respectively. (e) False negative case (7%). (f) A case of both false negative and false positive 

(0.2%) case where the network segments the genicular bifurcation of the femoral artery. 

 

 a  b  c  

 d  e  f 
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The average inference time for a pair is 1ms. Taking into account the segmentation process, around 0.85s is needed 

to process a new frame with our method.  

4 Discussion 

A complete method for generating stretched reconstruction of the femoral artery is presented. The generated 

volumes provide rich diagnosis information. Planes can easily be extracted to give a direct visualization of the 

artery allowing fast artery diameter measurement and lesion sizing. 

The proposed approach was compared to a naïve method of applying a single inter-frame distance calculated on 

the training database. It would have been of interest to adapt this method by measuring the total length of each 

sequence at the time of acquisition and using this length to estimate an interframe distance for each sequence. 

While this method would reduce the final drift error, it would suffer from potential inaccuracies when measuring 

the total length and would remain limited in case of sequences with speed variations.  

Our method was not compared to 6 degrees of freedom CNN [9] since it disregards orientation and approximates 

in-plane motion by centering the artery. Thus, the reconstructed volume contains anatomical deformations beside 

the artery, whereas the 6 degrees of freedom CNN is designed to build a full US volume. The impact of not 

considering orientation in our reconstruction method was estimated by extracting orientation through all sequence 

acquisitions with the optical tracker. The three Euler angles have been computed and the absolute difference 

between 2 successive frames in all the sequences in our database was on average 0.07, 0.07, 0.08 degrees for roll, 

Fig. 3. Comparison of reconstruction methods according to final error drift rates per sequence.  

Table 1. Performance results of different methods on the femoral artery dataset (test set). 

Methods 

Frame to frame out-of-plane translation    
error (mm) 

Final drift error (mm) 

Min Median Max Average Min Median  Max Average 

Linear Motion 0 0.32 4.06 0.40 2.6 33.18 105.26 37.43 
1-axis CNN 0 0.19 3.19 0.27 0.05 17.12 82.90 19.75 

1-axis CNN with 

artery alignment 0 0.2 2.85 0.28 0.18 13.42 68.31 17.22 
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pitch, and yaw, respectively. The relatively small rotational motion in our sequences demonstrates the low 

tortuosity of the femoral artery and justifies ignoring orientations in our method.  

Fig. 4. A good case of final stretched views of the femoral artery where the out-of-plane motion was provided by ground truth 

(a), linear motion (b), 1-axis CNN (c), 1-axis CNN with artery registration (d) and the corresponding drifts errors. The absolute 

frame position errors of the reconstructed views are represented in the graph. The final drift error of the 1 axis CNN with artery 

segmentation is 0.6 mm. The artery is delimited in green. All stretched views were built from artery-centered frames to allow 

artery visibility.  
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The results on femoral artery segmentation are satisfying considering the small size of our training database (2073 

frames). To minimize false negatives, some ground truth segmentations were made on frames where the femoral 

artery was not distinctly visible. The segmentation gives a clear view of the artery and allows direct quantitative 

measurements of diameters. 

Many hyperparameters had to be optimized to design the out-of-plane motion CNN. Tests were performed on the 

number of convolution layers, the size of fully connected layers, or the type of optimizer to use. Experiments were 

also carried out by including pairs of non-consecutives frames, but it degraded the performance of the network. 

The network was also evaluated using the L2 loss to minimize frame to frame large errors but without success. 

Extra channels have been added to the input to add the optical flow field using Farnebäck estimation, but it didn’t 

improve the network performance since it only focuses on out-of-plane translation. The consistency loss function 

was not tested for the same reason. 80% of the test database showed a final drift of less than 15% with our 

reconstruction method, which is compatible with lesion lengths computation in PAD procedures. The high 

maximum final drift errors came from sequences for which the operator scanned the artery with more abrupt 

gestures. The final drift error is particularly meaningful for our application since it measures the length error of 

the reconstructed artery and evaluates the cumulated error. Experiments were performed on input frame pixel size 

concluding that a resolution of 0.15 mm was optimal. Higher resolution led to too large input frames and limited 

our batch size. Lower pixel size degraded input image information and decreased our final precision. The two 

CNN-based reconstruction methods outperformed the linear motion approach. The artery alignment before the 

estimation of the out-of-plane motion had a positive influence on the result. A significant in-plane motion was 

observed: for each centimeter of longitudinal displacement, an averaged in-plane displacement of 1.14, and 

2.13 mm for the left-right and the anteroposterior axis, respectively, were measured. Even if the segmentation 

process is time-consuming, the time needed to generate stretched views for a sequence is still compatible with pre-

operative constraints.  

The US frames used in this work were grabbed after the echograph processing when the frames are displayed on 

the operator screen. Speckle filtering was strongly reduced, but speckle reduction was still present. Assessing 

original data before the echograph processing could certainly be of interest to capture other features in frames and 

improve the network performance. 

Tests still have to be performed on the use of a 3D CNN with 3D kernels to use more than 2 consecutives frames 

as input to estimate the global transformation as in [12]. A sensibility study on patients suffering from PAD is also 

needed to evaluate the diagnostic capabilities of this approach. If the added value of this approach for pre-operative 

planning of PAD procedures is clear, the integration in the intra-operative workflow would need further works. 

The registration of intra-operative live 2D US frame on the pre-operative stretched reconstruction could guide the 

surgeon during the procedure, leading to contrast-free and radiation-free PAD procedures. 

The artery is distinctly visible on stretched views showing its diagnosis interest. Fig. 5 shows an example of 

diameter measurement through a sequence using the segmentation masks. The sequence was acquired by a third 

operator on a patient with benign hypoechoic plaques. A non-pathological narrowing of the artery can be seen at 

175 mm. Stretched views allow to directly identify, locate, and size lesions in terms of diameter and length. This 

work is the first step to integrate 3D US reconstruction in the PAD procedure workflow and patient care. The 

stretched view can be useful in the pre-operative diagnosis and procedure planning to identify and map all lesions 

in a more efficient and visual manner than the actual clinical workflow, which often only includes 2D frames. 

These representations could be directly integrated into the patient record. It could be a strong alternative to MRA 
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or CTA in terms of cost and ease of use, but also to the intra-operative arteriography. The proposed method could 

encourage to routinely perform pre-operative sizing in PAD procedures. 

5 Conclusion 

This paper introduced a deep-learning-based stretched reconstruction method from 2D freehand US for PAD. An 

initial in-plane alignment based on the segmentation of the femoral artery before estimating the out-of-plane 

translation is proposed. Our method showed superior performance compared to other methods in terms of drift 

error. The generated views can be integrated into the patient record and offer a clear visualization of the patient’s 

anatomy to the surgeon.  

 

Conflict of Interest: The authors declare that they have no conflict of interest. 
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Fig. 5. Example of the femoral artery’s diameter measurement through a sequence. Stretched views of the corresponding 

sequence are represented on the right in the sagittal and the coronal plane. 
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