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HARPAGON: An energy management framework
for attacks in IoT networks

Emilie Bout, Valeria Loscri, Antoine Gallais

Abstract—The Internet of Things (IoT) represents an eclectic
paradigm that is still growing in popularity. However, security
aspects are a major concern for IoT devices due to their
applications and the amount of sensitive data they provide.
Simultaneously, the energy constraint in IoT networks remains
a significant issue due to their limited resources. To reduce their
energy consumption, several IoT protocols have integrated the
energy-saving mode which offers four operating modes. On the
basis of these four states, we derive an analysis framework,
named HARPAGON, allowing an attacker to maximize his
attack efficiency and minimize his impact in terms of energy
consumption. Indeed, the effectiveness of many attacks depends
principally on the state of the attacker and the victim at the
same time. HARPAGON with the help of Markov Chains Theory
allows to model the interaction between the attacker and its
victims. In this paper, we demonstrate the effectiveness of the
framework coupled to a jamming attack by comparing it to
other types of jamming attacks. Experimental results reveal
HARPAGON combined with jamming attack drastically reduces
the performance of the network, with an impact on the Packet
Error Rate (PER), which is around 13% higher than the reactive
attack and with a reduced energy budget in respect of other two
well-known “green” jamming attacks.

Index Terms—Green attacks, Energy-Effective, Wireless Net-
works, Markov Chain Theory, Internet of Things (IoT)

I. INTRODUCTION

ANY wireless protocols have been widely proposed
to interconnect and develop IoT networks in recent
years. However, energy consumption in IoT networks remains
a critical issue and developing new systems to reduce this
consumption is essential. Devices alternate between four oper-
ating modes (transmitting, receiving, idle, sleep) to reduce the
expenditure in energy in several IoT protocols. Each mode is
employed for diverse purposes and provides different energy
consumption levels. However, this mechanism can turn into
a new security vulnerability. Several attacks like jamming or
replay attacks aim to force the victim node to stay in the most
consuming states. In parallel, this mechanism can also assist
an attacker to consume less energy by predicting the optimal
time of its attack.
Based on this process and Markov-Chain theory, it is
possible to represent the interaction between an attacker and its
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victim and predict the moment of the attack. In this paper, we
take the point of view of the attacker. We consider an aware
wireless attacker node, able to switch between transmitting,
receiving, idle, and sleep state in order to implement an
effective attack. In [1], [2], [3] and [4], authors show the
effectiveness of the neighbour discovery process based on the
alternating/switching states of the wireless nodes in inquiry,
scan and sleep state. We derive a similar theoretical framework
specific for modelling an attacker node. Since the attacker
is considered as a conventional node of the network, this
framework is also available for representing a transmitter
node. The main objective of our work is to derive an ana-
Iytical framework based on Markov Chain Theory in order
to characterise the different states of a typical wireless node.
The derived analytical framework allows the attacker node to
compute the probability of staying in each state in order to
achieve the following objectives: a) Maximisation of the attack
effectiveness as the probability that attack occurs in a timely
manner (i.e., during the time slots used by the communicating
victim node) by minimising the energy expenditure; b) Given
a certain limitation cost, the maximisation of the probability
that the attack is occurring in a certain time interval. This
framework, named HARPAGON, can be applied to various
types of attacks where their effectiveness essentially depends
on the respective states of both the attacker and the victim.
In attacks against the privacy as Secondary Usage (SU) [5],
data are collected for different usage than the one initially
consented to by data owners. For SU attacks, an attacker
should spend its listening time in an effective way, in order
to collect the maximum information while spending as little
energy as possible. Similarly, in the case of jamming attacks,
it is paramount that the attacker transmits in the same time as
the victim, while spending the minimum energy. In this paper,
we coupled HARPAGON with a jamming attack and evaluated
its performance against different strategies of jamming attacks.

Our main contributions are summarised as follows:

o We develop a new framework to perform several types
of attacks while minimising their energy and maximising
their effectiveness.

¢ We detail a security analysis based on a formal framework
TIoTSAT [6]. IoTSAT is designed to automatically reveal a
complex chain of attack vectors related to the predefined
adversary goal. Based on this, we show the end goal
of the attacker and the different attack vectors that the
framework can exploit.

o After a concise mathematical analysis and estimation on
Mathematica, we evaluate our framework with two types
of attack in a real testbed. We prove their effectiveness



by comparing their impact and energy consumption with
other existing strategies of attack.

o We discuss a real use case of this framework. We demon-
strate that this type of framework has consequences on
the performance of a network (delayed reception) but also
repercussions on the energy consumption of the victims.

The rest of the paper is organised as follows. After a

brief discussion about the related works in Section II, we
describe the analytical framework modelling the attack process
in Section III. In Section IV, we explain the performance of
the system, and we analyse the theoretical results based on
the attack probability and the cost factor. After this theoretical
evaluation, we present the results obtained with HARPAGON
in a real testbed, in Section V. Section VI describes a real use
case with a WiFi system under different jamming attacks and
provides our concluding remarks.

II. RELATED WORKS

The issue of security in the context of IoT is not recent.
Many researchers are trying to improve this point by creating
both security systems [7] and new attacks.

Indeed, taking the point of view of an attacker allows the
discovery of new vulnerabilities and therefore the improve-
ment of defence methods. More and more works concerning
the invention of attacks are emerging. Like in [8], where
the authors implement a new periodic jamming attack and
prove it is possible to bypass classical detection mechanisms.
Moreover, works on the use of machine learning for the
implementation of attacks have multiplied in recent years [9].

However, in these numerous works, the consideration of
the attacker’s energy consumption is not taken into account.
Designing attacks without taking action this metric can some-
times be unrealistic. Energy efficiency has become an im-
portant parameter to consider both from the point of view
of the user and the attacker. This is why, studies on “green
attacks” have emerged. In [10], [11], the authors focus on
creating energy-efficient jamming attacks. In [10], authors
create a model where the attacker estimates the distribution of
the transmission period in the learning phase, and schedules
its jamming attack according to this metric. Moreover, they
attempt to optimise the learning and the attacking duration
with the energy constraint. A new metric for evaluating the
effectiveness of an attack relative to its energy consumed is
introduced in [11]. Authors set a strategy of attack to listen and
jam the network while minimising their energy consumption.
They model their problem under an optimisation problem and
try to define several parameters such as the attack mode, the
eavesdropping rate and the optimal jamming power with a
certain energy cost. However, these works focus on creating a
jamming attack with the ability to minimise its listening time
in order to collect information and choose the optimal attack
parameters.

In this paper, we focus on choosing the optimal time to
jam communication without requiring much information about
the network and listening time. In addition, we propose a
framework that can adapt to several types of attacks and
wireless protocols. Compared to previous works, this model
was tested in a real testbed.

III. PROPOSED HARPAGON FRAMEWORK

Generally, the success of an attack depends on its interaction
with its victim. This is the case with eavesdropping attacks
which record communications on networks. Indeed, recording
communications requires the attacker to be in listening mode
at the same time as the target is sending a packet. Likewise,
a jamming attack aimed at corrupting packets can only be
successful if the attacker transmits a signal at the same time
as the communication is taking place. HARPAGON is based
on the interaction between the attacker and the transmitter.
We name this process: Interaction Attacker Transmitter Model
(IATM), it corresponds to the relation between the two nodes.
For the rest of this article, we describe the HARPAGON model
combined with a jamming attack.

Before describing the IATM, we need to describe the
Attacker Node Model (ANM). The ANM represents the states
the attacker node can be in, at a certain time ¢. Specifically, we
associate four different macro states to an attacker node: At-
tack/Transmitting, Listening/Receiving, Idle and Sleep states.
These diverse states reflect the different modes involved in
existing power-saving mechanisms that are implemented in
IoT communication protocols (e.g., IEEE 802.11, Bluetooth).
The transmitter node Tx is characterised with the same macro
states as the attacker node: Transmitting, Receiving, Idle and
Sleep.

We now provide an overview of our HARPAGON frame-
work. The workflow of this framework is described in Fig 1.
As previously explained, HARPAGON is based on the four
operating states present in several IoT communication proto-
cols. Consequently, the first step of the attacker is to identify
the IoT Communication protocol employed by their victim.
The attacker can be equipped of several network interfaces
corresponding to several communication protocols, which use
the four states. It switches between these interfaces until it
finds the communication protocol used by its victim. If the
communication protocol is found, the attacker then chooses the
attack to execute (e.g., jamming, eavesdropping, replay). The
next step corresponds to the choice of the parameter that the
attacker wishes to optimise. Indeed, the goal of HARPAGON
framework is to find the optimal trade-off between the energy
consumption employed by the attacker and the effectiveness
of the attack. Consequently, the attacker can decide to either
maximize its percentage of success (by entering these data)
or minimize its energy consumption according to a defined
probability success threshold. For example, in the former case,
the attacker wants to perform a jamming attack with WiFi
protocol and defines that the latter will have a success rate
of 70%. Thanks to the information provided during these
three steps, the IATM model allows HARPAGON to calculate
the percentage of time that the attack spends in each state.
A full explanation of this calculation is given in the next
section. In the final step, the attacker is able to execute its
attack, by varying the state of its attacking nodes according
to the probabilities obtained previously. Consequently, before
proceeding to calculations, the framework needs to know the
communication protocol used. Moreover, as the attacker is
equipped with several communication interfaces, it has the
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Fig. 1: HARPAGON system flow.

Fig. 2: Markov chain representation of an attacker node.

possibility of attacking multiple devices in a given area.

Before deriving the attacker process as per interaction
between the attacker node and the transmitter node, we now
describe the attacker/transmission model.

A. Attack/Transmission Node Model

This model concerns a single node. As already outlined,
even though the objectives are different, the states for an
attacker node and a transmitter node are as follows:

o Transmit(Tx)/Attack: the attacker sends packets in spe-
cific time slots in order to collide with the packets sent
by a transmitter node. The transmitter sends packets to
communicate with a receiver;

o Receive(Rx)/Listening: the attacker listens to acquire in-
formation of the communication system. The transmitter
is in receiving state in order to receive the acknowledge
packets and to establish the occupancy of the channel.

o Idle(D): the node is not transmitting/attacking neither
receiving/listening but it keeps consuming some amount
of energy since it can switch to Tx/Rx mode;

o Sleep (S): the attacker/transmitter switches to this state
to reduce the power consumption. The amount of energy
consumption associated to this state is assumed to be null
in this work.

In order to model the Attacker/Transmitter Node, we con-
sider Markov Chain Theory and each of the previous states
is assumed as a Macro-State (Fig. 2). In order the attack to
be effective, the jamming node has to transmit in the same
time slot as the transmitter . Let consider M as the number of
time slots the attacker uses for transmitting; its current state at
any instant time ¢ can be T,;, R,;, D or S. In practice, they
represent the state of the Markov chain in which the node
attacks (7};), listens (R,;), is idle or sleeps.

Let us introduce the space state of the attack node F”/, the
attacker node model state can be expressed as:

SOty e FY) ={R,,,...,R

s flapgs

Toryee o Top, DS} (D)

By considering Q“ as the transition rate matrix, we can
represent the transition frequency from a state to another as
the generic element [Q”]s, s, € Q).

By indicating with 7 the steady-state probability vector of
the AN model, we can evaluate it by solving the linear system
of equations:

7 x QW) =0 @
ZseF(«U [WJ]S =1
where [74](; is the generic element of the vector m(4),
namely the probability P to be in a certain state s:
[N = P{S(t) = s} 3)
The transition rate matrix can be represented as:
1 1
T T 0 0
0 _T2 T1 T1
— idle idle idle
Q= L § T Ty “)
Ifac Rx 1
Tra 0 0 Tro

B. Attack Process Model

As already outlined, the Interaction Attacker Transmitter
Model (IATM) is based on the interaction between the attacker
node and the transmitter node. We consider the attacker and
the transmitter alternate between the four different states.

Let us consider that the attacker node starts its attack at
time ¢ > 0. Thus, the jamming node J and the transmitter
node T'x are in the coverage area of each other. The attacker
process state is represented as:

SUATMY () = (5)(t), s () e FV) (5

The state space of the attack process FUATM) is given by
the Cartesian product of the two spaces of the single nodes,
namely:

FUATM) _ p(J) o p(Tz) 6)

We consider an array 7(/ATM) | where a generic element
mATM) (¢) 5 5,1 tepresents the probability that the attack
process at the time ¢ is [S1, Sa):



g ATM) (t)[sl7s2] = P{S(IATM) (t) =

7T(IATM) (t)

(81,8)F (D

and can be computed as:

[ﬂ_(IATM)(t)] — 7_‘,(IATIL{)(O) > eQ(IATM)* (8)

where 7(/ATM )(O) represents the state probabilities array
at the time ¢t = ¢ty when the jamming node starts the attack.

Before the time ¢(, we consider the two processes associated
with the attacker and transmitter nodes are independent and
identically distributed (i.i.d.) and then the 7(/ATM)(0) can
be computed as the Cartesian product of the steady states
probability of each process, that is:

7_‘_(IATI\/[)(O) — 7T(J) X ﬂ_(T:E) (9)

where each factor can be calculated by solving the equations
system as in 2. In particular, Q/ATM) represents the transition
matrix of the rates for the attack process.

The generic element of the matrix QATM) is:

[QUATM 51 )+ (S1,52) = {Q[y) g/if (5] = 53)

(Tx) . o
Qs (B1=51)
o Z(Sl,52)6F(1ATM)_{(51,5;)[Q1ATM]
if (1,95 = (51)",55)}
(10)

The attacker will be able to interfere with the transmitter
node if and only if the 7'z node is transmitting and the attacker
is also sending a packet in the same time slot.

If at the time ¢ the transmitter is emitting on a slot m, the
state of the transmitter node will be S7*)(t) = Tz, and in
the same time slot ¢, the jamming node starts the transmission
on the same slot, then its state will be S(/)(t) = Tz,, and
then it results that:

1(S7.55).(51,52)]

ST2)(t) = Ta,
lim (1) # SY)(t) = Tz, an
Tt

The attack occurs at time ¢ if and only if the conditions
expressed by the equations 11 are satisfied.

The array rates of attack A****“* and more specifically
the generic element [A“**%*]g oy representing the attack rate
when the state of the attack process is (57, S2) can be defined
in respect of the number of slots M as:

. M
[Alattaeh)] o s = Some1 ([QTTM])(51,80), (T, T0))
0, otherwise

(12)
Z'f(Sl, Sg) # (T:L‘,T.’K)
The total rate of attack is then computed as:
p(t) _ 71_IATM(t) " A(attack)* (13)
where A(@ttack)* ig the transposed vector of A(@ttack),

C. No-attack case

Let us indicate with w%’iﬁac}q)

element W%litt‘wk) (t)(s,,5,) Tepresents the probability that the

state of the attacker in respect of the transmitter node is
(51, S2) by considering that there is no attack:

(t) the array where the generic

[ (attack)'(t ]

Trot )] = P{STATM () = (81, 8,) | T >t} (14)

In order to evaluate Hgﬁ;tt“k) (t) we need to consider the

Qfﬁﬁ%ok matrix of states transition rates, since no attack
occurs. The matrix QZATM ~ can be computed by QTATM.

Let us consider that:

noattac

ITATM

IATM
noattack — Q

5)

The elements of the matrix for which the attacker tries to
attack are set to zero. Thus, for each pair of the states of the
attack process [(S],S5), (S} Sy]) € {FUATM) 5 p(TATM)Y
satisfying one of the following conditions:

Sy # 8| = TamandSy = Sy = Ty, ¥m < M (16)
S; =8, = TxmandSy # Sy = Ty, ¥m < M
we put: TATM
[Qroattack](s], 5,50 55y = O a7
then we can compute:
ITATM
%ng(t) — gUATM) (0) x e@noattack*t (18)
On the basis of the equation p(t) = 7/ ATM) ()5 ATATM)x

characterizing the total frequency of attack, we can derive:

IATM % A(attuck)*

pr>t(t) = mr5y (19)

Let us consider now the attack process represented as
a Markov Chain with four states. The matrix of the state
transitions rate Q(/ATM) is a matrix 16 x 16, where the generic
element can be computed as:

QUAT s sy). (759 =
1

Tiprp
if(S; = S{andSy = IDLE # S,)
07‘(51 = IDLE # S{ andS, = S, )
TSLE/EP " / "
if(S, = S andSy = SLEEP # Sy)
or(S; = SLEEP # S} andSy = Sy )
ﬁ / 1" / 1"
if(S; = S;andSy = RX #5,)
or(S, = RX # S| andS, = Sy) (20)
ﬁ ! 1" / 1"
if(S;=8,andSy =TX #5;)

or(Sy = TX # SjandS, = Sy )
(SY,85)#(S],5;

APy
.Sy )eF(AP) @ ][(51,52),(51,32)]’

z’f(shsg =(51)",5)

0 otherwise

1"




The attack will be effective if at time ¢ the jamming node
and the transmitter node will be both in the transmitting state.

IV. THEORETICAL EVALUATION

In this section, we characterize the performance of the
system presented in the previous section. Results have been
obtained with Mathematica. We evaluate the effectiveness of
an attacker node in respect of costs constraints and maximiza-
tion of the probability that the attack occurs in a certain time.
In order the attack to be effective, the attacker has to send
a packet in the same time slot when the transmitter node is
transmitting. The complete code of the algorithm to generate
the HARPAGON attack is available in [12].

We then introduce the concept of cycle time as a time
interval between two sleep states of the jamming node. The
average time of a cycle time can be defined as the sum of the
different times a node spends in one of the previously defined
states:

Tevere =Tipre + Trx +Trx + TsLeep 21

Based on the cycle time, we can calculate the probability of
our attacker to be in one of the four states:

p _ TipLe
IDLE =
CYCLE
P Trx
RX = 77—
ToycLe 22)
Pry = —1X
TeveLe
SLEEP
Psippp = 7 ——
CYCLE
and
Prpre + Prx + Prx + Psppep =1 (23)

A. Energy Cost

The different states associated with the nodes are charac-
terised with different energy consumption and the energy spent
by the jamming node depends on the amount of time spent by
the node in each of the four states.

For the sake of clarity, we assume that the energy consump-
tion associated to the sleep state is negligible and we evaluate
then the total cost based on the time spent for transmitting
(TX state), for listening (RX state) and when the node is idle
(IDLE state). The cost can be derived as:

cost = PWrpx x [W(AN)][T)(] + PWgx X [W(AN)][RX]+

PWipLe % [W(AN)][IDLE]

(24)

where PWrx, PWgrx and PW;ppE represent the power

consumption of the jamming node for each state, i.e., trans-
mitting, listening and idle respectively.

Of course, the cost variable is comprised
[0, max(PWTX, PWgrx, PWIDLE)] interval.

As observed in most wireless devices (e.g., WiFi and
Bluetooth as considered here), the largest proportion of power
consumption is associated with the transmitting state. We thus
derive that 0 < cost < PWrx.

in the

B. Attack Probability Distribution Function

Let us consider 7' as the time of the jamming attack to
be successful, the probability distribution function can be
computed as in [13]:

Fr(t)=1—Fk x e~ 4® (25)
where
k=1-(m"")rxrx) (26)
and
t
At) = /o pr>¢(T)dT 27

where 7p>4(7) is defined as in equation (19) as total
frequency for the attack.

C. Theoretical results analysis

Based on the developed framework, we consider two dif-
ferent objectives:

« Maximization of the attack probability in a certain time
interval ¢ which corresponds to max[F(¢)], with an en-
ergy consumption lower than a certain threshold, meaning
cost < ¢;

o Minimization of the energy consumption by imposing the
attack should occur in a certain time interval, namely
F(t) > t.

1) Objective 1: Maximization of the probability that the
attack occurs in a certain time interval: This objective can
be translated as the need to compute the parameters of the
attack node model in terms of listening probability (Prx),
attacking probability (Prx), idle probability (P;prg) and
sleep probability (Psreep)-

The cost function can be expressed as:
cost = PWgrx X Prx + PWrx X Prx 28)
+PWipLe X PipLe < ¢

The quadruple (Prx, PrX, Piprg, Pscprpp) with the
optimal energy cost c¢* satisfies the following equations:

0< Prx < Ppy*

Pipre =k
cost—PWiprLeXPipLg—PWrx XPrx

Psipep =1—Prx — Prpre — Prx

(29)

Prx

without less of generality, we arbitrarily assign the value of
Prpre as comprised in 0 < k < 1. The value of PR¥* can
be calculated by the inequalities:

0<Prx <1,0< Prx <1 (30)

First, we have assigned different power values for each state
which are respectively: PWg, = 0.34W , PWrp, = 0.67TW,
PWige = 0.30W and PWgjeep = 0.01W. With these
different power values, we computed the combined values of



the different probabilities with various associated costs repre-
senting a constraint, namely cost = 0.35(W), cost = 0.4(W),
cost = 0.5(W) and cost = 0.6(WW). We here present the
results obtained with a cost = 0.5(W) (Fig. 3a).
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Flg 3:a) Prx, Prx, Prpre and Psppgp quadruples with
cost = 0.5. b) Values of F(t) corresponding to energy cost
equal to c= 0.5W and ¢/T = 2.

—*— Pinie

0.6{ — Psieer

Probability
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The probability distribution function F'(¢) does not depend
on the specific values of ¢ and T, but rather on the t/T ratio.
Consequently, in the following study of this scenario, the ratio
will be considered as a system parameter instead of ¢ and T’
separately. For each of the quadruples computed in Fig. 3a, it
is possible to evaluate the F'(t) value according to Prx and a
t/T ratio, by using the developed framework. The results for a
cost = 0.5 and t/T = 2 are shown in Fig. 3b. Combining the
results shown in Fig. 3a and 3b, and assuming ¢/7T = 2, the
maximum value of F'(¢) can be obtained (noted as F'(t).qx)-
When the cost constraint is fixed to ¢ = 0.5W, F({)maz =
0.763712 (Fig. 3b), the values of the quadruple are:

Prx = 0.005, Prx = 0.74, Piprp = 0.01, Pspprp = 0.25
if (c = 0.5W)

2) Objective 2: By imposing a threshold in terms of proba-
bility the attack occurs in a certain interval time, we minimize
the associated cost: For this second objective, we consider that
the attack has to occur in a certain interval time with a certain
probability and we need to minimize the energy consumption
associated to these constraints. As for the first objective, for
reasons of space, we will present here only the results obtained
for F(t) = 0.7 and t/T=2.

For this parameters, the combined values of the probabilities
PRx, PTX’ PIDLE and PSLE‘EP are shown in Fig. 4a.

Based on the quadruples values, we evaluate the cost
variation in respect of the attack probability (see Fig. 4b).

For higher values of attack probability the associated cost is
higher as well. Based on Fig. 4a and Fig. 4b, we can obtain the
minimal cost Cs s in respect of the attack probability F'(t) =
0.7 and deduce the values for each state. When F'(t) 4, = 0.7,
the values of Cjsrn = 0.35 and the values of the quadruple
are:

PRX = 0~45;PTX = 0-293PIDLE = O-OLPSLEEP =0.24
if (% =2)
According to the procedure presented in this section and
by imposing any threshold in terms of probability the attack
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Fig. 4: a) Prx, Prx, Prpre and Pspppp quadruples with
F(t) = 0.7 and t/T=2. b) Values of ¢ corresponding to F'(?)
=0.7 and t/T =2.

occurs in a given interval time, it is possible to minimize the
associated cost and deduce the values associated for each state.

D. Formal Security Analysis

In this section, a security analysis is given with the help
of a framework IoTSAT developed in [6]. This framework
models the behavior of IoT networks, thus allowing to identify
potential threat vectors and the adversary’s specific technique.
It is composed of four main elements: i) IoT Topology Model,
ii) Interactions Constraint Model, iii) The Attack Constraints,
iv) Threat Model. To facilitate the explanation of this se-
curity analysis, we rely on a basic two-node network: one
sensor (transmitter) periodically sending temperature data to
one controller (receiver). Let Rep(Xg ) denote the reported
temperature X, as sensed by S and further reported at the
Controller C. If Rep(Xg,c) exceeds a threshold d, the con-
troller generates an action which is to stop the operation of a
machine Cmd(STOP). Consequently, the actuator’s function
for this example is:

Ri1 = {(Rep(Xs,c) VX >9),Cmd(STOP)

The attack constraints are subdivided into two objectives:
the adversary’s capabilities and the adversary’s goal. Con-
sequently, the attack model developed for the HARPAGON
framework can be modelled as follows:

Attacker Goal : Act(N1) A Max(Impact) A Min(Energy)
Capabilities = CN=1NCL=1ANEC <c¢

where Act() corresponds to the Action of Attack, Max()
the maximum function and Min() the minimum function. CN
represents the maximun of victim node and CL the number of
link. To finish, EC is equivalent to the energy consumption.
Consequently, in this context, the goal of the attacker is to at-
tack one node N and one link while maximising its impact and
minimising its energy consumption. The energy consumption
is lower or equal to the cost c. IoTSAT classifies IoT threats
as interlinked threat vectors, where injection of one vector by
the attacker can trigger a chain reaction, impacting multiple
IoT entities. Basing our analysis on the threat model of the
IoTSAT models, three main threat vectors can be exploited
by HARPAGON if sensor devices are used. Indeed, IoTSAT
framework includes five threats for the sensor context: de-
nied, incomplete, inconsistent, tailored and fabricated contexts.



HARPAGON is based on the interaction between the attacker
and the victim. The goal for the attacker is to intercept a packet
in order to carry out an attack. Therefore, with this framework
an attacker can intercept and delay, block or corrupt a packet.
Moreover, by intercepting a packet, it also has the possibility
of reading and modifying it. Consequently, with HARPAGON,
the context can be denied (DC) if the information is blocked at
the node level or at the network level. In practice, the context
can be incomplete (IpC) if the information is delayed or not
fully delivered (e.g., corrupted packet, fragmented packet but
part is missing). Finally, the context can be tailored (TC) if
the information has been modified directly at the level of the
node or during the sending. As explained in [6], the formal
representation of the threat for the sensor is defined below:

DC* = —0bs(X}, ;) V ~Reach’(Sy, Ca)
IpC* = Obs(X}') V —=Reach!(Sy, Cq) V Reach (b, d)
TC' = Obs(X] ;) A Rep(Xp.a) A (X # X)

where Obs(X! ,) corresponds to the observation of an
event a effectuated by the Sensor b at the moment ¢ with
the X(int) value. The function Reach!(Sy,Cy) returns true,
if a valid communication connection exists from Sensor b
to a Controller d. Eventually, Rep(X} 4) is the predicate
returning true if the value X(int) of the event a is received
by the Controller d and reported by the Sensor b. These three
threats present in a sensor device and directly exploitable by
HARPAGON, impact the trigger function of IoT devices. If
the context is denied (DC), the trigger function is blocked
(BT). Indeed, the decision process, carried out by function
F(), which takes the parameter a transmitted by the sensor,
can remain blocked until a has been provided. If the context is
incomplete, the received value is inadequate with the decision
process and the trigger is also incomplete (IT). To finish, with a
tailored context, the decision process is altered by the received
value a, the trigger is false (FT). We define the threats for the
triggers function as follows:

BT* = DC(S, Cy)
ITt = ﬁMC’F(Cd7 Fa)
FT' = szbesad [TC(SbaCd)] 2> Vad

where MCF is the Minimal Context Fusion which corre-
sponds to the sum of the Reach(Sy, Cy).

MCF(Ca, Fy) = Yyg,esea|Reach(Sy, Ca)] > wad

Indeed for certain scenarios, several values of sensor may
be needed to compute the return value of the trigger function
F,,. Consequently, if the connection link between a Sensor Sp
is lower than the number of data required w,d to compute
the trigger function, the trigger is incomplete. If the trigger
function can be computed, but returns a false result (FT),
it means that the sum of the tailored context is greater
than the number of ratio values needed to compromise the
result vgq. To finish, in an IoT system, most of the trigger
functions conduct to an action. Consequently, the anomalies in
trigger function cause consequences in the actuation function.
Always based on the IoTSAT framework, we see that an
incomplete or blocked trigger function conducts to the denied

or delayed action (DA). Moreover, an False Trigger (FT)
causes an incorrect actuation (IA). These two consequences
are formulated as follows:

DA(Af, Ez) = IT(Cd, Fa) A\ BT(Cd, Fa)
IA(Ay) = FT(Cq, F,) V Reach(Cyq, Ay)

where Ay is the f actuator and F; is equivalent to the i
Service. Based on the IoTSAT framework, we identified the
threat vectors exploited by the HARPAGON attack. Indeed, a
blocked or modified data causes incorrect or delayed action.
In addition, in the most important cases, the action will not
be executed. In our example, if the data sent by the sensor
is blocked or delayed, the controller never stops the machine
in time, even if the temperature is higher than the warning
threshold. If the data is modified, the controller can take
the decision to stop or no-stop the machine in inappropriate
moment.

Several attacks are based on these threat vectors. In the
physical layer, jamming attacks aim to block or delay data in
transition. The modification of a packet can be realised with
a replay attack. Therefore, HARPAGON can help the attacker
to perform jamming, replay, modification and eavesdropping
attacks while minimising their energy and maximising their
impact.

V. EXPERIMENT PERFORMANCE EVALUATION FOR
HARPAGON COMBINED WITH JAMMING ATTACK

Following our theoretical analysis, we evaluated this frame-
work on a testbed. In a jamming attack, the attacker has
the possibility of intentionally occupying the channel for a
long time or causing collisions in order to corrupt the packet.
Therefore, one of the major difficulties is transmitting a signal
at a specific time. This is why, in this section, we evaluated
HARPAGON combined at this type of attack.

A. Experiment details

We evaluated HARPAGON on a real testbed, composed of
two legitimate nodes and one attacker, as we can see in Fig. 5.

Fig. 5: Testbed composed of three nodes: one attacker (Rasp-
berry Pi), two legitimate nodes and one access point.

The legitimate nodes of the network are assumed to be
homogeneous in order to reduce the probability of side-effects.
Hence, the sender and the receiver are two classic and identical
laptops with the same type of network adapter: a Qualcomm
Atheros AR9485 Wireless Network Adapter. Note that a multi-
interface attacker could target heterogeneous victims in a given
area, provided that the used communication protocols are



known from the attacker, which is the prerequisite of this
framework. However, we here choose two identical nodes to
simplify the measurement (same characteristics of the network
card, etc.). These two nodes are connected to an access
point with the IEEE 802.11 protocol and a classical TCP/IP
stack on top. The transmitter scans the channel before each
transmission to detect the status of the latter. Indeed, if the
channel is perceived as busy, it restricts the sending of packets.
Otherwise, if the channel is detected as unoccupied, data will
be transmitted. Moreover, once an acknowledgement is not
received after a certain waiting time, it has the possibility to
re-transmit the packet once.

HARPAGON was implemented in a Raspberry-Pi equipped
with Alfa AWUSO036h and Realtek RTL8187L device in-
cluding the wireless chip ath9k. We voluntarily chose this
equipment because the driver and firmware are open-source.
We have modified the driver of the wireless chip to get direct
control over MAC layer parameters, following the work of
[14]. Furthermore, this device contains four operating states,
as defined in Section III-A. Each state has a different energy
consumption. We used the available information for a chip
operating at 2.4 GHz [15].

Two types of jamming attacks in addition to the
HARPAGON have been implemented in the Rasperry-Pi.
We compared our framework with two classical jamming
approaches that can be found in the literature:

o Constant Jamming: The strategy consists of contin-
uously sending packets on the channel. The jammer
does not scan the communication medium and transmits
regardless of the state of the latter. Its principal objective
is to occupy the transmission channel for a certain time.

« Reactive Jamming: This type of attack aims to minimise
the risk of being detected. The attacker jams the channel
only when a transmission occurs, in order to cause a
collision.

In this experimentation, the reactive attack has been imple-
mented to jam only “data” type packets. This implies that the
attacker must be in a listening state in order to detect the victim
frame, this corresponds to the detection time fgetcct. Once the
frame has been spotted, the attacker switches to transmission
mode to inject a dummy frame in order to create a collision:
the attack phase t;4,,,. So in theory, this kind of attack is only
effective if it satisfies this formula:

€1y

ttransmission < tdetect + tjam

where tirqnsmission corresponds to the entire time of the
transmission of the legitimate frame. The transmission time
depends in part on the size of the packet. Therefore the
success of the reactive attack is also based on the frame
size. Based on these regards, during our experiments, we
have considered different sizes of packets emitted by the
transmitting node. Indeed, as the size of the packets may vary
in a real environment, the forged packets have a random size
ranging from 50 to 1400 bytes. These values correspond to
the average size of a small packet (e.g., ACK packets) or
a slightly larger packet (e.g., Data Packet). The duration of
each experience equals four minutes. After thirty seconds of

Parameter Name Parameter used

Receiver-Transmitter distance 1 meter
Size of transmitted packets Between 50 and 1400 bytes
Size of jamming packet 50 bytes

Number of retransmission allowed 1
Waiting time for acknowledgment 1 second
Detection threshold 70%
P(W) of Sleep / Idle / Tx / Rx states 0.0001 7/ 0.3/0.67/0.34

TABLE I: Experimentation parameters.
experimentation, the attacker begins to operate for a duration
of two minutes. The main parameters of the experiments are
listed in Table I.

B. Experiments Results

In this section, we present the performance of HARPAGON
with the parameters evaluated in Section IV-C2. Therefore,
F'(t), representing the success probability of the attack is fixed
to 0.7 and the value of the maximum energy cost is equal
to 0.35. Several metrics that we detail below were used to
evaluate the different attacks.

1) Packet Delivery Ratio and Detection Time: One of the
first metrics we used to estimate the effectiveness of the attack
is the Packet Delivery Ratio (PDR). This metric is equal to the
ratio of the total number of successfully received packets to
the total number of sent packets. During our experiment, the
global PDR of the network is refreshed after each transmission.

Based on this metric, statistical detection was implemented.
This solution is based on the behaviour of the network without
attack and has been fully explained in [16]. Indeed, on the
basis of a network, we can determine the average of the
PDR and hence define a detection threshold. Consequently, an
attack is identified, if the PDR decreases below the detection
threshold. As mentioned in Table I, we defined a detection
threshold at 70%. In addition, to avoid the false positive alert,
we set a number of observations at 5.

Fig. 6 represents the PDR measurements for each type
of offensive. As we can discern, the PDR for a constant
attack decreases significantly from the start of the attack. This
is justified to the fact that the sender and the receiver are
disconnected from the access point a few seconds after the start
of the attack. Indeed, the constant attack occupies the entire
communication channel, consequently the access point is no
longer able to send management frames (beacon) to ensure
synchronisation with these clients.

In addition, if we contrast the measurement of the PDR
of the HARPAGON attack to that of the reactive attack, we
can notice that the latter decreases gradually. Therefore, if we
compare the detection time of each attack, as summarised in
Table II, the HARPAGON attack is less detectable than the
other types of jamming attacks. This type of attack is detected
6.36 seconds later compared to a constant attack and 5.67
seconds compared to a reactive attack.

Type of attack | Detection time (in seconds)
Constant 18.80s
Reactive 19.49
HARPAGON 25.16

TABLE II: Detection time for each attack.
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Fig. 6: Packet Delivery ratio for each type of attack.

2) Packet Error Rate and Number of Re-transmissions:
In order to assess the number of corrupted data packets, we
also calculated the packet error rate (PER) on the receiver
side. The PER metric corresponds to the number of packets
received with error divided by the total number of packets
received. Fig. 7 presents the PER measurements for each type
of attack. One of the first observations, we can perform is that
the HARPAGON attack produces a more important error rate
than the other type of attacks. Indeed at the end of the attack,
the PER for the attack based on our framework is around 20%,
against 9.5% for the reactive attack and 0% for the constant
attack.

This can be explained by the fact that reactive attack is
more likely to occupy the channel than to corrupt a packet
when the latter is small. As mentioned in Table I, during these
experiments, we vary the sizes of packets between 50 and 1400
bytes. Consequently, as formulated in 31, if the transmission
time is inferior to the reaction time added to the jamming
time, the reactive attack will not be able to corrupt the packet.
Therefore, the jamming signal will be transmitted but will
result in partial occupation of the channel.
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Fig. 7: Packet Error ratio for each type of attack.

The receipt of corrupted packets results in re-transmission
in most cases. This is why, we also report the number of each
re-transmission for each type of attack in Table III. We can
observe that the HARPAGON attack leads to a higher number
of re-transmissions than the other two types of attack. Indeed,
for a network without a detection system, the number of re-
transmissions for the attack based on the framework is 48
against 29 for reactive and O for constant attack. In addition,
if we base our analysis on a network including a detection
method described just above, the number of re-transmissions

for the attack created is greater before detection than the other
type of attack. Indeed, the number of re-transmissions before
detection for the HARPAGON attack is 11, i.e., 1.8 times more
than for the reactive attack.

Type of Without With
attack detection system | detection system
Constant 0 0
Reactive 26 6
HARPAGON 48 11

TABLE III: Number of re-transmissions for each attack.

3) Received Signal Strength: The received signal strength
is also a well-known metric for detecting jamming attack.
However, as already observed ([17]), depending on the type of
jamming, RSS metric cannot be used to prove that an attack
has taken place. We have evaluated this metric, shown in
Fig. 8. The RSS fluctuates less with the HARPAGON attack
than with the other attacks, while approaching the normal
behaviour of the network. Therefore, for this type of attack,
based on the RSS metric, detection will not be feasible.
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Fig. 8: Received Signal Strength for each type of attack.

4) Attacker Energy Efficiency: One of the main goals of
the model is to reduce the power consumption of the attacker
by switching the between different states of the attacker.
To evaluate the energy consumption, we used the formula
(24) defined in Section IV-A. As observed in Table IV, our
HARPAGON attack spends less energy than the other two
attacks. In fact, this new type of attack consumes 12.85 J less
than the reactive and 41.4J less than the constant. Including
the two idle and sleep states, in addition to those already used
in the reactive attack, allows to consume less energy.

In [11], authors develop a new metrics: Attacker Energy
efficiency (AEE) to measure the performance of a “green”
attack. AEE is defined as a ratio of the impact of the network
to the total power consumption of the attacker. In the case
of jamming attack as demonstrated above, the impact of the
network can be measured by packet error rate. Consequently,
the HARPAGON attack has an AEE equal to 51 and the
reactive attack to 18. In terms of AEE the HARPAGON attack
is twice as effective.

C. Evaluation of HARPAGON

In this section, we compare our framework with other meth-
ods for generating green attacks. In [10], authors implement



Type of attack Tx Rx Idle CSleep Energy Consumption Total
Constant 80,4 J 0 0 0 80,4 J
Reactive 22,4383 J | 29,4134 ] 0 0 51,8517 ]
HARPAGON 16.2] 23311 0.003J | 0.2881J 3917

TABLE IV: Energy consumption for each type of attack.

a new model to create green jamming attack called "Learn-
Jam”. In this solution, the attacker alternates between two
phases: learning and attacking phase. During learning phase,
the jammer keeps listening to the communication between
two nodes. It records the time instances of incoming pulses
over the wireless channel, which indicate the transmission
instances. Based on the information the attacker obtained
during its listening time, a time interval is calculated. This
interval corresponds to the time between two transmissions.
With the help of this metrics and the energy budget avail-
able, the jammer computes with an optimisation problem its
active period time. Consequently, with a timer system the
attacker alternates between two operating modes: sleep and
transmission. The jammer wakes up at the beginning of the
time transmission and jams the channel during its active period
time. After, the jammer remains asleep until the end of the time
interval between two transmissions. In [11], the authors also
focus on creating a green jamming attack. First, the authors
decompose this problem into three sub-problems and then
obtain the jointly global-optimal solution by using outcomes
of these three sub-problems. The first sub-problem concerns
the optimal listening rate, which tries to find the optimal
listening time to retrieve a maximum of useful information.
The second, the optimal jamming power sub-problem, has
been defined to find the optimal power of the sending signal to
perform the attack. To finish, the last sub-problem concerns the
optimal mode selection. The goal is to define the optimal time
of jamming and eavesdropping. The jointly global-optimal
solution combines the three results and tries to maximise the
Attacker Energy Efficiency metric with a power constraint.
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Fig. 9: Jamming strategies under different energy budgets.

Fig 9 represents the comparison of these two previous meth-
ods and HARPAGON combined with jamming attack accord-
ing to the energy budget. We also compare this performance
with the two classic jamming attacks: constant and reactive.
For 50J of energy budget, the LearnJam attack performs
940 successful attacks against 826 for the jointly method and
909 for the HARPAGON framework. In addition, an attacker
with 250J of energy can successfully jam a network 3200

times with the LearnJam jammer, 3076 times with the Join
method Jammer and 3636 times with the HARPAGON jam-
mer. Therefore, for a low energy budget, the LearnJam attack
has a slightly better performance than HARPAGON attack,
although the gap remains small (i.e 31 successful attacks).
For the HARPAGON attack, the number of successful attacks
is almost linear with the energy budget, as the probability of
accomplishing a jamming attack is basically invariant with
the elapse of time. Consequently, the higher the attacker’s
energy budget, the more effective the HARPAGON attack
will be compared to other attacks. Indeed, in the LearnJam
model, the higher the energy budget, the longer the learning
phase will be. Moreover, our framework compared to the other
two models has the possibility of maximising the listening or
transmission time depending on the type of attack desired.
Our framework is adaptable for different types of attacks
and takes into account the idle state which is a mandatory
transition state between sleep mode and receive/transmit mode
in communication protocols.

A. Discussion on the victim’s lifetime

Jamming \étltacllglégrllj RN AR e MG Ltl’{{tsallogonsequences

when IoT devices are used as decision aids. In some profes-
sional sectors, IoT networks are utilised for operational ap-
plications, often associated with maintenance and elementary
denial of service attacks can produce immediate consequences.
Indeed in some cases like in the chemistry industry, it is nec-
essary to monitor the temperature and vibrations of industrial
motors and detect the irregular operation in it. The sensors
installed on these machines will ensure industrial maintenance
by alerting to the slightest problem. Based on this example,
below we show the consequences of HARPAGON combined
with a jamming attack.

We suppose that the sensor has the same behaviour that
the transmitter of the testbed. It sends its data once a day,
which in a usual situation represents an average of 204 packets
sent. Moreover, the sensor is equipped with a battery with a
capacity of 133,200 J (10,000 mAh) and a Realtek RTL8187L
device. In this case study, the energy expended by the sensor
to carry out these measurements/calculations and when it is
inactive, is not taken into account. Only the energy expended
while sending this data is calculated. Based on these data, we
are able to estimate the approximate life time of the sensor
in a case without attack. An example calculation is listed in
Table V.

First of all, we assume an attacker employs the constant
jamming strategy and targets the sensor. As we noticed in
Section V, from the beginning of the attack, the attacker has an
impact on the transmission. Indeed, the packets are no longer
transmitted, and the sensor will stay active. However, as we
are reported during experimentation, the device will disconnect
from the access point after a few seconds. Consequently, the



Process Value
Number of packets per day 204
Battery Capacity 133,200 J (10,000 mAh)

Time of Tx mode for one transmission 0.45 s
Time of Rx mode for one transmission 0.40 s
Energy Spent in Tx mode for one transmission 0.3015J
Energy Spent in Rx mode for one transmission 0.136 J
Energy Spent total for one transmission 0.43751]
Total energy spent in 204 transmission per day 89.251]
Expected device life time 4 Years

TABLE V: Battery life for an IEEE 802.11 sensor device.

administrator will immediately notice there is a problem with
the sensor. This attack is effective in restricting communica-
tion, but it is clearly identified without a detection system.

As seen in the previous section, if the attacker uses a reactive
jamming attack and no detection system is in place, it will
generate an average of 26 re-transmissions. This represents an
extra power consumption of 11.375 J per day to transmit 204
packets. Reported in terms of lifetime and taking into account
only the energy consumption generated by the transmissions,
the sensor will be operational for 3.62 years. However, with
the HARPAGON attack, the attacker causes 48 supplementary
transmissions, which represents an additional energy expen-
diture of 21 J. In this case, the existence of the sensor is
equivalent to 3.31 years.

It is now assumed that the network has a detection system
based on the threshold like explained above. Consequently,
when the network detects an attack, the nodes change channel
frequency to continue transmitting. Before the system detects
a reactive attack, the device will send 6 extra packets which
represents an added cost of 2.625 J. The lifetime of the sensor
is therefore reduced by 0.05 years. However, if the attacker
uses a HARPAGON attack, as we saw in Section V, the PDR
decreases less quickly and this type of attack takes longer to
be identified. As a result, the network will send 11 additional
packets and consumes 4.8125 J more per day. Its lifespan will
suffer a 14% reduction, decreasing from 4 to 3.43 years.

In conclusion, a HARPAGON attack increases the energy
consumption of its victim by 15% when the network possesses
a detection system. The reactive attack decreases the lifespan
of its target by 1.25%, which is 13.75% less than HARPAGON
attack. Moreover, if we assume our attacker is a node with the
same capacity of the battery and a wireless chip as its victim, it
is also possible to calculate its lifetime. Based on Table IV, for
one reactive attack, the attacker consumes 51,8517 J and for
the HARPAGON Attack 39 J. Consequently, a HARPAGON
attack can be executed once a day for 9.35 years on this
type of node against 7.03 years for the reactive attack. For
the same duration of attack, HARPAGON attack allows to
save 24.82% of energy compared to reactive attack while
having a more significant impact of 15% on the lifespan of
its victim. In recent years, new detection methods based on
the victim’s energy consumption metric have emerged [18],
[19]. These methods are based on online time series statistic
where the goal is to predict the energy consumption of a node
and to detect an anomaly if the difference between the actual
observation and the prediction is significant. This new type of
method is relevant when attacks generate continuous damage.
Reactive and HARPAGON attacks cause retransmissions but

not continuously. Indeed, the probability of success of the
reactive attack depends essentially on the size of the packets
and the HARPAGON attack does not have a constant success
rate over time. Consequently, the increase of retransmission
and hence of energy consumption will not be constant and
the detection will be more difficult. The difference generated
by this type of attack and the prediction will be weaker and
less apparent and will never be detectable. Therefore, using the
energy consumption metric for more elaborate attack strategies
is not effective. However, in the future, it could be interesting
to combine this type of solution with other metrics so that the
latter is also effective against attacks with temporary effects.
B. Discussion on HARPAGON framework

We have seen the effects of using HARPAGON coupled
with a jamming attack. This new model is more effective
compared to jamming attacks that we can find in the literature.
Indeed, the employment of this framework considerably re-
duces the energy expenditure of the attacker. This factor is not
negligible, especially in the IoT network, where the attacker
can be also an IoT device. Moreover, the HARPAGON model
can anticipate the optimal moment of the attack and produce
severe consequences on its victim.

In this paper, we experiment our new model with the IEEE
802.11 protocol. However, the derived framework is general
and can be applied to different wireless protocols, provided
they include the four operating states. Moreover, this system is
also adaptable for other types of attacks. Indeed, instead of op-
timizing the attacker’s transmission period, we could slightly
modify the framework to optimize the attacker’s listening time
during transmission while minimizing its energetic cost. As
machine learning begins to be used to create attacks [9],
HARPAGON can be utilized to collect data while keeping
energy costs low.

From a different perspective, HARPAGON can be also used
for effective prevention. Indeed, jamming attacks are employed
in several security scenarios to prevent non authorized commu-
nications like, e.g., illegal drone surveillance [20]. Therefore,
having an efficient jammer that consumes little power can be
helpful. In the same way, the collection of data is essential to
create a new machine learning based-security system. Hence,
using HARPAGON combined with a passive attack to collect
data could allow to reduce energy consumption during the
design phase of the security system.

Finally, in this article, we experienced an attacker against
one receiver and one transmitter. We considered one attacker
per area in these first experiments. However it could be
interesting in future to have several jammers in the same
area in order to have collaborative strategies. Indeed, we think
that in terms of attack efficiency, having two jammers in the
same area is not going to have a large impact. A jammer
transmits within a radius and jams all communications around
it. However, studying the consequences of two HARPAGON
attacker which could execute their attack in turn to save their
energy but also to deceive the detection systems by being
located at different places could be interesting. This idea could
be realised by adding a state “collaboration” to the Markov
chain for example. This state would be dedicated to the time
of information exchange between the attacker nodes.



C. Conclusion and future works

With the advent of 10T, the security aspect has become a
crucial issue. This is why designing new attacks to discover
vulnerabilities is increasingly essential. In this article, we base
ourselves on the vulnerabilities generated by the power-saving
mode of wireless networks and show that this process can be
used by an attacker to improve this efficiency. Indeed, we have
developed the HARPAGON framework capable of modeling
the interaction between an attacker and his victim. Simultane-
ously, this framework employs the different operating modes
provided by the power saving mechanism to reduce the power
consumption of the attacker. In this article, we have combined
HARPAGON with a jamming attack and demonstrate the
impacts of the latter in a real testbed. We show this type
of attack can reduce the attacker’s energy consumption by
24.82% and improve this impact by 13.75% compared to a
classic jamming attack.

As future work, we aim to integrate this framework in
a simulation network tool in order to evaluate the attacker
effectiveness on a large network. We would also like to
evaluate it against more advanced detection methods. Indeed,
in this paper, we considered an attacker able to attack a distinct
region in the network. It would be interesting to consider
several attackers for one region. By adapting this framework,
we can think of having multiple attackers in the same area
who collaborate with each other in order to counter the defence
system. For example, two jammers at different positions could
alternate their attack phase while simultaneously minimizing
their energy in order to deceive a defense system trying to
locate attackers.
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