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Abstract

We study the periodicity of subshifts of finite type (SFT) on Baumslag-Solitar groups.
We show that for residually finite Baumslag-Solitar groups there exist both strongly and
weakly-but-not-strongly aperiodic SFTs. In particular, this shows that unlike Z2, but like
Z3, strong and weak aperiodic SFTs are different classes of SFTs in residually finite BS
groups. More precisely, we prove that a weakly aperiodic SFT on BS(m,n) due to Aubrun
and Kari is, in fact, strongly aperiodic on BS(1,n); and weakly but not strongly aperiodic
on any other BS(m,n). In addition, we exhibit an SFT which is weakly but not strongly
aperiodic on BS(1,n); and we show that there exists a strongly aperiodic SFT on BS(n,n).

Introduction

The use of tilings as a computational model was initiated by Wang in the 60s [20] as a tool
to study specific classes of logical formulas. His model consists in square tiles with colors
on each side, that can be placed next to each other if the colors match. Wang studied the
tilings of the discrete infinite plane (Z2) with these tiles, now called Wang tiles; a similar
model exists to tile the infinite line (Z) with two-sided dominoes. Wang realized that a key
property of these tilings was the notion of periodicity. At the time, it was already known that
if a set of dominoes tiled Z, it was always possible to do it in a periodic fashion, and Wang
suspected that it was the same for Wang tiles on Z2. However, a few years later, one of his
students, Berger, proved otherwise by providing a set of Wang tiles that tiled the plane but
only aperiodically [5]. Numerous aperiodic sets of Wang tiles have been provided by many
since then (see for example [13, 14, 18]).

The model of Wang tiles is actually equivalent to tilings using an arbitrary finite alphabet
with adjacency rules, and it has become a part of symbolic dynamics, a more general way
to encode a smooth dynamical system into symbolic states and trajectories. This approach
by discretization (see [10] for a comprehensive historiography) is itself part of the field of
discrete dynamical systems. In this broader context, it is interesting to study the set of all
possible tilings for a given finite list of symbols and adjacency rules, called a Subshift of
Finite Type (SFT). Z-SFTs have been studied extensively, and many of their properties are
known (see for example [15]). Zd-SFTs (for d ≥ 2) seem to be much more complex, as many
results from the unidimensional case cannot be directly transcribed to higher dimensions.
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Aperiodic SFTs on Baumslag-Solitar Groups

In recent years, the even wider class of SFTs built over Cayley graphs of groups has been
attracting more and more attention [1, 6, 12].

In this broader setting, many questions about periodicity are still open [6]. For example
there are many groups for which we do not know if there exists a non-empty SFT with only
aperiodic configurations (called an aperiodic SFT). Another relevant question is the relation
between two notions of aperiodicity, weak and strong aperiodicity: the first one requires all
configurations to have infinitely many distinct translates; the second one that no configuration
has any period whatsoever. They are equivalent for SFTs over Z or Z2, but this is not the
case for other groups (notably Z3), and for many the relation is not even known.

Baumslag-Solitar groups of parameters m and n, commonly denoted by BS(m,n), initially
gathered interest in symbolic dynamics because of their simple description and rich properties.
Notably, their domino problem is undecidable [3]; and Aubrun and Kari built a weakly
aperiodic SFT in order to prove it. Their proof is essentially sketched in the general case,
where it encodes piecewise affine maps, as it is done on Z2 in [14]. Only the BS(2, 3) case is
detailed in their paper; and an explicit period is provided for a given configuration, which
shows that the resulting SFT, although weakly aperiodic, is not strongly aperiodic.

In the present paper, after a few definitions (Section 1); we thoroughly reintroduce
Aubrun and Kari’s construction in the general case, and provide a precise proof of its weak
aperiodicity by encoding piecewise linear maps (Section 2) (although Aubrun and Kari
sketched the proof for encoding piecewise affine maps, only piecwise linear ones are needed
for the aperiodicity result). Then, we show that the resulting SFT is weakly but not strongly
aperiodic on any BS(m,n) (Section 2.2) (as sketched in [3]); except on BS(1, n) where, with
some extra work, we prove that it is strongly aperiodic (Section 2.4). Then, using a different
technique based on substitutions on words, we exhibit a weakly but not strongly aperiodic
SFT on BS(1, n) (Section 3). Finally, by using tools from group theory and a theorem by
Jeandel [12], we build a strongly aperiodic SFT on any BS(n, n) (Section 4). These new
results are summarized in the following table (in bold):

Group Strongly aperiodic SFT Weakly-not-strongly aperiodic SFT

Z2 Yes (Berger [5]) No (Folklore)

BS(1, n) Yes, adapted from Aubrun-Kari (Section 2.4) Yes, using substitutions (Section 3)

BS(n, n) Yes, using a theorem by Jeandel (Section 4) Yes (Section 2.2, Aubrun-Kari [3])

BS(m,n) ? Yes (Section 2.2, Aubrun-Kari [3])

The end result is that any residually finite Baumslag-Solitar group BS(m,n) with |m| ≥ 2
or |n| ≥ 2 has a strongly aperiodic SFT and a weakly but not strongly aperiodic SFT. The
remaining question is whether a general BS(m,n) admits a strongly aperiodic SFT, when
not in the |m| = |n|, |m| = 1 or |n| = 1 cases.

1 Definitions

1.1 Baumslag-Solitar groups

A group G is said to be finitely generated if it has a presentation G = ⟨S | R⟩ with S finite.
Given a presentation ⟨S | R⟩ of a group G, its (right) Cayley graph is the graph ΓG = (G,EΓ)
whose vertices are the elements of G and the edges are of the form (g, gs) with g ∈ G and
s ∈ S ∪ S−1 a generator of G or its inverse.
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A group G is said to be residually finite if for any g ∈ G that is not the identity, there is
a normal subgroup N ◁ G of finite index such that g /∈ N .

The groups we are interested in in this paper are the Baumslag-Solitar groups. They are
defined, using two nonzero integers m,n as parameters, by the presentation

BS(m,n) = ⟨a, b | bamb−1 = an⟩.

Proposition 1.1 (Meskin [16]). BS(m,n) is residually finite ⇔ |m| = 1 or |n| = 1 or
|m| = |n|.

1.2 Subshifts and tilings

In a general sense, a dynamical system is a set S endowed with a topology U and on which a
group acts; if Z acts on it by the iteration of a function f , we may write (S,U, f) instead
of (S,U,Z). Two dynamical systems (S,U,G) and (T, V,G) are conjugate if there exists a
continuous bijection ϕ : S → T so that for any s ∈ S and any g ∈ G, ϕ(g · s) = g ·ϕ(s) (where
G acts, respectively, on S and on T ).

Let A be a finite alphabet. Let G be a finitely generated group with presentation ⟨S | R⟩
and neutral element e. Let x ∈ AG and g, h ∈ G: G naturally acts on the left on AG by
(g · x)h = xg−1h. The set AG, when endowed with the product topology t and this action,
forms a compact dynamical system (AG, t, ·) called the full shift over G. We call x ∈ AG a
configuration.

A pattern p is a finite configuration p ∈ APp where Pp ⊂ G is finite. We say that a pattern
p ∈ APp appears in a configuration x ∈ AG – or that x contains p – if there exists g ∈ G such
that for every h ∈ Pp, (g · x)h = ph, in this case we write p ⊏ x.

The subshift associated to a set of patterns F , called set of forbidden patterns, is defined
by

XF = {x ∈ AG | ∀p ∈ F , p ̸⊏ x}
that is, XF is the set of all configurations that do not contain any pattern from F . Note that
there can be several sets of forbidden patterns defining the same subshift X. A subshift can
equivalently be defined as a closed set under both the topology and the G-action.
If X = XF with F finite, then X is called a Subshift of Finite Type, SFT for short.

Let X be a subshift on a group G and x ∈ X. The orbit of x is OrbG(x) = {g · x | g ∈ G}
and its stabilizer StabG(x) = {g ∈ G | g · x = x}. We say that x is a strongly periodic
configuration if |OrbG(x)| < +∞, and that x is a weakly periodic configuration if StabG(x) ̸=
{e}. If no configuration in X is strongly periodic and the subshift is non-empty, then the
subshift is said to be weakly aperiodic. If no configuration in X is weakly periodic and the
subshift is non-empty, then the subshift is said to be strongly aperiodic.

A particular class of SFTs is obtained by considering Wang tiles over the Cayley graph
of the group. This can be done for any finitely generated group, and it turns out that any
SFT can be encoded into an equivalent set of Wang tiles. In order to make the definitions
shorter, we limit ourselves to the definition of Wang tiles over BS(m,n). A Wang tileset is a
particular SFT where the alphabet is a set of Wang tiles τ , which are tuples of colors of the
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form s = (ts1, . . . , tsm, ls, rs, bs1, . . . , bsn). To make notations easier, we denote:
s(top1) = ts1

...
s(topm) = tsm

s(left) = ls

s(right) = rs

s(bottom1) = bs1
...

s(bottomn) = bsn

•

• • • •

• • • •. . .

. . .

t1 tm

b1 b2 bn

l r

Figure 1: A Wang tile of BS(m,n)

A tiling is then a configuration T ∈ τBS(m,n) over the group using the alphabet τ . We say
that a tiling is valid if the colors of neighboring tiles match. That is, for any g ∈ BS(m,n)
and Tg the associated tile at position g, we must have:

Tg(right) = Tgam(left)
Tg(topk) = Tgak−lb(bottoml)

for any k ∈ {1, . . . ,m} and l ∈ {1, . . . , n}. See Fig. 2 for an illustration of these rules.

•

• • •

• ••

• • •

• •

g ga2

Tg(right) Tga2(left)
•

• • •

• ••

• •

• •

•

•

• •

• •

•

•

• •

ga−1b

gb

ga−1
g

Tga−1b(bottom2)

Tgb(bottom1)

Tg(top1)

Tga−1 (top2)

Figure 2: Illustration of the neighbor rules for BS(2, 2).

The set of all valid tilings for a tileset τ forms an SFT Xτ , since the tileset gives a finite
number of local constraints based on a finite alphabet. In general, it is not necessarily simpler
to consider Wang tilesets instead of local constraints on the Cayley graph; however, in [3]
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the construction heavily uses the visual representation of tiles with numbers on the top and
bottom that encode a multiplication by a real number, and this article will do the same.

1.3 Substitutions

Let A∗ be the set of (finite) words over A. A substitution (or morphism) is a map s : A → A∗.
We say it is uniform of size n ∈ N if for every a ∈ A, |s(a)| = n. The substitution s can be
extended to A∗ by applying it to each letter of the word and concatenating the resulting
words. We can also extend s to AN0 (resp. AN) by doing the same, concatenating infinitely
many words, the first letter of the first word being at position 0 (resp. 1). Finally, s can be
extended to pointed biinfinite words (so on AZ in a certain way) as illustrated in Fig. 3.

x−3 x−2 x−1 x0 x1 x2. . . . . .

y−3n · · · y−2n−1 y−2n · · · y−n−1 y−n · · · y−1 y0 · · · yn−1 yn · · · y2n−1 y2n · · · y3n−1. . . . . .

Figure 3: How a substitution is applied to a biinfinite word: y = s(x) with s a uniform
substitution of size n

For a ∈ A with s(a) = aw with w ∈ A∗, we define the positive infinite iteration of s on a:
−→
sω(a) = a w s(w) s2(w) · · · ∈ AN0 .

In the same way, we define the negative infinite iteration of s on a:
←−ωs(a) = · · · s2(w) s(w) w a ∈ AZ−

.

For a word u (possibly biinfinite), we define its factor complexity
Pu(n) = |{w ∈ An | w ⊏ u}|

where w ⊏ u indicates that w is a subword of u. The factor complexity of a biinfinite word is
bounded if and only if that word is periodic [7], that is, if it is made of the same finite word
concatenated infinitely many times.

A fixpoint of a substitution s is a (possibly biinfinite) word u such that s(u) = u.

2 On a construction by Aubrun and Kari

In [3], Aubrun and Kari provide a weakly aperiodic Wang tileset on Baumslag-Solitar groups,
with a proof focusing on the specific case of BS(2, 3), for which they also present a period
for one specific configuration, implying that the corresponding Wang tileset is not strongly
aperiodic.

A more general version of the construction can be found in [4]. We repeat most of it
here for the sake of completeness, since we study that construction in more details to obtain
additional results: we will show that it yields a weakly but not strongly aperiodic SFT on
any BS(m,n) with |m| ≠ 1 and |n| ≠ 1, and a strongly aperiodic SFT on any BS(1, n).

2.1 Aubrun and Kari’s construction

Aubrun and Kari’s construction works by encoding orbits of piecewise affine maps applied to
real numbers. We will only apply their construction for piecewise linear maps, and begin this
section with the necessary definitions.
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2.1.1 Definitions

Definition 2.1 ((Representation by a sequence)). Let i ∈ Z. We say that a binary biinfinite
sequence (xk)k∈Z ∈ {i, i+ 1}Z represents a real number x ∈ [i, i+ 1] if there exists a growing
sequence of intervals I1 ⊂ I2 ⊂ · · · ⊆ Z of size at least 1, 2, . . . such that:

lim
k→+∞

∑
j∈Ik

xj

|Ik|
= x.

Note that if (xk)k∈Z is a representation of x, all the shifted sequences (xl+k)k∈Z for every
l ∈ Z are also representations of x. Note that a sequence (xk)k∈Z can a priori represent
several distinct real numbers since different choices of interval sequences may make it converge
to different points. A sequence always represents at least one real number by compactness of
[i, i+ 1].

Then, we define a generalization of piecewise linear maps: multiplicative systems. The
main difference with piecewise linear maps is that points may have several images as definition
intervals of different pieces might overlap.

Definition 2.2 (Multiplicative system). A multiplicative system is a finite set of non-zero
linear maps

S = {f1 : I1 → I ′
1, . . . , fk : Ik → I ′

k}
with Ii and I ′

i closed intervals of R. Its inverse is defined to be
S−1 = {f−1

1 : I ′
1 → I1, . . . , f

−1
k : I ′

k → Ik}.
The image of x ∈ ⋃

i Ii is the set
S(x) = {y ∈

⋃
j

I ′
j | ∃i, fi(x) = y}.

The k-th iteration of S on x ∈
⋃
i Ii is then:

{y ∈ R | ∃i1, . . . , ik, fik ◦ · · · ◦ fi1(x) = y} if k > 0
x if k = 0
{y ∈ R | ∃i−1, . . . , i−k, f

−1
i−k
◦ · · · ◦ f−1

i−1
(x) = y} if k < 0

.

Note that if none of the intervals overlap, S can be represented as a piecewise linear
function and the definition of inverse and iteration coincide with the usual ones.

Definition 2.3 ((Immortal and periodic points)). Let S = {f1 : I1 → I ′
1, . . . , fk : I1 → I ′

k}
be a multiplicative system. The real x ∈ R is immortal if for all k ∈ Z,

Sk(x) ∩
⋃
i

Ii ̸= ∅

A periodic point for this system is a point x ∈ R such that there exists k ∈ N∗ such that
x ∈ Sk(x).

Definition 2.4 ((Level)). The level of g ∈ BS(m,n) is the set Lg = {gak | k ∈ Z}.

When considering a tiling of BS(m,n), given a line of tiles located between levels Lg and
Lgb−1 , we talk about the upper side of the line to refer to level Lg, and the lower side of the
line to refer to level Lgb−1 .

Definition 2.5 ((Height)). The height of g ∈ BS(m,n) is, for any way of writing it as a
word in {a, b, a−1, b−1}∗, its number of b’s minus its number of b−1’s; it is denoted as ||g||b.

Since the only basic relation in BS(m,n) uses one b and one b−1, all writings of g as a
word give the same height. Furthermore, it is actually the height of all elements in its level.
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Definition 2.6 ((Multiplying tileset)). A set of tiles τ multiplies by q ∈ Q if for any tile
(t1, . . . , tm, l, r, b1, . . . , bn) ∈ τ (see Fig. 1 for the notation),

q
t1 + · · ·+ tm

m
+ l = b1 + · · ·+ bn

n
+ r. (1)

Let τ be a tileset multiplying by q ∈ Q. If we consider a line of N tiles of τ next to each
other without tiling errors (as defined in Section 1.2), as left and right colors match, we can
average Eq. (1):

qt+ l

N
= b+ r

N
. (2)

where t is the average of the top labels of the line and b the average of the bottom ones.
Therefore, if an infinite line has its upper side representing x ∈ R and its lower side representing
y ∈ R, taking the limit of Eq. (2) on a well chosen sequence of intervals gives:

qx = y.

Hence the name of multiplying tileset for τ .

2.1.2 A multiplying tileset

Let us define, in a fashion similar to [3], a couple of useful functions to build a multiplying
tileset. Let αm,n : {a, b, a−1, b−1}∗ → R (or just α when m and n are clear) be defined by the
recursion: 

α(ε) = 0 where ε is the empty word
α(wb) = α(wb−1) = α(w)
α(wa) = α(w) +

(
n
m

)||w||b

α(wa−1) = α(w)−
(
n
m

)||w||b .

The map α can be extended to elements of BS(m,n), due to the fact that α(ubamb−1v) =
α(uanv) for any pair of words u and v in {a, b, a−1, b−1}∗: α(g) is then α(w) for any word
representing g in the group.
Now, we define Φ : BS(m,n)→ R2 as follows:

Φ(g) = (α(g), ||g||b) .
The function Φ can be seen as a projection of every element of BS(m,n) on the euclidean
plane R2.

Finally, let λ : BS(m,n)→ R be defined as

λ(g) = 1
m

(
m

n

)||g||b
α(g).

Let q ∈ Q and I an interval, let
tj(g, x) := ⌊(mλ(g) + j)x⌋ − ⌊(mλ(g) + (j − 1))x⌋ for j = 1 . . .m
bj(g, x) := ⌊(nλ(g) + j) qx⌋ − ⌊(nλ(g) + (j − 1)) qx⌋ for j = 1 . . . n

l(g, x) := 1
m
q⌊mλ(g)x⌋ − 1

n
⌊nλ(g)qx⌋

r(g, x) := 1
m
q⌊(mλ(g) +m)x⌋ − 1

n
⌊(nλ(g) + n) qx⌋

Then, we define the tileset τq,I as:
τq,I = {(t1(g, x), . . . , tm(g, x), l(g, x), r(g, x), b1(g, x), . . . , bm(g, x)) | g ∈ BS(m,n), x ∈ I}.

One can show that Eq. (1) holds for these tiles.
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•

• • • •

• • • •. . .

. . .

t1(g, x) tm(g, x)

b1(g, x) b2(g, x) bn(g, x)

l(g, x) r(g, x)

Figure 4: One tile from the tileset τq,I .

Proposition 2.1 ([4, Proposition 6]). Let a ∈ Z, for any I ⊆ [a, a+ 1], τq,I is a tileset that
multiplies by q.

Let us define the balanced representation of x, which is the biinfinite sequence defined for
any z ∈ R by

Bj(x, z) = ⌊(z + j)x⌋ − ⌊(z + j − 1)x⌋ .
Note that Bj(x, z) does not depends on z, and can only take two values: ⌊x⌋ or ⌊x⌋+ 1.

Proposition 2.2. Let q ∈ Q, a ∈ Z and I ⊆ [a, a+ 1]. The upper side of any tile in τq,I is
of the form

Bj(x,mλ(g)), Bj+1(x,mλ(g)), . . . , Bj+m(x,mλ(g));
for x ∈ I, j ∈ Z, g ∈ BS(m,n). In particular, its labels are in {a, a+ 1}. The lower side is of
the form

Bj(qx,mλ(gb−1)), Bj+1(qx,mλ(gb−1)), . . . , Bj+n(qx,mλ(gb−1)).

Proof. Rewriting the top labels using balanced representation yields
Bj(x,mλ(g)), Bj+1(x,mλ(g)), . . . , Bj+m(x,mλ(g)).

Since each Bj(x,mλ(g)) is either ⌊x⌋ or ⌊x⌋ + 1, and x ∈ [a, a + 1], one obtains labels in
{a, a+ 1}. For the bottom side, note that λ(gb−1) = n

mλ(g), which gives labels
Bj(qx,mλ(gb−1)), Bj+1(qx,mλ(gb−1)), . . . , Bj+n(qx,mλ(gb−1)).

For our purpose we need to have a finite tileset, because subshifts use a finite alphabet.

Proposition 2.3. Let a ∈ Z, for any I ⊆ [a, a+ 1] the tileset τq,I is finite.

Proof. Proposition 2.2 gives us that there are finitely many top and bottom labels. It remains
to prove that there are also finitely many left and right labels.

First of all, one can check that λ(gam) = λ(g)+1, and so l(gam, x) = r(g, x). Consequently,
we simply have to prove that l lies in a finite set. Let q = q1

q2
with q1, q2 ∈ Z, and write

l(g, x) = nq⌊mλ(g)x⌋ −m⌊nλ(g)qx⌋
mn

= nq1⌊mλ(g)x⌋ −mq2⌊nλ(g)qx⌋
mnq2

.

Since its numerator is an integer bounded by −nq1 =: k1 from below and mq2 =: k2 from
above using usual inequalities on the floor function, we have that for any g ∈ BS(m,n), x ∈ I,
l(g, x) is in the finite set {

k1
mnq2

,
k1 + 1
mnq2

, . . . ,
k2

mnq2

}
.
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Thanks to the multiplying property of τq,[a,a+1], we can use it to encode multiplicative
systems in such a way that non-empty tilings corresponds to immortal points of the system.
If we modify the tileset a little bit, we can encode multiplying systems defined on other
intervals than [a, a+ 1].

Theorem 2.4. Let S = {f1, . . . , fN} be a multiplicative system with
fi :Ii → R

x 7→ qix,

qi ∈ Q and Ii interval with rational bounds included in some [ai, ai + 1], ai ∈ Z. We can
explicitly and algorithmically build an SFT YS with the following properties:

1. any top of a line of tiles in a configuration y ∈ YS represents at least one real x ∈
⋃
i Ii.

2. if the top of a line of tiles represents a real x ∈
⋃
i Ii, then the bottom of that line

represents a real in S(x);

3. YS ̸= ∅ if and only if S has an immortal point;

Proof. We build a tileset τ performing the computation by the linear functions fi : [ai, ai+1]→
R; i.e. the linear maps with bigger intervals than the ones defining S. In order to encode
the multiplication correctly, one cannot simply take the union of all τi := τqi,[ai,ai+1], because
tiles coming from different fi could be mixed on a single line. In order to ”synchronize” the
computations on every line, we create a product alphabet with the left and right colors of
the tiles, and the number of the current function being used. This ensures that one line can
have tiles from only one of the τqi,[ai,ai+1]. Formally,

τ =
{

(t1, . . . , tm, (l, i), (r, i), b1, . . . , bn) | (t1, . . . , tm, l, r, b1, . . . , bn) ∈ τqi,[ai,ai+1]
}
.

This way, we can interpret any line of a tiling by τ as being ”of color” i for some i ∈ {1, . . . , N}.
Next, we restrict the intervals of reals that can be represented in each line of the SFT.

Let us write Ii = [ai + di
1
ei

1
, ai + 1− di

2
ei

2
], for each i. YS will be Xτ with the following additional

local constraints: on each line of color i, we force the upper side labels to respect
•every ei1 consecutive labels must contain at least di1 labels ai + 1; (3)
•every ei2 consecutive labels must contain at least di2 labels ai. (4)

Recall that the top labels of any line of color i only has labels ai and ai + 1 by definition of
τi. From this, we can also deduce

•every ei1 consecutive labels must contain at most ei1 − di1 labels ai;
•every ei2 consecutive labels must contain at most ei2 − di2 labels ai + 1.

Since these constraints are on ei1 or ei2 consecutive labels, and any other constraint from the
τi’s is on neighboring tiles, YS is an SFT.

First, assume that YS is non-empty and contains some configuration y. Then, the sequence
at the top of each level Lbk , k ∈ Z represents at least one real xk, since it is a sequence made
of at most two integers. Thanks to the multiplying property of each τi (Proposition 2.1),
and the fact that the local rules of every line impose that any real represented belongs to
an interval Ii, (xk)k∈Z is an infinite orbit of S. Indeed, consider a real x represented by the
upper side of a line of color i. We prove that x ∈ Ii = [a+ d1

e1
, a+1− d2

e2
] (we drop the i in this

paragraph to make notations lighter). Let us write (Jl)l∈N the intervals from Definition 2.1
(denoted as (Ii) there) on which we compute the mean for the represented real, and let rl

9
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denote the proportion of a’s over (a+ 1)’s in the line representing x restricted to Jl. Thanks
to the two conditions Eq. (3) and Eq. (4) (and the two we deduced), we have, for all l in N,

d2
e2 − d2

≤ rl ≤
e1 − d1
d1

. (5)

Moreover, since x is the limit of the means computed on each Jl, one can show that

x = lim
l→∞

a+ 1
1 + rl

.

Using the left inequality of Eq. (5) gives that
1

1 + rl
≤ e2 − d2

e2
= 1− d2

e2
.

So
x ≤ a+ 1− d2

e2
.

Similarly, the right inequality of Eq. (5) gives

x ≥ a+ d1
e1
,

and so x ∈ Ii. This notably ensures Item 1 and, by the use of the τi’s, Item 2.

Now, assume that S has an immortal point x. Then there exists a sequence (ik)k∈Z ∈
{1, . . . , N}Z such that if we define

xk =


x if k = 0
fik−1(xk−1) = qik−1xk−1 if k > 0
f−1
ik

(xk+1) = 1
qik
xk+1 if k < 0

,

then for all k ∈ Z, xk ∈
⋃
i Ii. For every g ∈ BS(m,n), we place at g a tile from the tileset

τik with k = −||g||b, with colors:
tj : tj(g, xk) = ⌊(mλ(g) + j)xk⌋ − ⌊(mλ(g) + (j − 1))xk⌋ for j = 1 . . .m
bj : bj(g, xk) = ⌊(nλ(g) + j) qikxk⌋ − ⌊(nλ(g) + (j − 1)) qikxk⌋ for j = 1 . . . n

l : l(g, xk) =
( 1
m
qik⌊mλ(g)xk⌋ −

1
n
⌊nλ(g)qikxk⌋, ik

)
r : r(g, xk) =

( 1
m
qik⌊(mλ(g) +m)xk⌋ −

1
n
⌊(nλ(g) + n) qikxk⌋, ik

)
These tiles are obviously from the tileset τ . Recall that we have

λ(gam) = λ(g) + 1, (6)

λ(gb) = m

n
λ(g).

And therefore,

l(gam, xk) =
( 1
m
q⌊mλ(gam)xk⌋ −

1
n
⌊nλ(gam)qxk⌋, ik

)
=

( 1
m
qik⌊m(λ(g) + 1)xk⌋ −

1
n
⌊n(λ(g) + 1)qikxk⌋, ik

)
= r(g, xk),

10
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and for any j ∈ {1, . . . ,m}, p ∈ {1, . . . , n},
bp(gaj−pb, x−||gaj−pb||b)

=
⌊(
nλ(gaj−pb) + p

)
qi−||gaj−pb||b

x−||gaj−pb||b

⌋
−

⌊(
nλ(gaj−pb) + (p− 1)

)
qi−||gaj−pb||b

x−||gaj−pb||b

⌋
=

⌊(
n
m

n
λ(gaj−p) + p

)
qi−||g||b−1x−||g||b−1

⌋
−

⌊(
n
m

n
λ(gaj−p) + (p− 1)

)
qi−||g||b−1x−||g||b−1

⌋
=

⌊(
m(λ(g) + j − p

m
) + p

)
qi−||g||b−1x−||g||b−1

⌋
−

⌊(
m(λ(g) + j − p

m
) + (p− 1)

)
qi−||g||b−1x−||g||b−1

⌋
=

⌊
(mλ(g) + j) qi−||g||b−1x−||g||b−1

⌋
−

⌊
(mλ(g) + (j − 1)) qi−||g||b−1x−||g||b−1

⌋
=

⌊
(mλ(g) + j)x−||g||b

⌋
−

⌊
(mλ(g) + (j − 1))x−||g||b

⌋
= tj(g, x−||g||b)

It remains to show that the labels at the top of every line follow the conditions (3) and (4).
Fix some g ∈ BS(m,n) and consider the level Lg. Fix k = −||g||b, denote x := xk, i := ik
and drop the i in the other variables to simplify notations. For j ∈ Z, we write wj for the
label at position j of the considered level, with t1(g, xk) being position 1. Remark that

wj = ⌊(mλ(g) + j)x⌋ − ⌊(mλ(g) + (j − 1))x⌋
holds for all j ∈ Z thanks to Eq. (6). Assume that x ≥ a+ d1

e1
. Let us write Nj0 the number

of labels a that appear in the word u = wj0+1wj0+2 · · ·wj0+e1 . If we sum all the labels of u,
we have on the one hand

j0+e1∑
j=j0+1

wj = Nj0a+ (e1 −Nj0)(a+ 1) = e1(a+ 1)−Nj0 .

And on the other hand,
j0+e1∑
j=j0+1

wj = ⌊(mλ(g) + j0 + e1)x⌋ − ⌊(mλ(g) + j0)x⌋.

Therefore,
e1(a+ 1)−Nj0 > (mλ(g) + j0 + e1)x− 1− (mλ(g) + j0)x = e1x− 1 ≥ e1a+ d1 − 1,

which can be rearranged to
Nj0 ≤ e1 − d1,

which implies (3). In the same way, if we assume x ≤ a + 1 − d2
e2

, we can show Nj0 ≥ d2,
which is exactly (4). This shows Item 3.

Remark 2.5. Instead of considering a multiplicative system with rational bounds for the
intervals, one can dilate them and encode a dilated system with integer bounds, which is
equivalent to the original. For instance, instead of using a linear function f on [a+ d1

e1
, a+1− d2

e2
],

one can consider that function f multiplied by e1e2, on [ae1e2 + d1e2, ae1e2 + e1e2 − d2e1]
which has integer bounds. However, although this would yield a shorter proof, the results
would only hold through some sort of conjugation, and we wanted to effectively build a Wang
tileset for any multiplicative system.

Note that we only build a multiplying tileset in the current paper. Aubrun and Kari
provided the details of the encoding of any finite set of affine maps into a tileset of BS(m,n)
in [4].

2.2 A weakly aperiodic SFT on BS(m, n)
The SFT YS previously defined on a given BS(m,n) is also linked to the periodicity of S.

11
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Theorem 2.6. If S has no periodic point, then YS is a weakly aperiodic SFT.

Proof. We prove the contrapositive.
Assume that YS has a strongly periodic configuration y, i.e. |OrbBS(m,n)(y)| = i with

i ∈ N. In particular, each set {gakg−1 · y | k ∈ Z} is finite of cardinality lesser than i, and
therefore for every g ∈ BS(m,n), there exists kg ≤ i such that gakgg−1 · y = y. If we define
p = i!, we obtain that for all g ∈ BS(m,n), gapg−1 · y = y.

Let g ∈ BS(m,n). Let h ∈ Lg, i.e. there exists some k ∈ Z so that h = gak. Then
yh = (gapg−1 · y)h

= yga−pg−1h

= ygak−p

= yha−p

which means that the level Lg is p-periodic.
Therefore any level is p-periodic, and consequently represents a unique rational number

c
p . Since the alphabet of YS is finite, there are only finitely many different such rationals.
Consequently, there exist two levels Lgbl and L with l > 0 that represent the same rational
number x. By the multiplicative property of YS ,

x ∈ S l(x),
which means that x is a periodic point for S.

The consequence of this theorem is that, to obtain a weakly aperiodic SFT on BS(m,n),
we only need to explicitly build a multiplicative system with an immortal point but no
periodic points. For the rest of this section, let

f1 : [13 , 1]→ [23 , 2]

x 7→ 2x

f2 : [1, 2]→ [13 ,
2
3]

x 7→ 1
3x

and
S0 = {f1, f2}.

It is easy to see that this system has immortal points (in fact, all points of [1
3 , 2] are

immortal).

Proposition 2.7. S0 has immortal points.

Additionally, since 2 and 3 are relatively prime:

Proposition 2.8. S0 has no periodic points.

Corollary 2.9. YS0 is non-empty and weakly aperiodic.

However, this construction does not avoid weakly periodic configurations when m and n
are not 1, as already remarked by Aubrun and Kari.

Proposition 2.10. For any m,n > 1, YS0 on BS(m,n) contains a weakly periodic tiling,
with period p = bab−1aba−1b−1a−1.

To prove it, we need the following lemma:

12
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Lemma 2.11. Let p = bab−1aba−1b−1a−1. For any g ∈ BS(m,n), α(pg) = α(g).

Proof. Since ||p||b = 0, using the definition of α it is easy to show that α(pg) = α(p) + α(g)
by recurrence on the length of g. Then, α(p) = n

m + 1− n
m − 1 = 0.

Proof of Proposition 2.10. We happen to have built a periodic configuration already: the one
from the proof of Theorem 2.4.

Indeed, let x be any real in [1
3 , 2], since they are all immortal for S0. Then there exists a

sequence (ik)k∈Z ∈ {1, 2}Z such that if we define

xk =


x if k = 0
fik−1(xk−1) = qik−1xk−1 if k > 0
f−1
ik

(xk+1) = 1
qik
xk+1 if k < 0

,

then for all k ∈ Z, xk ∈ [1
3 , 2]. For every g ∈ BS(m,n), we place at g a tile from the tileset

τik with k = −||g||b, with colors:
tj : tj(g, xk) = ⌊(mλ(g) + j)xk⌋ − ⌊(mλ(g) + (j − 1))xk⌋ for j = 1 . . .m
bj : bj(g, xk) = ⌊(nλ(g) + j) qikxk⌋ − ⌊(nλ(g) + (j − 1)) qikxk⌋ for j = 1 . . . n

l : l(g, xk) =
( 1
m
qik⌊mλ(g)xk⌋ −

1
n
⌊nλ(g)qikxk⌋, ik

)
r : r(g, xk) =

( 1
m
qik⌊(mλ(g) +m)xk⌋ −

1
n
⌊(nλ(g) + n) qikxk⌋, ik

)
We already checked that the resulting tiling y was in YS0 , see the proof of Theorem 2.4. It

remains to show that the tiles at g and at pg are the same for all g ∈ BS(m,n), to conclude
that p−1 · y = y, or equivalently that p is a period of y. This is actually surprisingly easily,
considering that for any g ∈ BS(m,n), ||pg||b = ||g||b so they use the same integer k and
the same real xk; and λ(g) = λ(pg), see Lemma 2.11. The tiles have the same labels as a
consequence of this.

The y consequently defined is p-periodic. The only thing left to show is that p is a
nontrivial element of BS(m,n) as long as m,n > 1. Since it is freely reduced and does not
contain bamb−1 or b−1anb as subwords, and since BS(m,n) is a HNN extension Z∗α with
α : mZ→ nZ, we can apply Britton’s Lemma: p cannot be the neutral element.

Therefore YS0 contains a configuration with a nontrivial period, and consequently is not
strongly aperiodic.

2.3 A deeper understanding of the configurations

We first present additional results on this tileset YS0 of BS(m,n). Most of the ideas present
in this section were already present in [11] in the context of tilings of the plane.

For a given line Lg, we define the sequence ug := (ygai)i∈Z to be the sequence of digits on
the line Lg (its origin depending on g).

Let f be the following bijective continuous map:

f : [1
3 , 2]/

1
3 ∼ 2 →

[1
3 , 2] /

1
3 ∼ 2

f(x) =


f1(x) = 2x if x ∈ (1

3 , 1)
f2(x) = 1

3x if x ∈ (1, 2)
2 if x = 1
2
3 if x = 2

13
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f is strongly related to S0 because for any x ∈ [1
3 , 2], for any k ∈ Z,

S0
k(x)/

1
3 ∼ 2 = fk(x). (7)

due to the fact that for our particular S0,S0
k(x) ⊆ [1

3 , 2].
An easy consequence is the following:

Lemma 2.12. Let y ∈ YS0. Let g ∈ BS(m,n). Let x ∈ [1
3 , 2] be a real represented by ug;

then ugb−1 represents f(x) (which means either 1
3 or 2 if f(x) = 2).

Proof. ug represents at least one such x because of Item 1 of Theorem 2.4. The rest is due to
Item 2 of Theorem 2.4 and Eq. (7).

It turns out that with our choice of multiplicative system S0, any line can represent only
one real number. We need several lemmas to prove this; all inspired by [11].

Lemma 2.13. Let ϕ be defined as follows:

ϕ : [1
3 , 2]/

1
3 ∼ 2 →

[0, 1] /
0 ∼ 1

ϕ(x) = log(x) + log(3)
log(2) + log(3) mod 1

ϕ is a correctly defined mapping that conjugates the dynamical systems ([
1
3 , 2]/

1
3 ∼ 2, t, f)

and ([0, 1]/
0 ∼ 1, t

′, ϕ ◦ f ◦ ϕ−1), where t and t′ are the usual topologies on the considered
sets.

Proof. Since the action considered on [0, 1]/
0 ∼ 1 is ϕ ◦ f ◦ϕ−1, one only needs to check that

ϕ is bijective and continuous to conclude that it yields a conjugation.
ϕ is clearly continuous everywhere except on 2; there, one can check that the left and

right limits both lead to ϕ(2) = 0 which is correctly defined.
ϕ−1 is defined by Φ(y) = 6y

3 except with collapsed images for 0 and 1.

Lemma 2.14. The map r := ϕ ◦ f ◦ ϕ−1 can be considered a rotation of irrational angle
log(2)

log(2)+log(3) when identifying [0, 1]/
0 ∼ 1 and S1.

Proof. For every α ∈ ϕ((1
3 , 1)),

ϕ ◦ f ◦ ϕ−1(α) = ϕ(2ϕ−1(α))

= log(2) + log(ϕ−1(α)) + log(3)
log(2) + log(3) mod 1

= α+ log(2)
log(2) + log(3) mod 1.

Similarly, for every α ∈ ϕ((1, 2)), one has

ϕ ◦ f ◦ ϕ−1(α) = ϕ(1
3ϕ

−1(α))

= log(ϕ−1(α))
log(2) + log(3) mod 1

= α+ log(2)
log(2) + log(3) mod 1.

Finally, ϕ ◦ f ◦ ϕ−1(0) = ϕ(f(2)) = ϕ(2
3) = log(2)

log(2)+log(3) .

14
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We now have the tools to prove the following key lemma:

Lemma 2.15. (Uniqueness of representation) For any y ∈ YS0, for any g ∈ BS(m,n), the
sequence ug = (ygai)i∈Z represents a unique real number.

Proof. Assume that ug represents two distinct reals x and z ∈ [1
3 , 2]. They cannot be 1

3 and
2 because ug uses only digits in {0, 1} or in {1, 2}. Therefore they also are distinct reals in
[1
3 , 2]/

1
3 ∼ 2.

For any k ∈ Z, notice that fk(x) = ϕ−1 ◦ rk ◦ ϕ(x) and same for z, from Lemma 2.13. We
will study the behavior of ϕ(x) and ϕ(z) under iterations of r.

The angle log(2)
log(2)+log(3) , of which r is a rotation by Lemma 2.14, is irrational. As a

consequence, the sets {rk ◦ ϕ(x) | k ∈ N} and {rk ◦ ϕ(z) | k ∈ N} are both dense in S1.
We introduce darc(e2iπθ, e2iπψ) = m(ψ − θ) ∈ [0, 1) for θ, ψ ∈ R, where m(ψ − θ) is

the only real in [0, 1) congruent to ψ − θ mod 1. We call darc the oriented arc distance
(measured counterclockwise) between two elements of S1. It is not a distance per se since
it is not symmetric and has no triangular inequality, but its basic properties will suffice
here. Since r is a rotation, it is easy to check that it preserves darc. Hence we have that
∀k ∈ N, darc(rk ◦ ϕ(x), rk ◦ ϕ(z)) is constant equal to some c ∈ [0, 1[. Up to considering
darc(rk ◦ ϕ(z), rk ◦ ϕ(x)) instead, and doing the following reasoning by swapping x and z, we
can assume that c ≤ 1

2 .
Let us split S1 between A = ϕ((1

3 , 1)), B = ϕ([1, 2)), and {ϕ(2)} = {ϕ(1
3)} = {0}. We

want to show that there is some l ∈ N for which rl ◦ ϕ(x) ∈ B and rl ◦ ϕ(z) ∈ A.
By density of {rk ◦ϕ(x) | k ∈ Z}, there exists some k0 ∈ N such that darc(rk0 ◦ϕ(x), 0) < c

and rk0 ◦ ϕ(x) ∈ B. We cannot have rk0 ◦ ϕ(z) = 0 without contradicting the previous
inequality, hence it is either in A or in B. But if it was in B, then the arc from rk0 ◦ ϕ(x) to
rk0 ◦ ϕ(z) would contain all of A. This is not possible because |A|darc >

1
2 ≥ c.

Hence there exists l = k0 ∈ N such that rl ◦ ϕ(x) ∈ B and rl ◦ ϕ(z) ∈ A.

A

B

ϕ(x)

c

ϕ(z)

rϕ(x)

c

rϕ(z) rlϕ(x)

c

rlϕ(z)

Figure 5: Preservation of the oriented arc distance darc by r and intersection of the arc(
rl ◦ ϕ(x), rl ◦ ϕ(z)

)
and the boundary between A and B.

Since rl = ϕ ◦ f l ◦ ϕ−1, and considering the definitions of A and B, f l(z) ∈ (1
3 , 1) and

f l(x) ∈ [1, 2). This would cause f l(z) to be represented by a sequence of 0’s and 1’s (with
an infinite number of 0’s) and f l(x) by a sequence of 1’s and 2’s. However, the SFT YS0 is
built such that a line contains only elements in {0, 1} or {1, 2}, but not both (see proof of
Theorem 2.4): this is a contradiction.

Therefore, x and z must be equal, hence the uniqueness of the real number represented
by a given sequence.
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Using previous results, we are now able to prove for BS(m,n) that the real represented
by the sequence ug only depends on ||g||b, its “depth” in the Cayley graph.

Lemma 2.16. Let y ∈ YS0, and e the identity of BS(m,n). Let x be the unique real
represented by the sequence ue. Then for every g ∈ BS(m,n), ug represents f−||g||b(x) (with
a choice between 1

3 and 2, possibly different for different g’s, if the resulting value is 2).

Proof. We prove the result by reasoning on words w ∈ {a, b, a−1, b−1}∗, by induction on their
length. Note that we have no need of proving that different w’s representing the same g yield
the same result, since this is guaranteed by Lemma 2.15.

The result is true for g = e.
Suppose the result is true for words of length n ∈ N0. Let w be a word of length n. Then:

• uwa and uwa−1 represent the same real as uw since they are the same sequence up to
an index shift;

• uwb−1 represents f(f−||w||b(x)) due to Lemma 2.12 and the induction hypothesis, which
is f−||wb−1||b(x);

• suppose uwb represents y; then uw represents f(y) due to Lemma 2.12. Then we have,
by induction, y = f−||w||b−1(x) = f−||wb||b(x).

Remark 2.17. The previous proof heavily relies on the fact that f is a bijection on [1
3 , 2]/

1
3 ∼ 2,

and that we do not have to differentiate between 1
3 and 2 there.

2.4 A strongly aperiodic SFT on BS(1, n)
If m or n is equal to 1, then the previous weak period of Proposition 2.10 does not work
anymore – it is a trivial element. In fact, we prove in this section that for BS(1, n), YS0 is
strongly aperiodic.

One key property of BS(1, n) is that there is a simple quasi-normal form for all its
elements.

Lemma 2.18. (Quasi-normal form in BS(1, n)) For every g ∈ BS(1, n), there are integers
k,m ∈ N0 and l ∈ Z such that g = b−kalbm.

Proof. From the definition of BS(1, n), we have that ba = anb (1), ba−1 = a−nb (2), ab−1 =
b−1an (3) and a−1b−1 = b−1a−n (4). Consequently, taking an element of BS(1, n) as a word
w written with a and b, we can:

• Move each positive power of b to the right of the word using (1) and (2) repeatedly;

• Move each negative power of b to the left of the word using (3) and (4) repeatedly;

so that we finally get a form for the word w which is: b−kalbm with k,m ∈ N0 and l ∈ Z.

Remark 2.19. A general normal form – the same, with k imposed to be minimal – can be
obtained from Britton’s Lemma. The form obtained here is not unique (a = b−1anb for
instance), but we use it because it admits a simple self-contained proof, and it is enough for
what follows: the sum m− k is constant for all writings of a given group element, hence we
name it “quasi-normal”.
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Proof. Indeed, suppose we have b−kalbm = b−k′
al

′
bm

′ . Then
b−kal = b−k′

al
′
b−(m−m′)

= b−k′−(m−m′)al
′nm−m′

Hence we get al′nm−m′ −l = b−k+k′+m−m′ . Since it is clear that ai = bj if and only if i = j = 0
in BS(1, n), we obtain m− k − (m′ − k′) = 0 which is what we wanted.

This quasi-normal form is the only thing that missed to prove the following.

Theorem 2.20. For every n ≥ 2, the Baumslag-Solitar group BS(1, n) admits a strongly
aperiodic SFT.

Proof. Let y ∈ YS0 , and g ∈ StabBS(1,n)(y). Using Lemma 2.18, we can write g = b−kalbm

with k,m ∈ N0, l ∈ Z.
Let x be the real represented by ue. By Lemma 2.16, ug represents fk−m(x). Since

g ∈ StabBS(1,n)(y), ug = ue and so fk−m(x) = x by the uniqueness of the representation from
Lemma 2.15. The aperiodicity of f then implies that k = m.

Let us assume l ̸= 0. Then g = b−kalbk and gn = b−k(an)lbk. We can reduce gn to
b−k+1albk−1 using the relation an = bab−1. More generally, we notice that for any positive
integer i, iterating the process i times, we obtain that gni = b−k+ialbk−i ∈ StabBS(1,n)(y).

Since for all i, gni ∈ StabBS(1,n)(y), we can obtain a contradiction with an argument
similar to Prop 6. of [3]. We have bjalb−j ∈ StabBS(1,n)(y) for any j ≥ −k. This means that
ubj = ubjal hence ubj is a l-periodic sequence. We have a finite number of said sequences,
since they can only use digits among {0, 1, 2}. Consequently, there are j1 ̸= j2 such that the
two levels Lbj1 and Lbj2 read the same sequence (up to index translation). These two levels
represent respectively f j1(x) and f j2(x) due to Lemma 2.16, and since the two sequences on
these levels are the same, f j1(x) = f j2(x). This equality contradicts the fact that f has no
periodic point, since we had j1 ̸= j2.

As a consequence, any non-trivial g ∈ BS(1, n) cannot be in StabBS(1,n)(x), and we finally
get that StabBS(1,n)(x) = {e}: YS0 is strongly aperiodic.

Following Theorem 2.20, a question remains: is the strong aperiodicity of Aubrun and
Kari’s SFT a property of the group BS(1, n) itself, or does it only arise on carefully chosen
SFTs, as YS0? Is this because BS(1, n) behaves like Z2 and all its weakly aperiodic SFTs
are also strongly aperiodic, or does Aubrun and Kari’s construction happen to be “too much
aperiodic”? It turns out that the latter is the correct answer, as we build in the following
section an SFT on BS(1, n) that is weakly but not strongly aperiodic.

3 A weakly but not strongly aperiodic SFT on BS(1, n)
Our weakly but not strongly aperiodic SFT will work by encoding specific substitutions into
BS(1, n). Indeed, the Cayley graph of BS(1, n) is very similar to orbit graphs of uniform
substitutions (see for example [2, 9] for a definition of orbit graphs and another example of a
Cayley graph similar to an orbit graph). In this section, we find a set of substitutions that
are easy to encode in BS(1, n) (Section 3.1), and show how to do it (Section 3.2).

3.1 The substitutions σi

Let A = {0, 1}. For r ∈ {0, . . . , n− 1}, let σr : A → An be the following substitution:

σr :
{

0 7→ 0n−r−110r

1 7→ 0n
.
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We may also write σ = σ0 and call the other ones the shifts of σ.
Note that, for c ∈ {0, 1} and i ∈ {0, . . . , n−1}, σr(c)i = 0 if and only if c = 0 and i = n−r−1
(starting to count from 0 the indices of the word σr(c)).
All σr(0) are cyclic permutations of the same finite word. Denote ρ the shift action on a
biinfinite word u, i.e. ρj(u)i = ui+j , as a way to write the action of Z on {0, 1}Z.

Lemma 3.1. For any biinfinite word u ∈ AZ, any i, r ∈ {0, . . . , n− 1} and j ∈ Z,
(σr ◦ ρj(u))i = σr(uj)i = (σr(u))nj+i.

Proof. For i ∈ {0, . . . , n − 1}, σr(ρj(u))i depends on the letter of ρj(u) at position 0 only,
that is uj (See Fig. 6), hence σr(ρj(u))i = σr(ρj(u)0)i = σr(uj)i.

Similarly, the letter (σr(u))nj+i does not depend on the totality of u but only on uj : it is
the ith letter of σr(uj).

uj−2 uj−1 uj uj+1 uj+2. . . . . .

σr(uj−2) σr(uj−1) σr(uj) σr(uj+1) σr(uj+2). . . . . .

(σr ◦ ρj(u))i = σr(uj)i

ρj(u)

σr ◦ ρj(u)

Figure 6: Illustration of Lemma 3.1.

Lemma 3.2. For any r ∈ {0, . . . , n− 1},
σr = ρr ◦ σ.

Proof. Let u ∈ AZ. Let i, r ∈ {0, . . . , n− 1} and j ∈ Z.

σ(u)nj+i =
{

0 if i ̸= n− 1
σr(u)nj+i−r if i = n− 1

Considering that if i ̸= n− 1, σr(u)nj+i−r = 0, we conclude that we always have σ(u)nj+i =
σr(u)nj+i−r, and so σr = ρr ◦ σ.

Lemma 3.3. For n ≥ 3, σ1 has a unique fixpoint. For n = 2, σ1 has no fixpoint but σ1
2 has

two fixpoints.

Proof. Proposition 4 from [19] characterizes biinfinite fixpoints of substitutions. In the present
case of σ1, [19] states that w = σ1(w) if and only if w = y.x with x = −−→σ1

ω(c) and y =←−−ωσ1(c′)
with σ1(c) = cv and σ1(c′) = uc′, u, v ∈ {0, 1}∗, c, c′ ∈ {0, 1}. Notice that σ1(0) = 0n−210
and σ1(1) = 0n, for n ≥ 3, so the only choice for c and c′ is c = c′ = 0. Then σ1 has a fixpoint
that is ←−−ωσ1(0).−−→σ1

ω(0) and which is unique.
For n = 2 the same reasoning concludes that σ1 has no fixpoint. However, since σ1

2(0) =
0010 and σ1

2(1) = 1010, the same reasoning also yields that σ1
2 has two fixpoints that are

←−−−−
ω(σ1

2)(0).
−−−−→
(σ1

2)ω(0) and
←−−−−
ω(σ1

2)(0).
−−−−→
(σ1

2)ω(1).

Lemma 3.4. For every k ∈ N and every i1, . . . , ik ∈ {0, . . . , n − 1}, the fixpoints of s =
σik ◦ · · · ◦ σi1 are aperiodic.

Proof. To prove the aperiodicity of a fixpoint w of s (in the case where such a fixpoint exists),
we follow a proof from [17], simplified for our specific case.

First, let us show that the two subwords 00 and 01 can be found in w.
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• For 00, let us define s′ = σik−1 ◦ · · · ◦ σi1 . Then, by definition, w = σik(s′(w)) (by
convention s′(w) = w if k = 1). We are going to prove that s′(w) always contains
a 1. As a consequence, w = σik(s′(w)) contains 00 because σik(1) = 0n. Suppose
s′(w) = ...000.... If k = 1, it means that w = ...000..., but then s(w) ̸= w so this is
impossible. If k = 2, then s′ = σi1 so the only way to have s′(w) = ...000... is to have
w = ...111..., but again s(w) ̸= w. If k ≥ 3, let us define t = σik−3 ◦ · · · ◦ σi1 . With
this notation, w = σik ◦ σik−1 ◦ σik−2(t(w)). The assumption s′(w) = ...000... causes
σik−2(t(w)) = ...111.... However, this is impossible since ...111... has no antecedent by
σik−2. Therefore s′(w) must contain a 1 and we can find 00 in w.

• For 01, the only way for w not to contain 01 is to be of the form w = ...000..., w = ...111...
or w = ...1100.... But it is clear that s(...000...) ̸= ...000..., s(...111...) ̸= ...111... and
s(...1100...) ̸= ...1100... hence none of them can be fixpoints.

Hence s(00) and s(01) can also be found in w since s(w) = w. From this, we build by
induction infinitely many words with two possible right extensions. We have s(00) ̸= s(01);
consider the largest prefix on which they agree, call it u2, with |u2| > 1. Then both u20
and u21 can be found in w. Hence s(u20) and s(u21) can also be found in w. We have
s(u20) ̸= s(u21); consider the largest prefix on which they agree, call it u3, with |u3| > |u2|.
Then both u30 and u31 can be found in w. Hence s(u30) and s(u31) can also be found in w.

By induction, we can build subwords of w as large as we want that have two choices for
their last letter. Hence the factor complexity of w is unbounded, and so w is aperiodic (see
Section 1.3).

3.2 Encoding substitutions in BS(1, n)
We now show how to encode such substitutions in SFTs of the group BS(1, n) given by a
tileset. We define the tileset τσ on BS(1, n), n ∈ N, n ≥ 2, to be the set of tiles shown on
Fig. 7 for all c ∈ {0, 1} and i ∈ {0, . . . , n− 1}. Remark that a tile is uniquely defined by the
couple (c, i).

•

• •

• • • •. . .

c

σi(c)

i i

Figure 7: Tiles of τσ: left and right colors are identical and equal to i, top color is c and
bottom colors are equal to σi(c)0, . . . , σi(c)n−1.

This tileset will be the weakly but not strongly aperiodic tileset we are looking for.
Lemmas 3.3 and 3.4 study the words that can appear on levels Lg of the tiling, by looking at
the fixpoints of σ1. They prove that no biinfinite word can be both a fixpoint for the σi’s and
a periodic word, forbidding one direction of periodicity for any configuration we will encode
with our tileset. This naturally leads to the following proposition:

Proposition 3.5. No configuration of Xτσ can be ak-periodic for any k ∈ N.

Proof. Suppose that there is a configuration x of Xτσ such that for any g ∈ BS(1, n),
xak·g = xg (ak-periodicity). Call w := (xaj )j∈Z the biinfinite word based on level Le. w
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is k-periodic by ak-periodicity of the configuration x. But w is also nk-periodic. Hence
(xbaj )j∈Z is k-periodic. Indeed, by construction, when applying the correct substitution σi to
xbaj and xbaj+k , one obtains the words xanj . . . xanj+n−1 and xanj+nk . . . xanj+nk+n−1 which are
one and the same by nk-periodicity of w. Since there is only one preimage for a word by σi,
xbaj = xbaj+k . By the same argument, one can show that for any integer l > 0, (xblaj )j∈Z must
be k-periodic. However, these biinfinite sequences only use digits among {0, 1, 2} so there is
a finite number of such sequences. In particular, two of these sequences are the same. Since
one is obtained from the other by applying the correct succession of σi’s, we get a periodic
sequence that is a fixpoint of some s = σiN ◦ · · · ◦ σi1 for some i1, . . . , iN ∈ {0, . . . , n − 1}.
This contradicts Lemma 3.4.

Lemma 3.6. There exists a weakly periodic configuration in Xτσ for n ≥ 3.

Proof. We define w the unique fixpoint of σ1 obtained thanks to Lemma 3.3.
Let f(k) = ⌊ kn⌋ be the function that maps k to the quotient in the euclidean division of k

by n and r(k) its remainder. We also define F (k) = f(k+1) and R(k) = r(k+1). This means
that nF (k) +R(k) = k + 1, F (ln) = l + ⌊ 1

n⌋ = l, but also F (k + n) = ⌊k+1+n
n ⌋ = F (k) + 1,

and consequently Fm(k + nm) = Fm(k) + 1.

Xτσ is nonempty

We define a configuration x describing which tile (cg, ig) (a tile being uniquely defined by
such a couple) is assigned to g, i.e. xg = (cg, ig), using the quasi-normal form g = b−kalbm.
Then, we check that x does verify the adjacency rules. Define x ∈ τσBS(1,n) by

{
xb−kal := (wl, 1)
xb−kalbm := (wFm(l), R ◦ Fm−1(l)) for m > 0.

Remember that Lemma 2.18 states that any g ∈ BS(1, n) can be written b−k1al1bm1 .
Suppose it has a second form b−k2al2bm2 with k2 > k1 up to exchanging the notations (were
they equal, it is easy to prove the two forms would be the same). Then bk1−k2al2bm2−m1 = al1 ,
that is, bk1−k2al2−l1nk2−k1 bm2−m1 = e. This means that k2 − k1 = m2 − m1 > 0 and
l2 = l1n

k2−k1 . With that, we prove our x is well-defined. k2 > k1 causes m2 > 0 in order to
have k2 − k1 = m2 −m1 > 0. Consequently,

xb−k2al2bm2 = (wFm2 (l2), R ◦ Fm2−1(l2))
= (wFm1+k2−k1 (l1nk2−k1 ), R ◦ F

m1+k2−k1−1(l1nk2−k1))
= (wFm1 (l1), R ◦ Fm1−1(l1))
= xb−k1al1bm1

with a variation on the second to last line if m1 = 0: we have R ◦ F k2−k1−1(l1nk2−k1) =
R(l1n) = 1.

Now, we prove that x ∈ Xτσ . Let g = b−kalbm.

• If m > 0, we have
xga(left) = xb−kal+nmbm(left)

= R ◦ Fm−1(l + nm)
= R(Fm−1(l) + n)
= R ◦ Fm−1(l)
= xg(right).
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• If m = 0, we have
xga(left) = xb−kal+1(left)

= 1
= xg(right).

Let j ∈ {0, . . . , n− 1}. We have
xga−jb(bottomj+1) = xb−kal−jnmbm+1(bottomj+1) (g = b−kalbm)

= σR◦Fm(l−jnm)(wFm+1(l−jnm))j (by definition of x)
= σR◦Fm(l−jnm)(w)nFm+1(l−jnm)+j (Lemma 3.1)
= σ(w)nFm+1(l−jnm)+j+R◦Fm(l−jnm) (Lemma 3.2)
= σ(w)Fm(l−jnm)+j+1 (by definition of F and R)
= σ1(w)Fm(l−jnm)+j (Lemma 3.2)
= wFm(l−jnm)+j (since w is a fixpoint of σ1)
= wFm(l) (Fm(l − jnm) = Fm(l)− j)
= xg(top)

Consequently, x describes a valid configuration of Xτσ : all adjacency conditions are
verified.

x is b-periodic

With the definition of x, it is easy to check that for any g ∈ BS(1, n), xbg = xg. Hence it is a
weakly periodic configuration.

We can now obtain our second main theorem:

Theorem 3.7. The tileset τσ forms a weakly aperiodic but not strongly aperiodic SFT on
BS(1, n), n ∈ N, n ≥ 2.

Proof. First, in the n ≥ 3 case, there is a weakly periodic configuration in Xτσ , see Lemma 3.6.
Hence it is not a strongly aperiodic SFT.

In the n = 2 case, we define u and v the two fixpoints of σ1
2 (Lemma 3.3 again) and

remark that v = σ1(u) and u = σ1(v). We define a configuration x ∈ τσBS(1,n) by:

xb−kal :=
{

(ul, 1) if k +m ≡ 0 mod 2
(vl, 1) if k +m ≡ 1 mod 2

xb−kalbm :=
{

(uFm(l), R ◦ Fm−1(l)) for m > 0 if k +m ≡ 0 mod 2
(vFm(l), R ◦ Fm−1(l)) for m > 0 if k +m ≡ 1 mod 2

and we use the same notations as in the proof of Lemma 3.6. The reasoning is also the same,
except instead of using w an alternation appears between u and v in all the equations. As a
consequence, the configuration is b2-periodic instead of b. Once again, Xτσ is consequently
not strongly aperiodic.

Now, using Proposition 3.5, and since all powers of a are of infinite order in BS(1, n), we
get that for any valid configuration x of τσ, |OrbBS(1,n)(x)| = +∞, for any n ≥ 2. Hence no
configuration of τσ is strongly periodic, and so the SFT is weakly aperiodic.
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4 A strongly aperiodic SFT on BS(n, n)
This section is a mere assembly of known results, that we think are worth gathering in
the context of the current paper. It uses a theorem from [12] seen as an extension of the
construction presented in [14]. The idea behind that theorem is that G×Z admits a strongly
aperiodic SFT as soon as G can encode piecewise affine functions. This is reflected by the
PA′ condition described in [12] and restated below.

Definition 4.1. Let k ∈ N. Let F = {fi : Pi → P ′
i | i ∈ {0, . . . , k}} be a finite set of piecewise

affine rational homeomorphisms, where each Pi and P ′
i is a finite union of bounded rational

polytopes of Rn. Let D = ⋂k
i=1 Pi ∩

⋂k
i=1 P

′
i be the common domain of all functions of F and

their inverses.
Let SF be the closure of the set {fi, fi−1 | i ∈ {1, . . . , k}} under composition. We define

GF , the group {f |D | f ∈ SF}.
A finitely generated group G is PA′-recognizable if there exists a finite set F of piecewise

affine rational homeomorphisms such that:
(A) G ∼= GF ;
(B) ∀t ∈ D,∀g ∈ F , [∀f ∈ F , g(f(t)) = f(t)]⇒ g = Id.

Theorem 4.1 ([12], Th. 7). If G is an infinite finitely generated PA′-recognizable group,
then Z×G admits a strongly aperiodic SFT.

We need two additional propositions to obtain the desired result on BS(n, n):

Proposition 4.2 ([6], Prop. 9 & 10). If G is a finitely generated group and H is a finitely
generated subgroup of G of finite index, then we have the following:

H admits a weakly aperiodic SFT ⇔ G admits a weakly aperiodic SFT
H admits a strongly aperiodic SFT ⇔ G admits a strongly aperiodic SFT.

The following proposition is known, but we include a self-contained proof.

Proposition 4.3. BS(n, n) admits Z× Fn as a subgroup of finite index, where Fn is the free
group of order n.

Proof. Let H be the subgroup of BS(n, n) generated by {an} ∪ {aiba−i | i ∈ {0, . . . , n −
1}}. First, H is normal in BS(n, n). We prove that aHa−1 ⊆ H by verifying it on its
generators: the only verification needed is aan−1ba−(n−1)a−1 = anba−n = bana−n = b.
Similarly, a−1Ha ⊆ H; and finally, bHb−1 ⊆ H (same for b−1) since b ∈ H. Second, H is
isomorphic to Z×Fn through the following isomorphism (denoting g0, . . . , gn−1 the generators
of Fn and ε its identity):

ϕ : Z× Fn−→H
(1, ε) 7−→an

(0, gi) 7−→aiba−i

It is a morphism by construction, which is correctly defined since the only basic relation
of Z × Fn, that is (1, ε) · (0, gi) = (0, gi) · (1, ε), is preserved in H: anaiba−i = aianba−i =
aibana−i = aiba−ian. Said morphism is surjective, because H is generated by an and
{aiba−i | i ∈ {0, . . . , n − 1}}. Finally, it is also injective: let g = (k,w) ∈ Z × Fn, with
w = (gi1)e1 . . . (giN )eN where the el are in {−1,+1}.

ϕ(g) = e⇔ ankai1be1a−i1ai2 . . . a−iN−1aiN beNa−iN = e

This form is a canonical form in H: any word in H can be uniquely written as such. Indeed,
any word in H is a succession of generators of it, aikbeka−ik and an. But an commutes
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with all the other generators due to the relation of BS(n, n), so such a form is always
attainable. To prove it is unique, it is enough to prove it for e: suppose we have some
ankai1be1a−i1ai2 . . . a−iN−1aiN beNa−iN = e. First, realize that no relation in BS(n, n) allows
to reduce the total power of a in a word, causing k = 0 necessarily. Then, consider the
resulting word ai1be1ai2−i1 . . . aiN −iN−1beNa−iN in BS(n, n): it cannot be reduced in BS(n, n)
since all powers of a between two b’s are of absolute value smaller than n.

As a consequence, the previous equality is true only when k = 0 and w = ε. Hence the
injectivity of the map.

Moreover, any element of BS(n, n) can be written in a form that much resembles the one
mentioned above:

apankai1be1a−i1 . . . aiN beNa−iN

with p ∈ {0, . . . , n−1}. To do so, first move all an’s in the rightmost power of a in the word, to
the leftmost part of the word. Ensure that −iN , the remaining power, is in {−n+1, . . . ,−1, 0}.
Then force aiN to appear on the left of the b itself to the left of a−iN , and call −iN−1 the
remaining power of a (it is in {−(n− 1), . . . ,−1, 0} up to moving another an to the leftmost
part of the word) before another b to the left. Repeat this operation until there is no b to the
left of the power of a you consider, and split this final aK into apankai1 .

As a consequence, BS(n, n)/H = {e, a, . . . , an−1} ∼= Z/nZ. Hence H is of finite index in
BS(n, n).

Theorem 4.4. For every n ≥ 2, BS(n, n) admits a strongly aperiodic SFT.
Proof. First, finitely generated subgroups of compact groups of matrices on integers are
PA′-recognizable (see [12], Proposition 5.12). F2, the free group of order 2, is isomorphic to a
subgroup of SL2(Z) (see [8, Lemma 2.3.2]), hence it is PA′-recognizable. It is also known (see
[8, Corollary D.5.3]) that Fn is a subgroup of F2; so it is isomorphic to a subgroup of SL2(Z)
and PA′-recognizable too. Therefore by Theorem 4.1 Z × Fn admits a strongly aperiodic
SFT. Using Proposition 4.2 and Proposition 4.3, we obtain that BS(n, n) admits a strongly
aperiodic SFT.

Conclusion

Baumlag-Solitar groups BS(m,n) are residually finite if and only if |m| = 1, |m| = 1
or |m| = |n| (Proposition 1.1). Gathering results from Theorem 2.20, Theorem 3.7 and
Theorem 4.4, and considering that BS(−m,−n) ∼= BS(−m,n) ∼= BS(m,−n) ∼= BS(m,n),
we obtain the following:
Theorem 4.5. Residually finite Baumslag-Solitar groups BS(m,n) with |m| ≥ 2 or |n| ≥ 2
admit both stronly and weakly-not-strongly aperiodic SFTs.

For non-residually finite Baumslag-Solitar groups, the existence of strongly aperiodic STF
is still an open question.

In Section 3, we showed how to encode a particular set of substitutions into a tiling of
BS(1, n). An interesting question related to combinatorics on words would be to characterize
the sets of substitutions that can be encoded using our technique. It is clear that the nature
of BS(1, n) impose some conditions on these substitutions, and it would be of independent
interest to obtain a self-contained condition on the substitutions and study their properties.
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