
HAL Id: hal-03657425
https://hal.science/hal-03657425

Submitted on 3 May 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Coupled body and surface wave sensitivity kernels for
coda-wave interferometry in a three-dimensional scalar

scattering medium
Andres Barajas, Ludovic Margerin, Michel Campillo

To cite this version:
Andres Barajas, Ludovic Margerin, Michel Campillo. Coupled body and surface wave sensitivity
kernels for coda-wave interferometry in a three-dimensional scalar scattering medium. Geophysical
Journal International, 2022, 230 (2), pp.1013-1029. �10.1093/gji/ggac091�. �hal-03657425�

https://hal.science/hal-03657425
https://hal.archives-ouvertes.fr


Geophys. J. Int. (2022) 230, 1013–1029 https://doi.org/10.1093/gji/ggac091
Advance Access publication 2022 April 9
GJI Seismology

Coupled body and surface wave sensitivity kernels for coda-wave
interferometry in a three-dimensional scalar scattering medium

Andres Barajas ,1 Ludovic Margerin2 and Michel Campillo1

1Institut des Sciences de la Terre, Observatoire des Sciences de l’Univers de Grenoble, Université Grenoble Alpes, Grenoble, 38610, France,
E-mail: custore@gmail.com
2Institut de Recherche en Astrophysique et Planétologie, Observatoire Midi-Pyrénées, Université Paul Sabatier, Toulouse, 31400, France
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S U M M A R Y
Analysis of long recordings of ambient seismic noise has shown to be effective for estimation
of seismic responses between points located on the surface. This includes both the ballistic and
the coda part of the waveforms. Passive image interferometry is used to analyse perturbations
in the reconstructed coda, to detect and locate changes in the medium. This method has been
shown to be effective in monitoring variations in seismic velocity produced by a wide range of
phenomena. However, localization of the sources of these changes is still an open problem for
a 3-D half-space, given the difficulties of integrating body and surface waves within the same
framework. In this study, we approach this problem by developing the sensitivity kernels of a
scalar model that integrates the body and surface scalar waves. First, we establish a parallel
between the penetration depth of the surface waves for the elastic and scalar cases, which equips
the latter with a natural scaling with frequency that is otherwise not included in the model.
Next, using a variational approach, we quantify how a velocity perturbation in the medium
affects the propagation velocity of the surface waves. Based on these results, we extend the
sensitivity theory to include the body and surface waves as modes of propagation and detection,
as restricted to a 1-D depth-dependent perturbation description, for simplicity. The obtained
kernel can be expressed as the sum of a surface and a body waves sensitivity kernels, which
are inter-dependent through a set of traveltime distributions. These distributions are estimated
with Monte Carlo simulations based on the radiative transfer equations of the system, with
the source and the receiver located in the same position at the surface. The sensitivity at depth
is in good agreement with previous results based on full wavefield elastic simulations in 3-D
inhomogeneous half-space. The temporal evolution of the body and surface waves sensitivity
is quantified, as well as the contribution of all the possible modes of propagation and detection
to each of these sensitivities. We show how the position of the source affects the sensitivity
between the two types of waves. We find that the efficacy of energy conversion from surface
to body waves is controlled by the ratio between the surface wave penetration depth and the
mean free path, a feature that has not been reported in previous studies. This means that
configurations that share this ratio have the same sensitivity as long as all the spatial and
temporal variables (e.g. elapsed time, depth) are non-dimensionalized with the mean free path
and the mean free time, respectively.

Key words: Coda waves; Seismic interferometry; Wave scattering and diffraction.

1 I N T RO D U C T I O N

The heterogeneities in the Earth crust interact with passing seismic
waves and scatter them in multiple directions. This phenomenon
is directly related to the formation of the coda, which contains in-
formation about the strength and properties of this interaction. The
first study in this direction was by Aki (1969), where he defined

for the first time the coda and its principal characteristics. The coda
was later used to analyse the attenuation properties related to the
structure of the Earth (Aki & Chouet 1975). More studies followed
that showed that variations in the amplitude and phase of scattered
waves allowed identification of small perturbations in the proper-
ties of the crust (Poupinet et al. 1984; Ratdomopurbo & Poupinet
1995; Schaff & Beroza 2004). Estimation of these changes from
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the continuous seismic noise field is one of the fundamental princi-
ples of passive image interferometry, which has been shown to be
effective for detection of velocity variations of fault zones (Wegler
& Sens-Schönfelder 2007; Brenguier et al. 2008) and volcanoes
(Sens-Schönfelder & Wegler 2006), or as a consequence of various
meteorological phenomena (Meier et al. 2010; Hillers et al. 2014;
Wang et al. 2017). Zeng (2006) and Sato (1994) have shown the
importance of each mode of wave propagation and their possible
conversions, in the formation of the seismic coda, suggesting that
the scattered wave energy at different arrival times may be domi-
nated by different types of waves. Maeda et al. (2008) made impor-
tant contributions in this regard, modelling the coda envelopes in
an inhomogeneous elastic half-space including P, SV and Rayleigh
waves in the single scattering approximation.

The phase changes generated in the coda depend on the loca-
tion of the perturbation and the time that the seismic field has to
sample it. This means that it is possible to locate the perturbation
in the crust with the information registered at the surface at differ-
ent times. Coda wave interferometry establishes the link between
these two through introduction of the sensitivity kernels. The first
kernels were deduced for the diffusive regime (Pacheco & Snieder
2005), and then for the single scattering regime (Pacheco & Snieder
2006) of the scalar case. The traveltime sensitivity kernel is a den-
sity function that shows the most probable sectors through which a
wave passes when going from the source to the receiver at a given
lapse time. The kernel can be calculated as a convolution of the
probabilities of the particle traveling from either the source or the
receiver, to each part of the medium that is sampled by the waves
(Pacheco & Snieder 2005). Each of these probabilities can be inter-
preted physically as the intensity received at one point in the space
after a unitary pulse is emitted from another (Margerin et al. 2016).
Later, Margerin et al. (2016) demonstrated the importance of the
directionality of the seismic field, which implied that an analysis of
the sensitivity based only on the energy intensities was insufficient.
To solve this, they developed sensitivity kernels through specific in-
tensities, overcoming the restrictions on the propagation regime that
was previously limited to the diffusive or the single-scattering cases,
and extending the theory towards anisotropic scattering events.

The sensitivity kernels have been tested in full wavefield simu-
lations (Kanu & Snieder 2015; Planes et al. 2015) and applied to
real field data to detect changes in the medium preceding a volcanic
eruption (Obermann et al. 2013a; Lesage et al. 2014) or associated
with earthquakes (Obermann et al. 2014). The coupling between
body and surface waves has remained a challenging factor in the
development of the sensitivity kernels in a 3-D half-space, which
is the usual setting for most seismic applications. Obermann et al.
(2013b, 2016) developed a heuristic approach to this problem by ex-
pressing the sensitivity as a linear combination of two independent
sensitivities, one for surface waves and the other for body waves,
with a controlling factor mediating the two that changes with time,
and that is estimated through full wavefield numerical simulations.
This factor helps to recreate predominance of surface and body
wave sensitivities at different lapse times. This method has been
extended to localize small-scale perturbations in media (Obermann
et al. 2019).

Recently, Margerin et al. (2019) developed a scalar model based
on the Helmholtz equation in a half-space with Robin boundary
conditions (Hein 2010), that naturally integrates body and surface
waves, allowing them to estimate the mean free paths and times of
the two modes and establish the radiative transfer equations. Based
on this model, we reformulate the sensitivity equations from a prob-
abilistic point of view to include the two types of propagation and

to estimate the times the waves pass in each mode through a series
of Monte Carlo simulations. This allows us to obtain the traveltime
density distributions between the two modes of propagation for dif-
ferent depths in a 3-D half-space medium. In parallel, we estimate
the phase perturbations of the surface waves as a consequence of
a perturbation in the medium, and integrate this with the results of
the simulations, to obtain the sensitivity kernel. We finally compare
the performance of this kernel with previous studies, and analyse
its most important features.

2 S C A L A R M O D E L

We begin with a quick overview of the scalar model developed by
Margerin et al. (2019). First, we state the wave equation in a 3-D
half-space

(ρ∂t t − T �) u(t, r, z) = 0, (1)

where, t is time, (r, z) is the position vector (r, z ≥ 0), ρ is the
density, T is the elastic constant of the medium and u is the dis-
placement. The existence of surface waves is ensured, thanks to the
Robin boundary condition over the surface,

(∂z + α)u(t, r, z)|z=0 = 0, (2)

where α is a positive constant. For time harmonic fields (u ∝ e−iωt),
eq. (1) reduces to the Helmholtz equation:

�u(r, z) + k2u(r, z) = 0, (3)

where k is the wavenumber (k = ω/c). The first kind of solution of
these equations is the sum of the incident and reflected body waves:

ub(t, r, z) = A(e−iqz + r (q)eiqz)ei(k‖·r−ωt), q ≥ 0, (4)

where k‖ = (kx , ky, 0) is the horizontal wavenumber, with k‖ · k‖ +
q2 = ω2

c2
and

r (q) = q + iα

q − iα
. (5)

The second possible kind of solution is a wave propagating par-
allel to the surface

us(t, r, z) = Ah(z)ei(k‖·r−ωt); (6)

where the term h(z) = e−αz, and therefore α, controls the surface
wave penetration depth. In this case, the horizontal wavenumber is

related to the constant α by the relation k‖ · k‖ − α2 = ω2

c2
. Making

use of the relation between the phase velocity cR and the magnitude
of the horizontal wavenumber k� = ω/cR, the former can be written
as

cR = c√
1 + c2α2

ω2

, (7)

where c is the body wave velocity. One particularity of this system
is that the surface group velocity vg is always higher than both the
body and surface wave phase velocities:

vg = c2

cR
= c

√
1 + c2α2

ω2
. (8)

This implies that the first ballistic energy received at a point on
the surface will come mainly from the surface waves for a source
located in the vicinity of the surface. Furthermore, even in a half-
space geometry, the surface wave is dispersive. To make our model
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more realistic, we will show in Section 3 and Appendix A, that
by letting α appropriately depend on frequency, dispersion can be
eliminated so that c = vg, just like for Rayleigh waves.

The field produced by a single scattering event is obtained through
the perturbed Helmholtz equation

�u(r, z) + k2(1 + εa3δ(r)δ(z − zs))u(r, z) = 0, (9)

where ε is the local perturbation of the inverse square velocity, and
a represents the typical dimension of the scatterer located at (0,
0, zs). We assume that an incoming incident body wave or surface
wave, u0(r, z), is scattered by a weak scatterer, under the condition
that the wavelength λ is larger than the scatterer dimension. This
condition is usually expressed in terms of the wavenumber as ka �
1. Making use of the Born approximation, the produced scattered
field can be written as

u(r, z) = u0(r, z) − k2εa3G (r, z, zs) u0 (0, zs) , (10)

where G (r, z, zs) represents the Green’s function of the Helmholtz
equation in a half-space with mixed boundary condition, which is
composed of both body waves and surface waves. With this approx-
imation, it is possible to calculate the scattering cross-section of a
scatterer as a balance of the incoming and outgoing energies. From
the scattering cross-sections, we can obtain the mean free times of
all the possible wave conversions

This treatment is adequate, provided the free surface induces a
random phase shift between the upgoing and downgoing waves,
eliminating any possible interference effect (Margerin et al. 2019)

τ s→s = 1

α

4

nck3a6ε2
,

τ s→b = 4π

nck4a6ε2
,

τ b→b = 4π

nck4a6ε2
,

τ b→s(z) = e2αz

α

2

nck3a6ε2
, (11)

where n is the volume density of the scatterers. The total mean free
times can be calculated as

1

τ s
= 1

τ s→s
+ 1

τ s→b
,

1

τ b(z)
= 1

τ b→s(z)
+ 1

τ b→b
. (12)

The dependence of τ b → s on the depth is directly related to the
probability of exciting a surface wave, which is proportional to
the surface eigenfunction. The ratio between the energy of surface
waves and the depth-integrated energy of the body waves generated
by a point source is

R(z) = τ s→b

τ b→s(z)
= 2πcα

ω
e−2αz . (13)

The transport of the energy of body waves can be described in
terms of the specific volumetric energy density eb(t, r, z, k̂), where
k̂ is a vector on the unit sphere in three dimensions. The dependence
on frequency has been omitted here and in the rest of this section for
simplicity. The integration of this specific volumetric energy density
over a solid angle gives us the volumetric energy density

Eb(t, r, z) =
∫

4π

eb(t, r, z, k̂)dk̂. (14)

On the other hand, the transport of surface waves can be de-
scribed in terms of the specific surface energy density εs(t, r, n̂),

where n̂ is a unit vector in the horizontal plane. To describe the sys-
tem through the formulation of transport equations, it is necessary
to have energy densities of equal dimensions; for this reason, the
specific volumetric energy density of surface waves is introduced:

es(t, r, z, n̂) = 2αεs(t, r, n̂)e−2αz, (15)

which when integrated over depth give us back the specific surface
density εs(t, r, n̂). Using this new specific volumetric density it is
now possible to define a volumetric energy density of the surface
waves:

Es(t, r, z) =
∫

2π

es(t, r, z, n̂)dn̂. (16)

The total energy density at a point in the medium will be
the sum of the energy densities of the body and surface waves
Eb(t, r, z) + Es(t, r, z), which is supported by the orthogonality of
their eigenfunctions.

From these definitions the radiative transport equations can be
constructed. The scattered intensity for the body waves is isotropic
thanks to the assumed random phase shift between the upgoing and
downgoing waves body waves, while the surface part is isotropic in
the horizontal plane (Margerin et al. 2019). The increase and decay
of the intensity are stated in terms of the conversion between all the
possible modes

(
∂t + vgn̂ · ∇)

es(t, r, z, n̂) = − es(t, r, z, n̂)

τ s
+ Es(t, r, z)

2πτ s→s

+ Eb(t, r, z)

2πτ b→s(z)
+ ss(t, r, z, n̂)

(
∂t + ck̂ · ∇)

eb(t, r, z, k̂) = − eb(t, r, z, k̂)

τ b(z)
+ Eb(t, r, z)

4πτ b→b

+ Es(t, r, z)

4πτ s→b
+ sb(t, r, z, k̂) (17)

where the gradients are defined in three dimensions, and the terms
ss, b are sources of the surface and body waves, generated by a unit
point source at depth z0

ss(t, r, z, n̂) = 2αR (z0) e−2αzδ(r)

2π (1 + R (z0))
,

sb(t, r, z, k̂) = δ (z − z0) δ(r)

4π (1 + R (z0))
. (18)

These equations ensure that the unit radiated energy from the
source is distributed between surface and body waves according to
the energy partitioning ratio R(z0) defined in eq. (13).

3 P E N E T R AT I O N D E P T H O F T H E
S U R FA C E WAV E

One of the fundamental characterizing parameters of the interac-
tion between body and surface waves is the penetration depth of the
surface waves. For this reason, finding an equivalence between the
penetration depth for the scalar model and for the elastic model is
fundamental. For the elastic case, we take as reference the Rayleigh
waves formed in a homogeneous half-space. The sensitivity of both
surface waves to physical variations at depth is a function of their
respective surface eigenfunctions, or more precisely, to the square
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of these functions, which are related to their energy. The displace-
ment eigenfunctions for the Rayleigh waves can be written as (Ben-
Menahem & Singh 1981, p.115)

ux (ω; x, z) = Ar1(ω; z) sin(ωt − kR x),

r1(ω; z) =
[

e−γαkR z −
(

1 − c2
R

2c2
β

)
e−γβ kR z

]
,

uz(ω; x, z) = Ar2(ω; z) cos(ωt − kR x),

r2(ω; z) =
(

1 − c2
R

c2
α

)1/2
⎡
⎣−e−γαkR z +

(
1 − c2

R

2c2
β

)−1

e−γβ kR z

⎤
⎦ ,

(19)

where ux is the displacement in the direction parallel to wave prop-
agation, uz is the displacement perpendicular to the surface, A rep-
resents the amplitude of the wave, cα and cβ are the velocities of the
P and S waves, respectively, kR is the wavenumber of the Rayleigh
waves and the gamma factors are

γα =
(

1 − c2
R

c2
α

)1/2

γβ =
(

1 − c2
R

c2
β

)1/2

. (20)

The energy density of the Rayleigh wave averaged over one cycle
can be written in terms of r1 and r2 as (Aki & Richards 2002, p.287)

1

2
ρ

(
r 2

1 (ω; z) + r 2
2 (ω; z)

)
, (21)

where ρ is the density of the medium. We want to find a function
in the form of a simple exponential that resembles the shape and,
especially, the reach of the Rayleigh energy density function, so we
can compare it directly with the function that describes the scalar
surface eigenfunction. In eq. (19), the penetration at depth of the
energy is dominated by the exponential function with the lower
exponent, which in the case of a Poisson solid is e−γβ kR z , where
γ β = 0.39. We take a slightly modified version of this function
that better resembles the elastic wave at shallow depths, without
significantly changing its reach, e−0.3kR z ; this is the equivalent scalar
surface eigenfunction. A comparison between these can be seen in
Fig. 1. Although their shape is not exactly equal (which would be
technically impossible with the simplifications made), they both
have relatively similar reaches and shapes.

As the scalar surface eigenfunction is also h(z) = e−αz, it is clear
that the parameter α must be equal to α = 0.3kR. It is important to
note that the behaviour here that is illustrated in Fig. 1 is completely
independent of the Rayleigh wavelength λR, and that this equiv-
alence between the elastic and scalar cases provides with natural
scaling with the frequency for the latter. This implies that α is now
frequency dependent, thus removing the original dispersive nature
of the scalar surface waves, as can be seen from eq. (7). Further-
more, this fixes the group velocity to the surface wave velocity U =
CR, as is demonstrated in Appendix A.

We take Ls = 2α−1 as the penetration depth of the scalar sur-
face wave, as at this depth the amplitude of the eigenfunction
is ∼14 per cent of its amplitude at the surface. To compare this
penetration with the elastic case, we can write Ls in terms of the
Rayleigh wavelength, using the proposed equivalence between these
two cases

Ls = 2α−1 = 2(0.3kR)−1 ≈ 1.06λR . (22)

This result is consistent with the rule of thumb that estimates the
penetration of Rayleigh waves at around 1 horizontal wavelength
λR.

Figure 1. Comparison of the penetration depths of the energy of the
Rayleigh waves and a simplified model. Both have normalized amplitudes.

4 S U R FA C E WAV E P H A S E V E L O C I T Y
S E N S I T I V I T Y

In this section, we describe the effects of a bulk velocity perturbation
on the phase velocity of the scalar surface wave. The interactions
of a surface wave with a perturbation in the medium is one of the
principal mechanisms that control the responses that are recorded
at the surface. This interaction is different from that of the body
waves, in the sense that the surface waves propagate as a whole over
a volume close to the surface, which implies that any small change
in one layer of the medium within its penetration depth should affect
the whole wave. In particular, we are interested in determining how
the surface phase velocity changes with a fractional change in the
bulk velocity. To do so, we follow variational principles applied to
the Langrangian of surface waves (Aki & Richards 2002, p.283).
The Lagrangian of this system is

L = 1

2

[
ρ(∂t us(t, r, z))2 − T (∇us(t, r, z))2 + αT us(t, r, z)2δ(z)

]
,

(23)

where us(t, r, z) is the surface wave solution defined in eq. (6),
and terms at the right-hand side of this equation represent the ki-
netic energy, the potential energy and an elastic potential energy
at the surface associated with the boundary condition, respectively.
The last term is necessary to implement the boundary condition in
eq. (2), while leaving unchanged the wave propagation in eq. (1)
(Margerin et al. 2019). This negative elastic potential is what allows
the system to sustain the propagation of surface waves. A boundary
term in the Lagrangian can be found in the treatment of a fluid–
solid boundary in elastodynamics (Dahlen & Tromp 2021, p.70),
or in the case of a vibrating string with one end elastically attached
(Gelfand & Fomin 1963, p.155). We integrate the Lagrangian over
depth, and average it over one cycle, to put it in the form of the
energy integrals:∫ ∞

0
〈L〉dz = 1

2

[
ω2 I1 − k2

‖ I2 − I3 + Is

]
, (24)
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where

I1 = 1

2

∫ ∞

0
ρh2dz, I2 = 1

2

∫ ∞

0
T h2dz,

I3 = 1

2

∫ ∞

0
T

(
dh

dz

)2

dz, Is = 1

2

∫ ∞

0
αT h2δ(z)dz. (25)

The integrated Lagrangian is stationary for a perturbation of the
surface eigenfunction, as demonstrated in Appendix B:

ω2δ I1 − k2
‖δ I2 − δ I3 + δ Is = 0, (26)

where δI represents the perturbation or variation of the functional
I (Gelfand & Fomin 2000, p.8). On the other hand, Appendix C
shows that the integrated Lagrangian in eq. (24) is equal to zero for
the surface eigenfunction, as is expected from energy conservation.
This leads to the following relationship:

ω2 I1 = k2
‖ I2 + I3 − Is . (27)

We proceed to find the change in the surface wave phase velocity
as a consequence of a perturbation in the medium. To do so, we
include a perturbation in the eigenfunction at fixed frequency h +
δh = h(ρ + δρ, T + δT, k� + δk�, ω), in the Lagrangian

ω2

∫ ∞

0
(ρ + δρ) (h + δh)2 dz

= (k‖ + δk‖)2

∫ ∞

0
(T + δT ) (h + δh)2 dz

+
∫ ∞

0
(T + δT )

[
d

dz
(h + δh)

]2

dz

−
∫ ∞

0
α(T + δT ) (h + δh)2 δ(z)dz. (28)

Eliminating perturbations of the second order, and subtracting
the previously known relationships between the energy integrals,
we obtain∫ ∞

0
−2k‖δk‖T h2 dz =

∫ ∞

0
k2

‖δT h2 dz +
∫ ∞

0
δT

(
dh

dz

)2

dz

−
∫ ∞

0
ω2δρh2 dz −

∫ ∞

0
αδT h2δ(z) dz. (29)

From this we can calculate the change in phase velocity(
δcR

cR

)
ω

= − δk‖
k‖

=
∫ ∞

0

[
k2

‖h2 + (
dh
dz

)2
]
δT dz − ∫ ∞

0 ω2h2δρdz − ∫ ∞
0 αδT h2δ(z)dz

2k2
‖
∫ ∞

0 T h2dz
.

(30)

To simplify this expression, we assume that there is no pertur-
bation of the density (δρ = 0), and that the background elastic
constant T does not depend on the depth. We also assume that the
elastic constant is not perturbed at the surface (δT(z = 0) = 0), as a
way to avoid perturbations over the boundary conditions or over the
surface elastic energy that supports the surface waves. The result is
formally similar to the expression that describes the phase velocity
changes for Love waves in the elastic case (Aki & Richards 2002,
p.285)(

δcR

cR

)
ω

= ρc2

2k2
‖ I2

∫ ∞

0

[
k2

‖h2 +
(

dh

dz

)2
]

δc

c
(z)dz, (31)

where I2 is the energy integral defined in eq. (25), and where we
made use of the relationships between the rigidity and the bulk

velocity δT/T = 2δc/c, T = ρc2. The kernel of this integral can be
written as

KCph (z) = ρc2

2k2
‖ I2

[
k2

‖h2 +
(

dh

dz

)2
]

. (32)

This equation shows that any possible variation in the bulk veloc-
ity will change the surface wave velocity as long as it happens within
the penetration depth determined by the surface eigenfunction h.

5 T I M E D E N S I T I E S

Having established how a bulk perturbation affects the surface wave
velocity, we move into another fundamental aspect of the response
at the surface: in what proportion is this response related to the
body waves or the surface waves. For this, we study the typical
time a packet of energy or seismic phonon (Shearer & Earle 2004)
passes through each part of the medium, and the typical time it
spends in each mode of propagation (here, as a body or surface
wave). In our theoretical approach, each body wave phonon may
assume any direction in 3-D space, and the reflection B.C. at the
surface is treated at the level of the energy conservation equation,
meaning that the upgoing phonon and its downgoing reflection are a
single particle. This treatment is adequate, provided the free surface
induces a random phase shift between the upgoing and downgoing
waves, eliminating any possible interference effect (Margerin et al.
2019). We analyse the phonon propagation taking a probabilistic
approach similar to the one presented by Zhang et al. (2021) for
2-D elastic waves. We begin by using A to denote the emission of
the seismic phonon at time t0 = 0 from the source, B to denote
the event of a phonon propagating in time t

′
through the medium,

and C to denote the phonon arriving at the receiver. The time will
be implicitly included in the differentiation between the events A,
B, and C. The probability of each event will be written as P(E)
where E represents the event. The state of each phonon in one
event is specified with a subindex that indicates its position r, its
direction k, or its mode of propagation m; the mode is b or s when
the phonon propagates as a body or surface particle, respectively.
For example, P(Bz′,b′ ) is the probability that the phonon is detected
at time t

′
as a body particle at depth z

′
, independent of its radial

position r or the direction of propagation k. Therefore, P(Bb′ ) is
the probability that the phonon was propagating at time t

′
as a body

particle, irrespective of its position or its direction. Naturally, P(Bb′ )
is the sum of P(Bz′,b′ ) for all the depths, which for a continuous
system can be written as

P(Bb′ ) =
∫

z′
P(Bz′,b′ )dz′. (33)

In general, removing an index of an event probability implies
grouping all the events designated by that index by summing their
individual probabilities

P(Ei, j ) =
∑

k

P(Ei, j,k). (34)

We can divide the event into subsets with any classification index
we want as long as it covers the original set completely; in other
words, under the condition that it forms a sample space of the
original event (Miller & Childers 2012, p. 8).

The probability that a phonon arrives at the receiver at r under
the condition that it was emitted at the source in r0, can be written
as the conditional probability P(Cr | Ar0 ) (Gut 2013, p. 16). We
can rewrite this in terms of the conditional probabilities with an
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1018 A. Barajas, L. Margerin and M. Campillo

intermediate state of propagation, using the Chapman–Kolmogorov
equation (Ross 2014, p. 195; Papoulis & Pillai 2002, p. 254; Roep-
storff 2012, p. 5)

P(Cr | Ar0 ) =
∫

ω

P(Cr | Bω)P(Bω | Ar0 ) dω, (35)

where ω represents every possible intermediate state. Eq. (35) indi-
cates that the probability of going from event A to C can be found
from the probabilities of the phonon going from A to B and from B
to C, as long as we add all the possible intermediate events B. The
sample space can be classified in different ways: e.g., we can spec-
ify the event B uniquely for its position, and this would effectively
cover the whole range of possibilities.

P(Cr | Ar0 ) =
∫

r′
P(Cr | Br′ )P(Br′ | Ar0 ) dr′. (36)

However, this selection would only allow us to describe a set or
particles in which the propagation direction of each of the phonons is
independent of its position, which is the case for a diffusive regime,
as was proposed by Pacheco & Snieder (2005). Therefore, the clas-
sification set is closely related to the underlying physical model that
describes the propagation regime. If we want to describe the first
stages of a particle propagation, this description is inadequate, as
the propagation directions are marked by the strong directionality
of the phonons (Margerin et al. 2016). Therefore, we classify all
the possible states of one particle travelling from the source to the
receiver through a combination of its position, direction, and mode
of propagation

P(Cr | Ar0 )

=
∫

r′

∫
k′

∑
m

P(Cr | Br′,k′,m)P(Br′,k′,m | Ar0 ) dk′ dr′,
(37)

where k′ was not specified in the source or the arrival events be-
cause at this point every possible direction of propagation of the
phonons is considered. Note that integration of eq. (37) over all di-
rections (and modes) does no lead to eq. (36), because this implies
a joint integration between the two conditional probabilities sharing
the same k′. Integrating eq. (37) over the time of the propagation
event B (t

′
) for all the possible traveltimes (between 0 and t), and

reorganizing the terms, gives

t =∫
r′

[∫ t

0

∫
k′

∑
m

P(Cr | Br′,k′,m)P(Br′,k′,m | Ar0 )

P(Cr | Ar0 )
dk′dt ′

]
dr′ (38)

The square parentheses in eq. (38) were added to highlight that the
term inside them is what has been previously called the traveltime
sensitivity kernel (Margerin et al. 2016), which was extended to
track the two possible modes of propagation and the directionality
of the seismic particles. It must be noted, however, that this is
not the half-space traveltime sensitivity kernel, as it does not have
the phase velocity sensitivity of the surface waves integrated yet.
To differentiate more clearly between the two, we define the time
density as

t̄m(r0, r′, k′, r) =
∫ t

0

P(Cr | Br′,k′,m)P(Br′,k′,m | Ar0 )

P(Cr | Ar0 )
dt ′ (39)

It is clear that when the time density is integrated over all space,
in every possible direction and summed over all modes, it is equal
to the traveltime as shown in eq. (38). A less general expression for
the time sensitivity can be obtained integrating over the propagation
directions or over certain spatial directions, which will allow us to

conveniently simplify or cluster together different stages of the
propagation of the phonons. To simplify eq. (38) and to approach
the measurements made by an observer of many random walks that
begin at a single point, we assume that we are only interested in the
phonons emitted by the source at location r′ = 0 (i.e. the source in
the surface). This allows the references to event A to be dropped:

t =
∫ t

0

∫
r′

∫
k′

∑
m

P(Cr | Br′,k′,m)P(Br′,k′,m)

P(Cr)
dk′dr′dt ′. (40)

Using the Bayes formula (Papoulis & Pillai 2002, p32; Gut 2013,
p. 17)

P(Cr | Br′,k′,m)P(Br′,k′,m) = P(Br′,k′,m | Cr)P(Cr), (41)

we can rewrite eq. (40) as

t =
∫ t

0

∫
r′

∫
k′

∑
m

P(Br′,k′,m | Cr) dk′dr′dt ′. (42)

Through this simplification, we can now integrate over all direc-
tions

t =
∫ t

0

∫
r′

∑
m

P(Br′,m | Cr) dr′dt ′. (43)

Now, we proceed to make the contribution of each mode explicit,
and to simplify the spatial dependence, with integration over the
whole space for the surface mode, and over the horizontal plane for
the body mode. This leads to the following expression:

t =
∫ t

0
P(Bs′ | Cr) dt ′ +

∫ t

0

∫
z′

P(Bz′,b′ | Cr) dz′dt ′. (44)

The surface mode propagates always parallel to the surface and
its exact depth is immaterial; for this reason, its probability was
fully integrated. Before going any further, it is useful to interpret
each of these probabilities as a counting process. Let us imagine that
we shoot a great number of seismic phonons from the source, some
of which reach the receiver at time t; if we receive a high enough
number of particles, their travel histories will be representative of
all the possible paths from the source to the receiver. This is the
set of particles that fulfil the condition in each of the conditional
probabilities of eq. (44), and that arrive at the receiver located at
r in time t. As these represent the whole set of possibilities, the
estimation of one probability can be done by counting; for example
if we want P(Bz′,b′ | Cr), we just have to count the number of body
wave particles that were at position z

′
in time t

′
, and divide this

number by the total of the particles that arrived at the receiver.
Therefore, eq. (44) can be written as

t =
∫ t

0

Ns(t ′)
N

dt ′ +
∫ t

0

∫
z′

Nb(z′, t ′)
N

dz′dt ′. (45)

This indicates an interesting relationship: the integration of the
probability that a particle propagates in a certain mode between all
the possible traveltimes is equivalent to the sum of the time spent
by all the particles in that mode, divided by the total number of
particles; or in other words, this is equivalent to the average time
spent in that mode t̄m :

t̄m =
∫ t

0

Nm(t ′)
N

dt ′ =
∫ t

0
P(Bm′ | Cr) dt ′. (46)

Using this terminology, eq. (44) can be written as

t = t̄s +
∫

z′
t̄b(z′) dz′ (47)
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Body and surface wave sensitivity kernels 1019

by restating a known property of the elapsed times. Note that we
use the same notation as in eq. (39) because t̄s and t̄b(z′) are actually
time densities associated to the surface and body phonons respec-
tively, but integrated over all directions, over the horizontal plane
for the body particles, and over the whole space for the surface
particles. Before applying this new notation, let us come back to the
probability description in eq. (44). Up to this point, the mode on
which the seismic phonon arrives to the receiver has been ignored.
However, this can be made explicit by addition of the probabilities
at the arrival point

t = P(Cr,s)

P(Cr)

∫ t

0
P(Bs′ | Cr,s) dt ′

+ P(Cr,b)

P(Cr)

∫ t

0
P(Bs′ | Cr,b) dt ′

+ P(Cr,s)

P(Cr)

∫ t

0

∫
z′

P(Bz′,b′ | Cr,s) dz′dt ′

+ P(Cr,b)

P(Cr)

∫ t

0

∫
z′

P(Bz′,b′ | Cr,b) dz′dt ′ (48)

as P(Cr, m) the probability of the phonon arriving at time t and in
mode m, at the receiver located at (r, z). Before, the surface mode
was not subclassified at different depths, because it propagates as a
whole in a direction parallel to the surface. However, at the arrival
point, it becomes necessary as the energy of the surface waves is
highly dependent on the depth, and therefore the position of the
receiver will determine how strongly it is detected. The quantities
in the form P(Cr, m)/P(Cr) can be interpreted as the fraction of
particles that arrive in a given mode m with respect to the total of
the particles that arrive at the receiver. Given that each of these
phonons represents a packet of energy that follows the propagation
scheme described by the transfer eqs. (17), this fraction can be
written as Em(t, r)/E(t, r), where Em(t, r) is the energy that arrives
in mode m at the receiver, and E(t, r) the total energy that arrives
at the same point. Using this equivalence and integrating for all the
possible traveltimes t

′
results in

t = Es(t, r, z)

E(t, r, z)
t̄s→s(t, r, z) + Eb(t, r, z)

E(t, r, z)
t̄s→b(t, r, z)

+ Es(t, r, z)

E(t, r, z)

∫ ∞

0
t̄b→s(z′; t, r, z) dz′

+ Eb(t, r, z)

E(t, r, z)

∫ ∞

0
t̄b→b(z′; t, r, z) dz′. (49)

The semicolon in the arguments of each average time separates
the variables of the propagation from the variables of the detection,
and the subindex indicates the temporal sequence of propagation and
detection. For example, t̄s→b is the average time that the particles that
arrived in body wave mode passed into surface wave mode. These
times are schematized in Fig. 2 for two simplified cases. Also, the
position of the receiver r was explicitly put in terms of the depth
and the radial distance, which exploits the cylindrical symmetry
of the half-space. Eq. (49) shows the time of flight distribution
of the particles according to their mode of propagation, and the
depth (for the body waves) at which they propagate. Note how
the terms denominated by t are dimensionally different: for the
propagation of body particles, we have times per unit of depth
(tb → s and tb → b), and for the surface waves, they are simply times
(ts → s and ts → b). Eq. (49) describes what parts of the medium and
what modes of the propagation are preferred for particles traveling
from the source to the receiver: a spatial and modal ‘distribution’ of
the total traveltime. We define the effective time spent in each mode

Figure 2. Representation of the propagation times and modes for two simple
cases. Top: an arrival in surface wave mode. Bottom: an arrival in body wave
mode.

as an energy-weighted average between the two possible modes of
arrival

〈ts(t, r, z)〉 = Es(t, r, z)

E(t, r, z)
t̄s→s(t, r, z)

+ Eb(t, r, z)

E(t, r, z)
t̄s→b(t, r, z)

〈tb(z′; t, r, z)〉 = Es(t, r, z)

E(t, r, z)
t̄b→s(z′; t, r, z)

+ Eb(t, r, z)

E(t, r, z)
t̄b→b(z′; t, r, z) (50)

These equations show us the contributions of each of the modes
of propagation independent of the mode of arrival at the receiver.
The effective times can be replaced in eq. (49) to obtain

t = 〈ts(t, r, z)〉 +
∫ ∞

0
〈tb(z′; t, r, z)〉 dz′, (51)

reconstructing once again an intuitive result through the implicit
contributions of the possible transitions of the particles. Finally, it
is worth noting that eq. (49) can be re-arranged differently, as

t = Es(t, r, z)

E(t, r, z)

(
t̄s→s(t, r, z) +

∫ ∞

0
t̄b→s(z′; t, r, z) dz′

)

+ Eb(t, r, z)

E(t, r, z)

(
t̄s→b(t, r, z) +

∫ ∞

0
t̄b→b(z′; t, r, z) dz′

)
(52)

in which each sum inside the parentheses is equal to the arrival time
t. From eq. (52), it is easier to analyse some particular cases: e.g.,
if the receiver is located at great depth, then the surface waves will
not reach it (which implies that Es = 0 and Eb = E) and eq. (52)
will turn into

t = t̄s→b(t, r, z) +
∫ ∞

0
t̄b→b(z′; t, r, z) dz′ (53)

which is a simplified version of eq. (51) with the effective times
replaced by the averaged times.

6 S E N S I T I V I T Y K E R N E L S

We proceed now to integrate the time densities and the surface phase
velocities into the sensitivity kernels. Let us assume that, on average,
the particles that propagate as body waves pass an effective time
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1020 A. Barajas, L. Margerin and M. Campillo

〈tb(z
′
)〉 in a layer at depth z

′
, which has a slight velocity perturbation

δc. The overall traveltime change is then δt = −〈tb(z
′
)〉(δc/c). For the

time spent as surface waves, the traveltime perturbation will have
an analogous expression using the relative surface wave velocity
perturbation δt = −〈ts〉(δcR/cR). Therefore, the effective traveltime
delay generated by any set of perturbations in the medium can be
written as

δt = −〈ts(t, r, z)〉 δcR

cR
−

∫ ∞

0
〈tb(z′; t, r, z)〉 δc

c
(z′)dz′. (54)

Putting the relative surface phase velocity perturbation in terms
of δc at a layer at depth z

′
with eq. (31) allows calculation of the

apparent velocity variation (δt/t = −ε) in terms of the bulk velocity
variation

δt

t
(t, r, z)

=
∫ (

−〈ts(t, r, z)〉
t

KCph (z′) − 〈tb(z′; t, r, z)〉
t

)
δc

c
(z′)dz′. (55)

The term between parentheses is the sensitivity kernel K; the left
part is the surface wave sensitivity Ks and the right part is the body
wave sensitivity Kb. The negative signs indicate that an increase
in the velocity in the medium (δc/c > 0) generates an early phase
arrival (δt/t < 0). Replacing the effective times by their definitions
(eq. 50) gives

δt

t
(t, r, z)

= −
∫ (

Es(t, r, z)

E(t, r, z)
Ks→s(z′; t, r, z)

+ Eb(t, r, z)

E(t, r, z)
Ks→b(z′; t, r, z)

+ Es(t, r, z)

E(t, r, z)
Kb→s(z′; t, r, z)

+ Eb(t, r, z)

E(t, r, z)
Kb→b(z′; t, r, z)

)
δc

c
(z′) dz′,

(56)

where

Ks→s(z′; t, r, z) = t̄s→s(t, r, z)

t
KCph (z′)

Ks→b(z′; t, r, z) = t̄s→b(t, r, z)

t
KCph (z′)

Kb→s(z′; t, r, z) = t̄b→s(z′; t, r, z)

t

Kb→b(z′; t, r, z) = t̄b→b(z′; t, r, z)

t
. (57)

These equations show the contribution of each mode to the sen-
sitivity and depth dependence on the energy density of surface and
body waves.

7 M O N T E C A R L O S I M U L AT I O N S

Monte Carlo simulations to recreate properties of the propagation
of seismic waves were originally done in equivalent acoustic sys-
tems. These simulations successfully reproduced features like coda
envelopes generated by earthquakes, and the attenuation in differ-
ent scattering regimes (Gusev & Abubakirov 1987; Abubakirov &
Gusev 1990; Hoshiba 1991). This was later extended to models that
includes depth dependence of the velocity structure and the mean
free path (Hoshiba 1997; Margerin et al. 1998), elastic propagation

Figure 3. Model of the Monte Carlo simulations. Red star, location of the
source; grey volume, receiver zone.

modes (Margerin et al. 2000; Przybilla et al. 2006), lateral hetero-
geneous scattering and nonisotropic scattering (Sens-Schönfelder
et al. 2009; Sanborn et al. 2017), and coupling between surface and
body scalar waves (Margerin et al. 2019). Here, the last case will
be further explored towards estimation of the traveltime sensitivity
kernels of both body and surface waves.

7.1 General outline

The Monte Carlo simulations are aimed to provide measurements of
the time spent by a phonon at each depth and mode in a half-space
medium, when traveling from the source to the receiver. The gen-
eral procedure consists of shooting many seismic particles from the
source, and allowing them to travel in a straight line until they are
scattered; after each of these scattering events, a new direction and
propagation mode are chosen randomly following a certain proba-
bility distribution. The time between scattering events is statistically
controlled by the mean free time of each mode. The receiver is de-
fined as a small, finite volume through which the particles must pass
to contribute to the energy density and to the sensitivity measured
from that point, at that particular time. This is the particle counting
method (Gusev & Abubakirov 1987; Sens-Schönfelder et al. 2009).
One of the main disadvantages of this method is that the probabil-
ity that a particle that is doing a random walk will pass through
the receiver at a given time is low; this is partially compensated
for by shooting many particles from the source, and by exploiting
the symmetries of the medium, which can allow the receiver to be
turned into a bigger volume. For example, in a full-space medium,
the receiver can be a spherical volume. The half-space symmetry
allows one to consider ring-shaped receivers around the source. In
our case, the source and the receiver are in the same position, and
therefore this last has a cylindrical shape, as illustrated in Fig. 3. It
is worth noting that the symmetry can be broken if the sources are
non-isotropic, although this is not the case here.

Potentially the main advantage of the particle counting method
is that it allows the trajectories of all the phonons to be followed,
and the time that each of them passes in every part of the medium
and for every mode to be measured. With these measurements, we
can calculate the time densities for each mode and depth, which
are the basis of the sensitivity kernel, as was explained in the pre-
vious sections. Next, we present the most important aspects of the
simulations.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/230/2/1013/6545800 by M

ED
IATH

EQ
U

E IM
AG

 user on 02 M
ay 2022



Body and surface wave sensitivity kernels 1021

(i)Propagation. Many particles (109 in this case) are shot in random
directions from a source located at the surface, with the initial
modes chosen probabilistically to follow eqs. (18). The body mode
propagates in three dimensions, and the surface mode in two. This
means that the surface particles do not have any depth coordinates.
Each particle propagates in a straight line in a random isotropic
direction, as assigned at the beginning. The time of propagation
or the free time of flight, is also chosen randomly, in such a way
that its distribution reconstructs the exponential probability density
function τ−1et/τ (Welch et al. 2011, chapter 5, p. 6), where τ is
the mean free time. This mean free time is chosen according to the
mode and depth of the particle (for the body particles), as indicated
in eq. (12). For the body waves, the dependence of the mean free time
on the depth is simplified through the method of delta collisions,
which introduce virtual scattering events that do not modify the
direction of propagation (Lux & Koblinger 2018, p. 222). If a body
particle reaches the surface, its movement is completely reflected
into the half-space without modifying any other parameter.
(ii)Scattering. Once the simulation time reaches the free time of
flight, a scattering event occurs. A new propagation direction and
mode are chosen. The mode is chosen randomly between the two
possible outcomes, using their respective mean free times as weights
for each option. For example, the probability that a body wave
scatters into a surface wave is

pb→s(z) = (τ b→s(z))−1

(τ b→s(z))−1 + (τ b→b)−1
. (58)

It follows then that the probability that a body wave scatters into
another body wave is pb → b = 1 − pb → s. Note that for this partic-
ular case, when the body particle is far away from the surface, the
probability of changing into a surface particle is practically zero.
When a surface particle scatters into a body particle, the depth of
the particle is defined randomly following the probability density
function 2αe−2αz, which represents the normalized energy density
of the surface waves.
(iii)Time bookkeeping. To measure the time densities in eq. (49), the
half-space is virtually segmented into horizontal layers. When the
particle is propagating as a body wave, we keep track of the time
spent in each of these layers. These times, tb, are added together
when the particle passes through the same layer several times. If
the particle propagates as a surface wave, the time is registered and
accumulated as the independent value ts. This process is illustrated
in Fig. 4. It is important to remember that although from the book-
keeping process the times recorded in the body or surface modes
appear to be equivalent, for the body waves the measure is techni-
cally the time per unit of layer length, contrary to the case of the
surface waves, where the total time is measured directly, as was
explained in Section 5.
(iv)Detection and averaging. The source and the receiver are both
located at the same position in the surface, to reproduce the mea-
surements of the seismic field obtained through the autocorrelation
of ambient noise measurements. However, in practice, the receiver
is a cylindrical volume (Fig. 3): the particle has arrived at the re-
ceiver only if it is inside this volume at a given lapse time. If this
is the case, the book-kept times are registered along with the mode
of the particle at that instant (i.e. the arrival mode). The simulation
continues independently of the arrival of the particle, as it is possi-
ble that the particle will be within the receiver volume for another
measurement at a later lapse time.
After all the particle paths have been simulated, the registered times
are averaged together for particles that arrived in the same mode at
the receiver at a given time, t, and that propagated at the same mode

and at the same depth (for body waves). This procedure gives us all
the averaged times in eq. (49).

8 C O U P L E D S U R FA C E A N D B O DY
WAV E S E N S I T I V I T Y

8.1 Sensitivity profile at depth

We performed a series of Monte Carlo simulations to analyse the
responses on the surface produced by a velocity perturbation of
a layer at depth, and the participation of each of the modes of
propagation to this response. The parameters used in the simulations
are given in Table 1. We estimate the apparent velocity variation
(−δt/t) for a velocity perturbation of 20 per cent with a thickness
of 50 m (i.e. the grid spacing of the model) located at different
depths. The results are represented as the orange line in Fig. 5. This
is done by taking each of the values of the discretized version of
the kernel in eq. (55) and multiplying them by δc/c = 0.2. We can
see that the same velocity perturbation generates strong traveltime
perturbations when located close to the surface. The magnitude of
these phase perturbations can decrease by one order of magnitude
when the bulk velocity perturbation is displaced 1 km deeper into
the medium.

Given that the sensitivity is the addition of the interdependent sur-
face and body sensitivities, we can track what part of this velocity
variation is due to the surface and body wave sensitivity indepen-
dently; this is represented by the solid blue and red lines in Fig. 5.
The body and surface sensitivities show some expected character-
istics: the surface sensitivity becomes negligible at around 0.7 km
depth, which is the imposed reach of the surface waves. On the other
hand, the body sensitivities show a deeper reach that is related to the
transit of the body wave particles to deeper zones of the medium,
and their eventual return. This snapshot of the depth dependence of
the sensitivity at short lapse-time shows dominance of the surface
sensitivity in the zones closer to the surface (i.e. within the first
300 m) and a limited reach of the body wave sensitivity to the first
couple of kilometres. Fig. 5 also shows the contribution of each
possible combination of propagation and detection modes to the
apparent velocity variation. For example, in the Figure, the dotted
blue line (i.e. contribution of Ks → b) shows the contribution of the
surface wave particles that arrived in the body wave mode, and the
dashed blue line (i.e. contribution of Ks → s) shows the contribution
of the surface wave particles that arrived in the surface wave mode;
with the solid blue line as the weighted average between the two
of these (as can be seen in eqs. 56 and 57). The sensitivity on a
given mode is always higher when the arrival happens in the same
mode; for example the contribution of Kb → b is higher than the
contribution of Kb → s. At this lapse time (t/τ b → b = 5.7), there is
still a low number of scattering events, and therefore a low proba-
bility of changing mode. However, the total surface and body wave
sensitivities (Fig. 5, solid blue and red lines) appear to be closer
to the surface mode arrivals (Fig. 5, dashed lines), which indicates
that the number of surface phonons at the receiver is higher. This
is related to the location of the receiver on the surface, and is a
common feature for all the data obtained with this configuration.

We proceed now to measure how the sensitivity at depth changes
with the lapse time. The temporal evolution of the profile for the
surface and body sensitivity kernels can be seen in Fig. 6. In general,
there is a decrease in surface sensitivity and an increase in body
sensitivity related to the radiation of this type of wave into the bulk
of the medium (Margerin et al. 2019). The amplitude of the surface
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(a)

(c) (d)

(b)

Figure 4. Time bookkeeping for body and surface waves. The probabilistic character of the time between the scattering events has been simplified. The time
between the scattering events is 12 s. (a) Time spent by the body particles is recorded independently for each layer. (b) Time spent as a surface particle is
recorded independently. (c) If the surface particle turns into a body particle, the probability of appearing at a certain depth is controlled by the surface energy
density. When the body particle reaches the surface, the time is recorded temporarily in layers beyond it. (d) Times beyond the surface are reflected and summed
with the layers within the half-space.

Table 1. Parameters used in the Monte Carlo simulations. The last two
parameters are only relevant for the absorbing boundary conditions. The
parameters with an asterisk might differ from Obermann et al. (2016), for
reasons explained in the main text. The parameters with a dagger were not
defined or not measured in this study.

Variable
Monte
Carlo

frequency∗ (Hz) 5.25
α† (km−1) 2.86
Surface penetration depth Ls (km) 0.7
B. energy velocity cE (km s−1) 3.9
S. energy velocity cR (km s−1) 3.7
Mean free time τ b → b (s) 0.35
Mean free time τ b → s|z = 0

† (s) 1.64
Mean free time τ s → b† (s) 0.35
Mean free time τ s → s† (s) 0.33
Mean free path lb → b (km) 1.37
Mean free path lb → s|z = 0

† (km) 0.63
Mean free path ls → b† (km) 1.30
Mean free path ls → s† (km) 1.22
Grid spacing gr (m) 50
Receiver radius∗ (km) 5.7
Receiver depth∗ (m) 20
Model depth (km) 6
Model radius∗ (km) 5.7
1/(na6ε2) (km−3) 558.2

wave sensitivity changes gradually, but its shape remains the same.
This peculiarity comes from the manifest independence between
KC ph (z′) and 〈ts(t, r, z)〉, which acts as a modulating pre-factor
(see eq. 55). The deeper zones of the medium are sampled only by
the body waves, as their sensitivity extends over these regions at
later lapse times. The surface wave sensitivity dominates in regions
close to the surface, especially at early lapse times, and both types
of sensitivities decrease in the vicinity of the surface at longer lapse
times.

Figure 5. Total apparent velocity variation (orange) associated with the
body wave sensitivity (red), the surface wave sensitivity (blue) and each of
the time densities in eqs (56) and (57) at a lapse time of 2 s (normalized
time of t/τ b → b = 5.7) with a velocity perturbation of δc/c = 0.02.

8.2 Comparison with numerical simulations for elastic
waves

A previous numerical study of the sensitivity in an elastic 3-D half-
space was made by Obermann et al. (2016). The model they use
had a square cross-section of side 10 km and total depth 6 km, with
absorbing boundary condition applied at the bottom and all across
the lateral area of the model. The apparent velocity perturbation
was estimated by comparing the waveforms obtained without and
with a horizontal velocity perturbation located at different depths
in an elastic medium. They first estimate the surface and body wave
contributions to the apparent velocity variation independently; the
surface contribution εSurf is determined through a series of simula-
tions in a 3-D homogeneous elastic half-space elastic medium. The
body wave contribution, εBody, is estimated by substituting the mean

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/230/2/1013/6545800 by M

ED
IATH

EQ
U

E IM
AG

 user on 02 M
ay 2022



Body and surface wave sensitivity kernels 1023

Figure 6. Profile of the surface (dashed lines) and body (solid lines) wave
sensitivity kernels at depths, for the different lapse times (as indicated by
the colours).

intensity predicted by radiative transfer theory in the kernel for the
diffusive regime by Pacheco & Snieder (2005).

The authors further assume that the total apparent velocity vari-
ation can be modelled as a linear combination of the independent
contributions of body and surface waves

εmodel (z, t) = α′(t)εSurf (z) + (1 − α′(t))εBody (z, t) (59)

where α
′

is the fitting parameter that they called the partition co-
efficient (the prime was added to differentiate it from the surface
penetration factor of the scalar case α). Then, they performed a
series of simulations in a heterogeneous medium and, at each time,
searched for the partition coefficient α

′
that optimizes the fit be-

tween εmodel and the measured total apparent velocity variation at
depths.

The parameters used initially in the Monte Carlo simulation were
chosen to resemble the physical variables of Obermann et al. (2016),
to compare our results with those presented in their work (Table 1).
Some clarifications must be made about some of these values: α was
chosen to match the reach of the surface wave sensitivity reported
in Obermann et al. (2016) of Ls = 0.7 km. This automatically fixes a
value of the frequency to 5.25 Hz through the relationship explained
in Section 3. Obermann et al. (2016) use a source frequency of 20
Hz to obtain the same penetration depth of the surface waves; the
source of the discrepancy could be the fact that Obermann et al.
(2016) make a broad-band simulation, meaning that the frequency
content of the seismic field can change as consequence of the in-
teraction of the waves with the complex medium, whereas in our
case the simulation is quasi-monochromatic. Therefore, it is possi-
ble that a physical mechanism (as a frequency-dependent scattering,
for example) could reduce the main frequency of the waves in the
medium producing the penetration depth reported for the surface
wave sensitivity. The absorbing boundary conditions of the simu-
lations of Obermann et al. (2016) can be easily implemented in
a Monte Carlo random walk by addition of the condition that the
simulation ends once a particle leaves the allowed zone. The bound-
ary conditions are only used when explicitly stated to facilitate the
comparison between the two studies. In the case of Obermann et al.
(2016), the propagation volume was rectangular (with a side length
of 10 km), while here we make use of a symmetric cylindrical zone.
We choose the radius in such a way that the total horizontal area
would be approximately the same (100 km2). Finally, the mean free
path lb → b is adjusted (in this case, to 1.37 km), through the choice

of the parameters ε, a and n, or more specifically, through the factor
1/(na6ε2) in eq. (11). This automatically fixes the values of the rest
of the mean free paths and the mean free times. Any change in this
factor will change the mean free paths and the mean free times in the
same proportion, as this factor is common to all of them. It must be
noted that within the factor 1/(na6ε2) the dimension of the scatterer
a, and the local perturbation of the inverse squared velocity ε, can
be as small as necessary to fulfil the conditions under which we can
apply the Born approximation (kaε � 1). It is also important to
remark that these parameters comply with the conditions of validity
of the transport theory as klb ≈ 3.7 > 1. This value was obtained
using the smallest mean free path which occurs at the surface for
the body particles.

The sensitivity at depth obtained by Obermann et al. (2016) is
shown in Fig. 7(a), where the orange line represents the observed
apparent velocity variation measured in full elastic simulations, the
dashed black line is the result of the model fitted with eq. (59),
and the dashed red line represents the estimation only due to the
body sensitivity kernel calculated by substituting the mean intensity
predicted by radiative transfer theory into equation of Pacheco &
Snieder (2005). To compare with our case, we also imposed ab-
sorbing boundary conditions and recalculated the apparent velocity
variation; the result is shown in Fig. 7(b) (right-hand panel). The
resemblance between the two studies is remarkable, especially if
we keep in mind that one of them was obtained from full elastic
wavefield simulations and the other from a simple scalar model.

8.3 Time partition coefficient

We also estimated the contributions of surface and body waves
to the apparent velocity variations. These are proportional to their
corresponding sensitivities. The total contribution of each can be
represented by eq. (51) as

1 = 〈ts(t, r, z)〉
t

+ 〈tb(t, r, z)〉
t

= ηs(t) + ηb(t) (60)

where the average time spent as a body particle is integrated for
all the depths. The terms on the right-hand side of eq. (60) are the
time partition coefficients. These represent the time that a typical
phonon passes in each mode (as a fraction between 0 and 1), and
are therefore proportional to the relative participation of each mode
of propagation to the total sensitivity. Any changes that increase the
total time spent in the body wave mode (e.g. moving the receiver
to a deeper layer) will necessarily produce a decrease in the total
time spent in the surface wave mode. We can make an analogous
definition of the partition coefficients in terms of Ks and Kb (which
implies inclusion of the variations in the surface wave velocity with
perturbations at depth KC ph ). However, the preference here is to
keep these in terms of the time densities, as their interpretation is
more immediate. We can classify the participation in the sensitivity
by the mode of propagation and detection simultaneously, using
eq. (52)

1 = Es(t, r, z)

E(t, r, z)
(ηs→s + ηb→s) + Eb(t, r, z)

E(t, r, z)
(ηs→b + ηb→b) (61)

where each sum inside the parentheses is equal to 1:

ηs→s + ηb→s = 1

ηs→b + ηb→b = 1. (62)

We can write the time partition coefficients for the body and sur-
face waves as weighted averages of these time partition coefficients,
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(a) (b)

Figure 7. Apparent relative velocity variations with absorbing boundary conditions. Left: observed apparent velocity variations (orange), estimated contribution
using only the body wave sensitivity (red) and modelled total apparent velocity variations (black)—modified from Obermann et al. (2016). Right: total apparent
velocity variation (orange), contribution of body waves (red), and surface wave (blue) sensitivities estimated with the scalar sensitivity kernel.

Figure 8. Evolution of the time partition coefficients for the surface (blue)
and body (red) wave sensitivities, and as associated with each possible
combination of mode of propagation and detection (dashed lines). The time
is normalized by the body-to-body mean free time.

following eq. (50)

ηs = Es(t, r, z)

E(t, r, z)
ηs→s + Eb(t, r, z)

E(t, r, z)
ηs→b

ηb = Es(t, r, z)

E(t, r, z)
ηb→s + Eb(t, r, z)

E(t, r, z)
ηb→b. (63)

The evolution of the partition coefficients in time can be seen in
Fig. 8. At very early lapse times, the time partition coefficient is
strongly dominated by the surface waves, because the location of
the source favours their excitation. This implies a predominance of
the total surface wave sensitivity. The partition coefficients of the
body and surface waves are equal (i.e. the crossing point) around 6
mean free time. This indicates the moment at which the body wave
sensitivity starts to dominate the total sensitivity.

Fig. 8 also shows the dynamics of the coefficients classified by
mode of propagation and detection. Just as before, the averages (i.e.
solid lines) appear to be closer to the coefficients associated with
the arrivals in the surface mode (dashed blue ηs → s; red ηb → s),
especially at early lapse times. This is a consequence of the higher
level of energy of the surface waves at the receiver that dominates

Figure 9. Body wave time partition coefficient for the different source
depths. The parameters used for this series of simulations are shown in
Table 1, with a surface penetration depth of Ls = 10 km and a body-to-body
mean free path lb → b = 10 km.

the weighted average in eq. (63). Let us focus on the particles that
arrive in the surface wave mode: in Fig. 8, the time partition ηb → s

(red dashed line) is greater than ηs → s (blue dashed line) for long
lapse times. This means that a surface wave particle arriving at the
receiver has actually passed most of its traveltime propagating as
a body particle. At this point, the difference of the time partition
coefficient between the two modes of detection tends to disappear.
This is the case, e.g., between ηb → s (red dashed line) and ηb → b

(red dotted line), which converge.

8.4 Effects of source depth

The position of the source changes the overall participation of each
type of wave in the sensitivity, as can be seen in Fig. 9. The time
partition coefficient of the surface waves is omitted, as they are
an exact counterpart of the body wave time partition coefficients.
A source located far from the surface excites a lower amount of
surface waves, which reduces the overall participation of surface
waves in the sensitivity. This is seen at early times, when the body
time partition coefficient increases with the source depth. For cases
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Body and surface wave sensitivity kernels 1025

where the source is located at 7 and 10 km in depth, the body time
partition coefficient has an initial value between 0.3 and 0.4. This
is the consequence of some early nonphysical arrivals produced
by the low probability cases where the deep source excites the
surface waves. This produces small quantities of energy that reach
the receiver as soon as the source is activated, with times shorter
than the traveltimes of the phonons. This is partially fixed using an
energy threshold at the receiver, under which the sensitivity is not
registered. Nonetheless, where these arrivals are still registered, it
is easy to recognize the arrival of the body waves at the receiver, as
they produce a maximum in the body time partition coefficient. It
is from this point that the sensitivity takes on a physical meaning.

When the source is located beyond the reach of the surface waves
(i.e. at depths over 20 km), the participation of the body waves is
dominant at the beginning, and decreases as more paths are formed
between the source and the receiver that pass through the propaga-
tion of the energy as surface waves. However, at long lapse times,
the general systematic increase in the body time partition coefficient
is common to all cases.

8.5 Symmetry relations

The mean free time is a natural scaling factor for time as it quan-
tifies the degree of scattering. In a propagation medium without
boundaries, two media with different mean free times at the same
normalized time t/τ , will have similar distributions of energy and
sensitivities if they are non-dimensionalized with mean free path.
However, the introduction of the surface boundary in the half-space
problem breaks this scaling. To understand why, it needs to be noted
that the energy exchange between the two types of waves happens
only in the zone close to the surface, within the reach of the surface
waves. When a body particle is beyond this depth, the probability
of turning back to a surface particle is close to zero. Therefore, a
system with a small energy exchange zone will see a more rapid
increase in the total body wave energy than a system with a larger
exchange zone, on the assumption that they are equal in other as-
pects, such as the location of the source, and the mean free paths.

It is natural to introduce the ratio between the body-to-body mean
free path and the penetration of the surface waves as a parameter of
our model. We study the evolution of the time partition coefficients
for different values of this ratio, fixing Ls at 10 km, and modifying
lb → b from 1 km to 100 km. The result is shown as the solid lines in
Fig. 10 for the body waves. The curves representing the coefficients
of the surface wave have been omitted for simplicity, as they contain
the same information as the body wave coefficients. The general
parameters that are used in this set of simulations are given in
Table 2.

Fig. 10 shows that the total body sensitivity increases more
quickly for the configurations with the higher mean free paths (rep-
resented in this case by the purple lb → b = 100 km and the red lb → b

= 50 km lines), as in these cases the particles have greater chance
to escape the exchange zone and the energy feedback into surface
energy is lower. In the opposite cases (i.e. small mean free paths),
the body wave particles tend to scatter often, and therefore remain
for more time close to the surface, which increases the probability
of turning into surface wave particles. Although the conditions of
the source are equal between all the configurations (and therefore
the initial proportions of energies between the two modes), the par-
tition coefficient is higher for configurations with smaller mean free
paths. This is because they have smaller receiver thickness (which
is proportional to the mean free path, as can be seen in Table 2),

Figure 10. Body partition coefficients for different values of Ls and lb → b.
Lines: time partition coefficients of body waves for a penetration depth of Ls

= 10 km and different values of lb → b. Triangle scatter plots: time partition
coefficients of body waves for a body-to-body mean free path of lb → b = 10
km and different values of Ls. The time is normalized by the body-to-body
mean free time. The dotted black line indicates the level at which the body
and surface time partition coefficients are equal (the crossing point).

Table 2. Parameters used in the Monte Carlo simulations for Section 8.5.
The dimensions of the receiver zone are scaled with the mean free path.

Variable Monte Carlo

Surface penetration depth Ls (km) 1, 2, 10, 20, 100
Body energy velocity cE (km s−1) 3.9
Surface energy velocity cR (km s−1) 4.1
Mean free path lb → b (km) 1, 5, 10, 50, 100
Grid spacing gr (m) 50
Receiver radius (km) 4lb → b

Receiver depth (m) lb → b/50

which therefore covers a smaller part of the surface waves excited
by the source (as the partition coefficients are calculated only with
the particles that arrive at the receiver). This thickness does not
affect the body waves, as these are excited in a single point over the
surface.

Evaluation of how the relative proportions of lb → b and Ls affect
the evolution of the partition coefficient can also be achieved by
fixing the mean free path and modifying the penetration depth of
the surface waves. This is shown in Fig. 10 as the triangle scatter
plots. It is evident that the evolution of the time partition coefficient
has exactly the same behaviour as the scaled time. However, the
interesting aspect of these results lies in the proportions: note, for
example, that the values of lb → b and Ls for the configuration repre-
sented by the blue line are one tenth of those for the configuration
represented by the blue scatter plot. On the other hand, the values
for the purple line are ten-fold their purple scatter plot counter-
parts. This means that the evolution of the sensitivity is completely
determined by the adimensional ratio lb → b/Ls. In effect, all the con-
figurations that share the same colour in Fig. 10 have completely
different parameter values, but share the same lb → b/Ls ratio.

The comparison of the sensitivity profiles with depth for the
configurations in purple in Fig. 10 can be seen in Fig. 11. Their
sensitivities are equal at different normalized depths, at the same
normalized time. It is worth noting that in the two cases, the sensitiv-
ities extend through very different scales of length, and are captured
at very different scales of time.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/230/2/1013/6545800 by M

ED
IATH

EQ
U

E IM
AG

 user on 02 M
ay 2022



1026 A. Barajas, L. Margerin and M. Campillo

Figure 11. Total sensitivity (orange), body wave sensitivity (red), and sur-
face wave sensitivity (blue) for configurations with lb → b = 100 km; Ls =
10 km (solid lines) and with lb → b = 10 km; Ls = 1 km (dashed lines),
for a lapse time of t/τ bb = 6. The depth was scaled with their respective
body-to-body mean free paths.

Figure 12. Normalized time at which the body and surface wave partition
coefficients are equal for the different ratios of lb → b/Ls.

8.6 Crossing time

The crossing time of the time partition coefficient (i.e. the nor-
malized time at which the surface and body wave time partition
coefficients are both 0.5) marks the moment where the body wave
sensitivity starts to be predominant over the surface wave sensitiv-
ity. We can see from Fig. 10 that this moment varies, depending
on the value of lb → b/Ls. Fig. 12 shows the normalized time of the
crossing point for systems for which the spatial scaling parameter
lb → b/Ls goes from 0.1 to 10 for a source located at the surface.
When the mean free path is several times greater than the penetra-
tion depth (lb → b/Ls � 1), the coupling between surface and body
waves is weak, and the crossing time decreases systematically. In
the opposite case, where the mean free path is a lot smaller than the
penetration depth (lb → b/Ls � 1), the sensitivity transition between
surface and body waves is slower, as most of the body wave energy
remains longer inside the energy exchange zone that is delimited
by the surface wave, which produces increasingly greater crossing
times.

9 C O N C LU S I O N S

We estimate the traveltime sensitivity kernels for a 3-D half-space
based on the scalar case proposed by Margerin et al. (2019) that
captures the natural coupling between body and surface waves. To
achieve this, we approached the problem in several stages: first,
we apply a variational approach to determine the response of the
surface wave velocity to perturbations of the bulk velocity at differ-
ent depths. After some simplifications, we reach an expression that
relates these through the eigenfunction of the surface wave, which
automatically sets the reach at which the sensitivity of the surface
waves is relevant.

We reconstruct the sensitivity kernel formalism to include two
possible modes of propagation, as surface and body waves, using a
probabilistic description of the transit of phonons from the source to
the receiver, which we extend towards different modes and depths.
This also includes the modes of arrival at the receiver. The formalism
presented here has the advantage that it can be easily extended to
a full vectorial distribution of traveltime densities. It is shown that
the traveltime sensitivity kernel can be expressed as the sum of two
interdependent kernels associated with the sensitivity of surface and
body waves.

The kernels are estimated through the measurement of time den-
sities in Monte Carlo simulations. The initial set of parameters used
are chosen to mimic as close as possible the work of Obermann et al.
(2016), where estimations of the body and surface sensitivities were
made with the help of full wavefield numerical simulations in the
elastic case. Our model reproduces quantitatively well the travel-
time changes observed in the numerical experiments of Obermann
et al. (2016) which lets us foresee possible applications to real data.

The results show that the surface wave sensitivity is dominant at
early times and limited to effective penetration equal to Ls. With
increasing lapse times, the amplitude of the surface wave contri-
bution to the sensitivity decreases, while its depth profile remains
unchanged. This means that certain phase variations registered at
the surface might be produced by different bulk velocity pertur-
bations of different amplitudes that might be indistinguishable in
an inversion problem with a single frequency measurement. This
can be partially fixed by analysis of different penetration depths
of the surface waves at several frequencies, as is implemented in
inversions using surface waves. The body wave sensitivity, on the
other hand, is less strong at the surface, but shows more interesting
evolution, which includes progressive increase in its reach towards
deeper zones of the medium. This confirms the critical role that the
body wave sensitivity would have in the eventual application of the
kernel to localize velocity perturbations in the medium.

The relative contribution of each mode of propagation to the
total sensitivity can be estimated with the time partition coefficients.
Their evolution shows the dominance of the surface wave sensitivity
at early times, as the source and the receiver are both located in the
same position in the surface. At later times, there is an increase and
overall predominance of the body wave sensitivity, which is related
to the continuous radiation of body wave particles into the bulk of
the medium. We show how the initial conditions of the sensitivity
are affected by increasing the source depth, which favours the body
wave sensitivity.

Different scattering media with a single propagation mode have
the same energy and sensitivity distributions when their spatial
and temporal variables are non-dimensionalized with the mean free
path and mean free time, respectively. However, introduction of
the surface breaks this scaling, as media with equal scattering and
source properties will show different energy distributions if the
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Body and surface wave sensitivity kernels 1027

size of the zone where the modes can scatter into each other is
different. This energy exchange zone is delimited by the pene-
tration of the surface waves, and is therefore independent of the
scattering properties of the medium. The emergence of a charac-
teristic scale length is observed in the evolution of the time parti-
tion coefficients. When the mean free path is considerably larger
than the penetration of the surface waves, the body waves have
more chance to propagate away from the exchange zone, which ac-
celerates the overall increase in the body wave sensitivity. This
can be interpreted as weak coupling between the two types of
waves. In the opposite case, when the mean free paths are consider-
ably smaller than the surface wave penetration depth, the eventual
dominance of the body wave sensitivity is slower, as most of the
body wave particles remain longer within the exchange zone and
produce continuous energy feedback between the two modes of
propagation.

However, we find a scaling principle between media that share
the same scaling parameter lb → b/Ls, independent of the absolute
values of lb → b and Ls. We show that this invariance extends not
only to the evolution of the time partition coefficients, but also
to the sensitivities at depth, as long as the spatial and temporal
quantities are non-dimensionalized with the mean free paths and
times, respectively.

The moment at which the total body and surface wave sensitivities
are equal to each other is defined as the crossing time, and this
marks the moment at which the body waves start to dominate in
the sensitivity. This happens in configurations that have the source
close to the surface, so there is an initial predominance of the
surface wave sensitivity. Analysis of the dependence of the crossing
time with the ratio lb → b/Ls shows that the strongest qualitative
change occurs when this value is between 1 and 2. Increasing this
ratio weakens the coupling between the modes, which produces a
systematic decrease in the crossing time. A typical body-to-body
mean free path of lb → b = 100 km with mean free times around
τ b → b = 30 s will result in dominance of the body wave sensitivity
after 300 s for penetration depths up to Ls = 10 km. Therefore, to
localize changes in the shallow crust, it is necessary to measure the
δt/t with very high precision in the part of the coda dominated by
the surface wave sensitivity, or to have a favourably small mean free
path (produced by highly heterogeneous media), such as in regions
around volcanoes, where the mean free paths can be around 1 km
(Yamamoto & Sato 2010).

Despite the natural limitations of the scalar description of wave
propagation (e.g. the lack of polarization, the existence of a single
mode of propagation for the body waves), our approach reproduces
known features of the sensitivity with the advantage of requiring low
computational resources. An extension of our approach to estimate
the sensitivity kernels in a vectorial elastic medium is foreseeable
in the future based on simulations of coupled body and Rayleigh
waves (Xu et al. 2021).
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A P P E N D I X A : G RO U P V E L O C I T Y W I T H
F R E Q U E N C Y- D E P E N D E N T α

The frequency dependence of the parameter α introduced to trace
a parallel with the elastic case has a collateral effect over the group
velocity of the surface waves. We recalculate this velocity with
the variational approach that was previously introduced. First, we
estimate a perturbation of the eigenfunction both in k� and in ω, h
+ δh = h(k� + δk�, ω + δω) in the energy integrals in eq. (27), to
obtain

(ω + δω)2 (I1 + δ I1) =
(k‖ + δk‖)2 (I2 + δ I2) + (I3 + δ I3) − (Is + δ I ′

s), (A1)

where δ I ′
s can be calculated from the definition of I ′

s eq. (25), while
bearing in mind that α is a frequency-dependent quantity

δ I ′
s = 1

2

∫ ∞

0
αT 2hδhδ(z)dz + 1

2

∫ ∞

0
δαT h2δ(z)dz

= δ Is + δα

α
Is . (A2)

Subtracting eqs (27) and (26) from this expression, we find that

2ωδωI1 = 2k‖δk‖ I2 − δα

α
Is . (A3)

and therefore the group velocity is

U = δω

δk‖
= k‖

ω

I2

I1
− δα

δk‖

1

2αω

Is

I1
. (A4)

We start here to evaluate some of these integrals. I2/I1 can be
calculated from their definitions

I2

I1
= T

∫ ∞
0 hδhdz

ρ
∫ ∞

0 hδhdz
= c2. (A5)

On the other hand, from eq. (7), it is clear that making α frequency
dependent fixes cR to a constant value. From this eq. (7), α is equal
to

α = ω

c

√(
c

cR

)2

− 1. (A6)

Therefore,

δα

δk‖
= cR

δα

δω
= cR

c

√(
c

cR

)2

− 1 = cRα

ω
. (A7)

Finally, to evaluate Is and I1, we make direct use of the eigen-
function h = e−αz :

I1 = 1

2

∫ ∞

0
ρh2dz = 1

2
ρ

(
− 1

2α
e−2αz

)∣∣∣∣
∞

0

= ρ

4α
, (A8)
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Is = 1

2

∫ ∞

0
αT h2δ(z)dz = 1

2
αT . (A9)

Putting all of these together, we obtain

U = δω

δk‖
= c2

cR
− cR

α2

ω2
c2 = c2

cR
− cR

(
c2

c2
R

− 1

)
= cR, (A10)

which conveniently fixes the group velocity of surface waves with
lower values than the velocity of body waves.

A P P E N D I X B : S TAT I O NA R I T Y O F T H E
L A G R A N G I A N

Following Aki & Richards (2002, p.283), we find the perturbation
of the eq. (24):

ω2δ I1 − k2
‖δ I2 − δ I3 + δ Is

= ω2

∫ ∞

0
ρhδhdz − k2

‖

∫ ∞

0
T hδhdz

−
∫ ∞

0
T

dh

dz

dδh

dz
dz +

∫ ∞

0
αT hδhδ(z)

=
∫ ∞

0

{
ω2ρh − k2

‖ T h + d

dz

(
T

dh

dz

)}
δhdz

− T
dh

dz
δh

∣∣∣∣
∞

0

+ αT hδh|z=0 . (B1)

The terms inside the curly brackets correspond to applications
of the wave eq. (1) for the surface eigenfunction, and are therefore

equal to zero. The two remaining terms on the right-hand side of

eq. (B1) are also equal to zero, noting that δh = 0 at z = ∞, and
using the boundary condition dh/dz|z = 0 = −αh|z = 0.

Therefore, the integrated Lagrangian is stationary for a perturba-
tion of the surface eigenfunction

ω2δ I1 − k2
‖δ I2 − δ I3 + δ Is = 0. (B2)

A P P E N D I X C : I N T E G R AT I O N O F T H E
L A G R A N G I A N F O R T H E S U R FA C E
WAV E S

We apply eq. (1) over the surface wave solution in eq. (6), and
multiply by −h/2, and integrate this over depth:

0 = 1

2

∫ ∞

0
ρω2h2dz − 1

2

∫ ∞

0
T k2

‖h2dz + 1

2

∫ ∞

0
T h

d2h

dz2
dz

= 1

2

∫ ∞

0
ρω2h2dz − 1

2

∫ ∞

0
T k2

‖h2dz − 1

2

∫ ∞

0
T

(
dh

dz

)2

dz

+1

2
T h

dh

dz

∣∣∣∣
∞

0

. (C1)

The first three terms are I1, I2 and I3. Using the boundary condi-
tions we can write the last term as follows :

− 1

2
T h

dh

dz

∣∣∣∣
0

= −1

2
T h(−αh)|0 = 1

2

∫ ∞

0
αT h2δ(z)dz = Is (C2)

and therefore

ω2 I1 = k2
‖ I2 + I3 − Is . (C3)
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