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A B S T R A C T
Gastric cancer is the second leading cause of cancer-related deaths worldwide. Early diagnosis
significantly increases the chances of survival; therefore, improved assisted exploration and screening
techniques are necessary. Previously we made use of an augmented multi-spectral endoscope by
inserting an optical probe into the instrumentation channel. However, the limited field of view and
the lack of markings left by optical biopsies on the tissue complicate the navigation and revisit of the
suspect areas probed in-vivo. In this contribution two innovative tools are introduced to significantly
increase the traceability and monitoring of patients in clinical practice: (i) video mosaicing to build
a more comprehensive and panoramic view of large gastric areas; (ii) optical biopsy targeting and
registration with the endoscopic images. The proposed optical flow-based mosaicing technique selects
images that minimize texture discontinuities and is robust despite the lack of texture and illumination
variations. The optical biopsy targeting is based on automatic tracking of a free-marker probe in the
endoscopic view using deep learning for estimating dynamically its pose during exploration. The
accuracy of pose estimation is sufficient to ensure a precise overlapping of the standard white-light
color image and the hyperspectral probe image, assuming that the small target area of the organ is
almost flat. This allows the mapping of all spatio-temporally tracked biopsy sites onto the panoramic
mosaic. Experimental validations are carried out from videos acquired on patients in hospital. The
proposed technique is purely software-based and therefore easily integrable into clinical practices. It
is also generic and compatible to any imaging modalities connected to a cylindrical fibroscope.

1. Introduction
Gastric cancer is one of the world’s primary causes of

morbidity and mortality from malignant diseases. If diag-
nosed and treated at an early stage, the 5-year survival rate is
as high as 70 percent [1, 2]. The standard medical procedure
for diagnosing pathologies of the upper gastrointestinal tract
(esophagus, stomach and duodenum) is Endoscopy. The
visual examination in white light or with color enhancement
of vascular structures such as narrow-band imaging (NBI
from Olympus), is the main tool for screening and is usually
complemented by incisional biopsies to take tissue samples
and perform histological analysis of the mucosa. However,
biopsy is invasive and the histological sections analysis
increases processing time. Furthermore, early inflammatory
precancerous lesions may present very subtle alterations of
the mucosa almost invisible under white light video, leading
the gastroenterologist to perform multiple random biopsies.
This technique is operator-dependent and causes delays in
diagnosis. Moreover, the complications for navigation and
diagnosis are further increased by the observation of a very
limited field of view (FoV). Indeed, even when the endo-
scopic camera has a approximate FoV of 140 degrees, the
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distal tip must be moved close to the internal epithelial wall
to provide high-resolution images, which effectively reduces
it to a few square centimeters. The limited field of view
through the endoscope can however be expanded by using
image stitching and surface reconstruction methods [3].

Innovative techniques, known as optical biopsy, have
been proposed to perform additional targeted in-vivo tissue
assessment using light properties [4, 5, 6]. They make use of
miniaturized photonic probes that have been designed to be
inserted into the operating channel of a standard endoscope.
Optical biopsy has several advantages over conventional
biopsy: the probe provides the surgeon with an on-line tissue
assessment and larger areas can be scanned. However, since
optical biopsy does not leave any mark on the tissue, it is
necessary to assist the surgeon in locating the scanned area
and retargeting the biopsies for patient follow-up.

This contribution aims to overcome the aforementioned
limitations by providing a wider FoV through a panoramic
image constructed from the endoscopic video where op-
tical biopsies can be localized. The technique exploits an
hyperspectral-augmented endoscopic prototype which com-
prises a multispectral snapshot camera sensitive to visible
and near-infrared light, and connected to a fiberscope in-
serted through the instrument channel of a commercial en-
doscope [7, 8]. The inserted fiberscope works as a localized
hyperspectral probe for detection of precancerous lesions in
stomach (see Fig. 1).
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Figure 1: The augmented endoscope. Left : Experimental prototype. Right : Overlay of the zone targeted by the optical probe
(in green) on the endoscopic view (in purple)

The recording of the two video streams (endo- and fiber-
scopic) provided by the prototype is performed simultane-
ously, but the multi-modal registration is challenging for
three reasons. First, the two imaging sensors have differ-
ent intrinsic paremeter values (focal lengths, distortions,
resolutions). Second, the sensors have different viewpoints
with a correspondence that can vary over time because
the clinician can move them independently to each other
during exploration. Third, the data is from bi-modal cameras
(standard visible spectrum on one side and near infrared
on the other) and conventional registration methods using
image content generally fail because of the different nature
of the information and the lack of texture of the gastric
wall. The registration of the multi-modal images can be
achieved by the on-line estimation of the relative pose of the
optical probe observed in the endoscopic view. Nevertheless,
off-line calibration of each sensor is needed for distortion
rectification of each modality separately.

This paper presents a novel method to combine video
mosaicing based on optical flow with markerless probe
tracking in the endoscopic video to locate the biopsy on the
panoramic view. Video mosaicing is the process of stitching
endoscopic frames together to form a comprehensive view
of the scene. Registration of annotated biopsies on mosaics
is useful for patient follow-up and traceability of examina-
tions (having a history of the areas examined). The pro-
posed method can be generalized to any endoscopic system
in which an optical probe is inserted into the instrument
channel, regardless of the type of imaging sensor that it is
connected to.

The remainder of this document is organized as follows:
Section II makes a review of the related work. Section
III details a mosaicing algorithm for complex scenes, as
well as an optical biopsy localization and re-targeting ap-
proach. Section IV presents an experimental validation of
the hyperspectral biopsy localization on image mosaics from
endoscopic videos acquired on patients. Finally, Section V
concludes the manuscript and opens up some perspectives
for the medical practice.

2. Related Work
This section gives an overview of the state-of-the-art

of the two issues addressed in this contribution, namely
endoscopic image mosaicing of hollow organs and optical
biopsy localization and re-targeting.
2.1. Mosaicing of hollow organ image sequences

Image mosaicing is an effective mean to construct a
single seamless panoramic image by aligning multiple par-
tially overlapped images. Image mosaicing of the inner wall
of hollow organs is a challenging issue, especially in the
stomach in which no textures and structures are available: the
uncontrolled endoscope displacements generate motion blur
or defocusing, the viewpoint changes lead to illumination
changes between the images and specular reflections affect
the images.

In the last decade, most of the works dealing with 2D
image mosaicing of hollow organs focused on the construc-
tion of panoramic views of the bladder epithelium using
cystoscopic video-sequences. Based on the assumption that
the endoscope’s distal tip is close to the tissue (i.e., the
surfaces are almost planar due to the small field of view),
consecutive images are re-aligned by computing homogra-
phies that superimpose their homologous pixels, then all
images are stitched together in a global mosaic coordinate
system.

In a first approach applied on fluorescence bladder im-
ages [9, 10], robust feature extractors, such as SIFT [11] or
SURF [12] and a RANSAC outlier rejection algorithm [13]
are used to find the best parameters of the homographies.
Such an approach is possible for textured images of the
bladder, but is less effective in the white-light cystoscopic
modality [14, 15] and fails in gastroscopy due to lack of
texture.

Other approaches exploit directly the colour informa-
tion to determine the homographies without any feature
extraction [16, 17, 18]. These three methods were developed
for the bladder and are based on the mutual information
optimization [19], on graph-cuts [20], and on optical flow
[21], respectively.
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(a) (b)
Figure 2: Two mosaic examples of the pyloric antrum built
from same images: (a) with the method in [18] which only
uses homographies without an image selection strategy, (b)
with the method in [24] which directly uses flow fields.

However, determining homographies between consec-
utive images along the video-sequence lead to coherent
mosaic with a limited extend. Indeed, due to small accumu-
lating registration errors along the video sequence, texture
discontinuities and geometrical distortions (the scene is not
planar in the complete mosaic) affect the mosaic which can-
not be always corrected, even by elaborated global bundle
adjustment methods [22, 23].

The authors in [24] proposed a new approach for building
2D mosaics in the stomach, based on a robust algorithm to
determine the optical flow between consecutive texture-free
images affected by strong illumination changes [25]. The
optical flow information was directly used to place the pixels
into the global mosaic coordinate system.

As seen in Fig. 2, there is a significant difference de-
pending on the method used to reconstruct the mosaic. In
the work [24], the optical flux vectors are added iteratively.
However, even with accurate optical flow determination,
errors accumulate and visual inconsistencies become visible
as the mosaic grows. In addition, placing pixels from many
images on the mosaic plane using only the flow fields is
a complex task when strategies must be implemented to
minimize mapping errors.
2.2. Optical biopsy localization and re-targeting

Optical biopsy refers to all methods that use the prop-
erties of light to enable on-line tissue assessment during
endoscopy. New biophotonic probes that can be inserted
into the channel of a standard white light endoscope have
been proposed, in particular for optical coherence tomog-
raphy [4], miniaturized confocal laser [5] or spectral band
imaging [6]. It helps to improve lesion targeting and reduce
the number of required incisional biopsies. Our prototype
exploits hyperspectral imaging. Wavelengths 415𝑛𝑚 and
540𝑛𝑚 are commonly used to highlight vascular structures
(as NBI). Recent publications have demonstrated that using
broader spectral information could better detect early lesions
such as inflammatory gastritis [26, 27, 28, 29, 30]. Since
optical biopsy leaves no marks on the tissue, it is necessary
to provide gastroenterologists with on-line localization and
retargeting of biopsies. Two approaches have been explored
in the literature : (i) by region matching from image content

[31, 32, 33] or (ii) using epipolar geometry in endoscopic
video [34, 35, 36, 37].

Atasoy et al.[31] presented an affine-covariant region-
matching approach in narrow-band endoscopy. An off-line
machine learning process was subsequently added [32].
More recently, a learning-based tracker [38] was applied
for on-line biopsy retargeting on in-vivo gastrointestinal
endoscopic videos [33]. Region matching is only efficient if
both cameras have the same modality, and cannot be used in
our case to register the hyperspectral data on the endoscopic
white light image. Another way is to estimate the 3D relative
pose of the dual cameras for reprojecting the biopsy site
using epipolar geometry. Allain et al. [36] used intersecting
epipolar lines assuming a local affine transformations in
single modality images. A visual simultaneous localization
and mapping (vSLAM) algorithm was used by [34] with a
fluorescence augmented prototype. By tracking the pose of
the camera and the location of salient points on the organ
wall, a 3D map of the organ being explored is generated.
Then the biopsy site is targeted by 3D-to-2D reprojection
assuming the camera is relatively static when the biopsy
is taken and the organ is a rigid environment. A variant
with a compensated rhythmic movement was subsequently
proposed [35], and validated on a two minutes long stereo
laparoscopic video with a silicon phantom. However, the
use of theses techniques remains rather unreliable in the
gastrointestinal tract due to the difficulty of tracking salient
features since endoscopic images are very poorly textured.
Additionally, it is well known that vSLAM has critical
limitations due to cumulative error along the trajectory (3D
reconstruction drift) leading to inconsistent 3D-maps. This
technique is also too computationally and memory-intensive
for an on-line use in an operating room. More recently,
a work has jointly exploited chromoendoscopy and color
channels to increase the number of salient points for better
3D reconstruction [37].

Due to the lack of texture in the white light endoscopic
images, it was decided to reproject the targeted biopsy onto
the 2D mosaic from the relative pose of the instrument,
without creating a 3D model of the organ. This method is
based on a reliable 3D pose tracking of the free-moving
optical probe. Markerless approaches for tracking surgical
tools [39, 40, 41, 42] have historically been introduced
as an interesting alternative to electromagnetic or optical
markers [43, 44], because they can be fully implemented
in software, do not interfere with the surgical workflow and
do not require modifications to the tracked instrument. The
latest advances in deep neural network segmentation make
them more effective for detecting and tracking surgical tools
in in-vivo scenarii [45, 46].

This work makes use of our previously presented mark-
erless tracking algorithm [46], which makes it possible to
achieve high precision in the localization of biopsies, even
with low frame rate acquisition, and remains applicable to
any cylindrical optical probe inserted through the operating
channel of a standard endoscope. The following section
develops our method.
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Figure 3: Overview of the processing flow: (a) white-light or NBI endoscopic video, (b) mosaic generation, (c) fiberscope
segmentation by convolutional neural network, (d) 3D pose estimation of the optical probe relative to the endoscopic camera,
(e) localization of the HSI biopsy in mosaic.

3. Biopsy localization on image mosaics
The overall process for localizing the spectral biopsies on

the panoramic mosaic is described in Fig. 3. The endoscopic
RGB video is processed to detect the visible tip of the probe
and to construct the panoramic mosaic. The 3D pose of the
probe estimated from the segmentation allows the biopsies
to be located in the mosaic. The hyper-spectral information
(HSI) corresponding to each point biopsy can be viewed on-
line by the physician or revisited on demand for follow-up.

The proposed method is divided in two main tasks. The
first corresponds to the panoramic mosaic generation, while
the second is related to the location of the biopsy onto the
mosaic based on the instrument pose estimation in individual
frames.
3.1. Video mosaicing

This section presents a novel mosaicing scheme spe-
cially designed for video-sequences of complex gastro-
scopic scenes (e.g., the pyloric antrum region of the stom-
ach). A sequence  consists of (time) consecutive images
{𝐈1, 𝐈2,… , 𝐈𝑁} acquired from different viewpoints. The aim
of the mosaicing algorithm is to construct a panoramic image
including all scene parts seen in images 𝐈𝑖. The mosaicing
algorithm takes the following scene and acquisition condi-
tions into account:

1. The endoscope’s distal tip (with the CCD-sensor ma-
trix) is close to the epithelial surface so that gas-
troenterologists can observe details in high resolution
images. The pyloric antrum region is globally far
to be planar. However, due to the short acquisition
distances, the surfaces are locally smooth enough to
consider that the images include planar surface parts

and that the homologous pixels of two “neighbour
images” are geometrically linked by a field of almost
parallel vectors.

2. During a gastroscopy, numerous parts of the pyloric
antrum surface are usually observed several times.
Thus, there exists a large number of overlapping im-
ages in a sequence.

3. The image content and quality varies along the se-
quences. Some images are without textures, while in
other images the texture amount, shape and contrast
are not uniform.

4. The illumination conditions are changing strongly
from one image to another, notably due to camera
viewpoint changes and/or varying surface orienta-
tions.

The proposed mosaicing algorithm consists of four steps. In
the first step one estimates the trajectory of the image centers
in a 2D plane whose coordinate system is defined by the
first image of sequence  . Then, this trajectory is exploited
both to select a subset of images in  which allows to cover
the largest tissue area and to find the reference image which
minimizes pixel misalignment (This image also defines the
coordinate system of the mosaic). The aim of the next step is
to determine the shortest paths from the selected images to
the reference image to limit the texture discontinuities during
the mosaicing process. In the final step, the pixels of the
selected images are placed onto the mosaicing plane using
a method which minimizes the color discontinuities.

O.Zenteno et al.: Preprint submitted to Elsevier Page 4 of 14



Optical biopsy mapping on endoscopic image mosaics with a marker-free probe

3.1.1. Determination of the image center trajectory
The coordinate system of the image center trajectory

plane is that of image 𝐈1. As justified in point 1) the dis-
placements of homologous pixels of consecutive images can
be approximated by parallel translations.

The displacement vector 𝐯𝑛,𝑛+1 linking the centers of two
consecutive images 𝐈𝑛 and 𝐈𝑛+1 is computed as follows. The
pyramidal Lucas-Kanade feature tracker algorithm [47] is
used to compute the (sparse) optical flow of corner features
detected by the Shi-Tomasi detector [48]. This flow field be-
tween 𝐈𝑛 and 𝐈𝑛+1 is determined in a square of 50×50 pixels
placed on the center of image 𝐈𝑛. If it is possible to track at
least 10 points, then vector 𝐯𝑛,𝑛+1 is given by the mean of the
vectors of the sparse flow field. On the contrary, if the Lucas-
Kanade method led to less than 10 correspondences, then the
algorithm detailed in [49] is used to determine a dense flow
field between 𝐈𝑛 and 𝐈𝑛+1 for a square of 200 × 200 pixels
centered in image 𝐈𝑛. Vector 𝐯𝑛,𝑛+1 corresponds also to the
average flow field vector. Thus, when textures are available,
the Lucas-kanade method allows for a fast image motion
estimation, whereas for images with very poor information,
the illumination invariant optical flow method conceived for
textureless scenes [49] is used to robustly find the image
motion. The image center coordinates 𝑃𝑛+1 of image 𝐈𝑛+1in the trajectory plane are defined by:

𝑃1 = (0, 0) and 𝑃𝑛+1 = 𝑃𝑛 + 𝐯𝑛,𝑛+1. (1)
3.1.2. Image selection

This step has two objectives: on the one hand one have to
select the images which lead to a mosaic covering the largest
possible tissue area, and on the other hand, it is important
to select the reference image defining the mosaic coordinate
system and which minimizes the texture discontinuities in
the mosaic. The convex hull of the trajectory points  =
{𝑃1, 𝑃2,… , 𝑃𝑁} facilitates the selection of images covering
a large tissue area. Indeed, the vertices of this convex hull
correspond to the images which are on the periphery of the
scanned organ area. Moreover, by considering the whole
pyloric antrum area and the tissue areas seen in the images,
the images corresponding to the vertices alone cover a
significant part of the surface to be mosaicked.

A convex hull is defined by the set of vertices 𝑐 =
{𝑃 𝑐

1 , 𝑃
𝑐
2 ,…𝑃 𝑐

𝐾}which correspond to images𝑐 = {𝐈𝑐1, 𝐈
𝑐
2,…

𝐈𝑐𝐾}. In the proposed method, the reference image 𝐈𝑟𝑒𝑓 is
determined using the set 𝑐 of vertices:

𝑃 𝑐
𝑟𝑒𝑓𝑃0 = max{𝑃 𝑐

𝑘𝑃0}𝐾𝑘=1, (2)

where 𝑃0 = 1
𝑁
∑𝑁

𝑖=1 𝑃𝑖 is the centroid of  and 𝑃 𝑐
𝑟𝑒𝑓 is the

image center associated to 𝐈𝑟𝑒𝑓 .
The set of the shortest paths from the reference vertex

𝑃 𝑐
𝑟𝑒𝑓 to all other vertices allows to cover at most the scanned

area while minimizing the image superimposition (i.e., the
texture discontinuities) into the mosaic plane.

3.1.3. Determination of the geometrical link between
the selected images and the reference image

During the mosaicing process, the pixels of the images
in 𝑐∖{𝐈𝑟𝑒𝑓} are placed in the coordinate system of 𝐈𝑟𝑒𝑓using homographies. For the specific shape of the pyloric
antrum regions two situations can occur when searching for
the geometrical relationship between the coordinate system
of a vertex image 𝐈𝑐𝑘 ∈ 𝑐∖{𝐈𝑟𝑒𝑓} and the reference vertex
image 𝐈𝑟𝑒𝑓 : either the two vertices are close enough so that
the corresponding images can directly by superimposed by
homography 𝐇𝑘→𝑟𝑒𝑓 , or the two vertices are distant and
an intermediate (non-vertex) image 𝐈𝑚 located close to the
centroid 𝑃0 acts as a gateway between the images 𝐈𝑐𝑘 and
𝐈𝑟𝑒𝑓 . For this last situation, the homography linking the two
vertices is given by 𝐇𝑘→𝑟𝑒𝑓 = 𝐇𝑚→𝑟𝑒𝑓𝐇𝑘→𝑚.

Following condition is used to check whether an overlap
area 𝜏𝑘 = 𝐈𝑟𝑒𝑓 ∩ 𝐈𝑐𝑘 (in pixels) is large enough or not to link
two images 𝐈𝑟𝑒𝑓 and 𝐈𝑐𝑘 with a homography :

⎧

⎪

⎨

⎪

⎩

−𝑊 < 𝑣1𝑘 < 𝑊
−𝐻 < 𝑣2𝑘 < 𝐻
𝜏𝑘 = (𝑊 − |𝑣1𝑘|)(𝐻 − |𝑣2𝑘|) >

𝑊𝐻
2

(3)

where (𝑣1𝑘, 𝑣
2
𝑘) are the components of vector ⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃖⃗𝑃 𝑐

𝑟𝑒𝑓𝑃
𝑐
𝑘 , 𝑊

stands for width of the images and 𝐻 corresponds to the
height of the images. The two first equations in (3) ensure
that 𝐈𝑟𝑒𝑓 ∩ 𝐈𝑐𝑘 ≠ ∅. If condition (3) is satisfied, then homog-
raphy 𝐇𝑘→𝑟𝑒𝑓 is directly computed with the homologous
points between 𝐈𝑟𝑒𝑓 and 𝐈𝑐𝑘. Otherwise, 𝐇𝑘→𝑟𝑒𝑓 is indirectly
computed through the intermediate image 𝐈𝑚. The latter is
the image in  such that the distance 𝑃𝑚𝑃0 is the smallest.
Since 𝐈𝑚 lies in a central position on the mosaic plane,
it is most often overlapped both by 𝐈𝑟𝑒𝑓 and 𝐈𝑐𝑘. If both
image pairs (𝐈𝑟𝑒𝑓 , 𝐈𝑚) and (𝐈𝑚, 𝐈𝑐𝑘) fulfill (3), then 𝐇𝑘→𝑟𝑒𝑓 =
𝐇𝑚→𝑟𝑒𝑓𝐇𝑘→𝑚. In the very rare cases where one of these
overlap conditions is not verified, the pixels of vertex image
𝐈𝑐𝑘 are not placed in the mosaic coordinate system. As shown
by the results, this case is infrequent enough not to create
gaps in the mosaics.

In the proposed algorithm, the homography between
two overlapping images is determined using the dense point
correspondence provided by the optical flow field estimated
with the method described in [49].
3.1.4. Mosaic construction

In this final step, the selected images 𝐈𝑐𝑘 ∈ 𝑐∖{𝐈𝑟𝑒𝑓}are placed in the coordinate system of reference image
𝐈𝑟𝑒𝑓 and optimal seams are determined to minimize colour
discontinuities in the mosaic. 𝐈𝑐,𝑤𝑎𝑟𝑝𝑒𝑑

𝑘 refers to image 𝐈𝑐𝑘which is warped by homography 𝐇𝑘→𝑟𝑒𝑓 , and placed in the
mosaic plane 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 whose coordinate system is defined by
image 𝐈𝑟𝑒𝑓 .

Initially, 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 corresponds to 𝐈𝑟𝑒𝑓 . The first image used
to extend 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 is the one belonging to 𝑐 and being the
farthest from 𝐈𝑟𝑒𝑓 . Farthest image 𝐈𝑐𝑡 is given by the greatest
distance 𝑃 𝑐

𝑟𝑒𝑓𝑃
𝑐
𝑡 determined as follows:
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𝑃 𝑐
𝑟𝑒𝑓𝑃

𝑐
𝑡 = max{𝑃 𝑐

𝑘𝑃
𝑐
𝑟𝑒𝑓 | 𝑃 𝑐

𝑘 ∈ 𝑐}. (4)
Then, the mosaic grows by placing pixels of the warped

images into the panoramic image:
𝐈𝑚𝑜𝑠𝑎𝑖𝑐 ← 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 ⊕ �̂�𝑐,𝑤𝑎𝑟𝑝𝑒𝑑

𝑡 , (5)
where ⊕ is a blending operation, and �̂�𝑤𝑎𝑟𝑝𝑒𝑑

𝑡 is defined by

�̂�𝑐,𝑤𝑎𝑟𝑝𝑒𝑑
𝑡 = 𝐈𝑐,𝑤𝑎𝑟𝑝𝑒𝑑

𝑡

⋂

𝐷
(

𝐈𝑐,𝑤𝑎𝑟𝑝𝑒𝑑
𝑡 ∖𝐈𝑚𝑜𝑠𝑎𝑖𝑐 , 𝑠𝑒

)

. (6)
In (6), 𝐷 is a morphological dilation operator which uses
the structuring element 𝑠𝑒. �̂�𝑐,𝑤𝑎𝑟𝑝𝑒𝑑

𝑡 includes the pixels of
𝐈𝑐,𝑤𝑎𝑟𝑝𝑒𝑑
𝑡 which are not overlapped with 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 , as well as

the pixels of a small common area of 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 and 𝐈𝑐,𝑤𝑎𝑟𝑝𝑒𝑑
𝑡used for the blending operation.

The remaining images in Ω = ∖{𝐈𝑟𝑒𝑓 , 𝐈𝑐𝑡 } are itera-
tively added to the mosaic. At each iteration 𝑖, the image
𝐈𝑖 having the smallest intersection with 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 is selected,
and some of its pixels are added to 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 using (5) (i.e.,
𝐈𝑚𝑜𝑠𝑎𝑖𝑐 ← 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 ⊕ �̂�𝑐,𝑤𝑎𝑟𝑝𝑒𝑑

𝑖 ).
In this way, the visual coherence of the mosaic is max-

imized since the discontinuities caused by the seams are
minimized.
3.2. Biopsy localization

The location of the biopsy on the mosaic is based on
the markerless tracking algorithm of the instrument previ-
ously presented in [46]. This tracking capability allows for
a reliable 3D pose estimation of the free-moving optical
probe relative to the endoscopic camera. The probe tip is
detected in the endoscopic view by a deep convolutional
neural network segmentation. Then, the 3D pose is estimated
frame-by-frame by an Expectation-Maximization algorithm
from the segmented silhouette assuming a cylindrical shape
with a known radius. A prior alignment of the cylinder
axis based on Plücker coordinates makes the convergence
faster and more reliable. Our approach demonstrated a high
precision on a simulated trajectory mimicking endoscopic
exploration with a deviation of 0.33 ± 0.68 mm in probe
position and 0.32 ± 0.11 degree in the axis orientation. More
details on the tracking algorithm can be found in the original
paper [50].

From the estimated 3D pose, multi-modal registration is
performed by applying a homographic transformation from
the fibroscopic image to the endoscopic image, assuming
that the small target area of the organ is almost flat. This
process is illustrated in Fig. 4. A realistic configuration of
the two cameras observing the wall is simulated in Fig. 4(a).
The rectangular dot pattern on the wall represents a 9×7𝑚𝑚2

area. The reference point 𝐸𝐶𝑅𝐸𝐹 is the intersection of the
optical axis of the endoscopic camera with the wall. The pro-
jection of the rectangular dot pattern can be observed in the
fiberscope image plane Fig. 4(b) and in the endoscope image
plane Fig. 4(c), as well. The registration is established by the

homography linking the two views from the knowledge of
the relative 3D pose of the two cameras, assuming an average
distance to the wall. A result of multimodal registration of
real endoscopic images is shown in Fig. 5.

Figure 4: Illustration of multimodal registration: (a) simulation
of a realistic configuration of the two cameras observing a
rectangular dot pattern lying on the wall, (b) projection of
the points in the plane of the fibroscopic image, and (c) same
points projected in the plane of the endoscopic image.

The accuracy of this registration was quantitatively as-
sessed by the acquisition of real images of a chessboard
pattern. Fig. 6 shows six examples with wide variations in
the configuration of the two cameras obtained by moving
and sliding the fiberscope in the operating channel; some
configurations, such as (e), go far beyond what the surgeon
can do in standard endoscopic exploration.

The true pose can be obtained from the chessboard
pattern and compared to the one estimated from the segmen-
tation of the fiberscope according to the method detailed in
[46]. The pose estimation error is smaller than 3 pixels, i.e.
less than 0.33% of the diagonal of the endoscopic image,
which is sufficient to ensure a precise overlapping of the
RGB and HS images (See Fig. 5).

Multi-modal image registration allows the surgeon to
visualise the spectral bands of the tissue being examined
as presented in Fig. 7. The average spectrum is calculated
over all correctly exposed pixels of the examined region
(saturated pixels are automatically discarded by a level-
set approach). A prior spectral calibration was performed
to transform the raw data captured by the sensor into re-
flectance values [7]. This data has the potential to be used
for the discrimination of healthy and pathological tissues
[8, 51]. In these pilot studies in patients with gastritis,
changes in visible and near-infrared reflectance spectra were
observed that may be associated with inflammatory gastric
conditions.

The frame-by-frame registration process can be applied
to all images selected for the panoramic mosaic to locate
the biopsies. The spectral biopsies corresponding to the
selected images 𝐈𝑐𝑘 are warped by homographies 𝐇𝑘→𝑟𝑒𝑓 and
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Figure 5: Multi-modal image registration : (a) Original HS
image, (b) HS image warped in the coordinate system of
the RGB image, (c) Original endoscopic RGB image and (d)
Superimposed multi-modal data.

Figure 6: Six different cases showing the correct registration of
the images with the chessboard pattern: the HS image (green)
is superimposed on the RGB image (red). (e) represents an
extreme pose configurations beyond reality.

Figure 7: HS-RGB overlay and corresponding reflectance spec-
tral data:(a-b) visible spectrum, (c-d) near-infrared spectrum.

placed in the mosaic plane 𝐈𝑚𝑜𝑠𝑎𝑖𝑐 whose coordinate system
is defined by image 𝐈𝑟𝑒𝑓 .

4. Experimental validation
This section presents the experimental results to validate

the proposed method on patient endoscopic sequences.
4.1. Data acquisition

The data acquisition was performed at Ambroise-Paré
Hospital (AP-HP) located in Boulogne-Billancourt (France),
using a commercial endoscopic unit (Olympus EVIS EX-
ERA III) with gastrointestinal videoscope, augmented with
a microFlex m25-2500 fiberscope from IT Concepts Gmbh
connected to a hyperspectral snapshot camera of XIMEA
(See fig. 1).

The prototype is designed for the simultaneous acquisi-
tion of two video streams of white light and spectral images.
The RGB videos were captured with a resolution of 720×576
pixels. The HS camera connected to the fiberscope provides
video sequences of resolution 409 × 216 pixels for each of
the 41 spectral bands in the range of 470 to 975 nm.

Automatic segmentation of the fiber-optic instrument in
endoscopic videos is processed by the deep convolutional
neural network Deeplabv3+. This is the third version of a
popular deep convolutional neural architecture for seman-
tic segmentation. Compared to previous versions, modifi-
cations are introduced to handle the problem of multiple
scale segmentation by using Atrous convolution and encode
the global context from image-level features for improving
performance. More details on the CNN’s architecture can be
found in its original paper [52].

The initial model pre-trained on the PASCAL VOC
dataset was fine-tuned on a database comprising a total of
10 218 endoscopic frames of 8 different patients. The videos
include typical challenges of endoscopic vision such as non-
rigid movements and deformations of the organ, bleeding,
mucus, etc. The fiberscope used has a very bright and
reflective metal head, which represents a serious difficulty
for the segmentation task. The only visible instrument is a
cylindrical fiberscope (superposition of instruments is a sit-
uation that does not occur in this context of optical biopsy).

Our deeplabv3 based segmentation model has been eval-
uated in our previous paper [46]. It provides a robust de-
tection of the probe tip in various illumination conditions,
as it produces a Jaccard similarity index with ground truth
manually outlined of more than 0.98 in mean on a total of
more 5000 images of the test base.

The chosen stomach parts to show the reliability of
the biopsy location on panoramic mosaic were the pyloric
antrum and cardia which are critical sites for precancerous
lesions. The results are extracted from different videos with
various trajectories, number of frames and duration, and
large illumination and tissue colors changes according to the
patient.
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Figure 8: Illustration of the mosaicing method: (a) five images
from the white-light video sequence, (b) obtained panoramic
view

(a) (b) (c) (d) (e)

(f) (g)

Figure 9: Comparison of reconstructed mosaics of the pyloric
antrum in NBI: (a)-(e) five images from the 90 images in the
sequence. (f) with Brown and Lowe’s method [53] and (g)
with the proposed method

4.2. Mosaic construction
4.2.1. Image mosaicing in the context of optical biopsy

The panoramic image in Fig 8(b) shows that the distal
tip of the fiberscope which is visible in Fig 8(a) can be
segmented and removed, and that the remaining pixels are
sufficient to build a mosaic. This 2D map was obtained from
almost textureless data and is without colour discontinuities,
despite the changing white light illumination conditions and
specular reflections.
4.2.2. Independence from the image modality

The panoramic image given in Fig. 9(g) was determined
with 90 images of the pyloric antrum seen in the narrow
band imaging modality (five small field of view images of
the sequence are shown in Fig. 9(a)-(e)). The white light

Table 1
Characteristics of data used in the mosaics presented in the
Fig. 10

Fig.10 Number
of frames

Number of
selected images

Index of the
reference image

Computation
time (in seconds)

(a) 139 32 103 18
(b) 135 28 210 11
(c) 154 31 213 12
(d) 131 31 150 15

mosaic in Fig. 8(b) and the NBI mosaic in Fig. 9(g) were both
obtained with the mosaicing method described in Section
3.1 and with the same algorithm parameter values. Figs. 8
and 9 illustrate the ability of the proposed method to provide
contrasted and visually exploitable mosaics for different
texture amount and data qualities (with almost no textures
in the white light modality, and with different textures in
NBI). This modality independence is confirmed by addi-
tional results given in Section 4.2.4. It is also noticeable
in Fig. 9(f) that, in comparison to standard SIFT based
mosaicing approaches [53], the proposed method leads to
significantly less blurred or smoothed mosaics which are
more appropriate for a diagnosis. The comparison of the
proposed mosaicing approach with a reference method is
detailed in Section 4.2.4.
4.2.3. Robustness, constancy and computation time of

the mosaicing algorithm
The four mosaics given in Fig.10 were constructed using

the same video sequence of the pyloric antrum region. It
comprises 652 images acquired in the white light modal-
ity. The mosaics are built with different tracked region of
interest (50x50 pixel region whose position is marked by a
gastroenterologist or randomly chosen, see Section 3.1.1),
and varying starting and end images in the video-sequence.
The blue rectangular boxes correspond to the regions to be
tracked in the first sequences of images (upper left images in
Fig. 10(a)-(d)). The green rectangular boxes outline the final
position of the tracked region. The yellow curves represent
the trajectory of the center of the tracked region in the
coordinate system of the first image.

Table 1 gives information relating to the mosaics pre-
sented in Fig.10: the total number of frames on the sub-
sequences extracted from the complete sequence of 652
images; the number of images automatically selected for the
mosaic construction, the index of the automatically chosen
reference image, as well as the computation time (in sec-
onds). The image selection step described in Section 3.1.2
typically reduces by a factor of 4 or 5 the amount of images
effectively used for the mosaicing. For instance, in figure
10.(a), 32 images were selected among a sub-sequence of
139 images, which corresponds to an image reduction by a
factor of 4.34. After the tracking phase, a 2D mosaic is avail-
able after some seconds (from 10 up to 20 seconds). Even if
this delay is appropriate for a clinical use, is it noticeable that
the program running on a laptop equipped with an Intel(R)
Core(TM) i7 2.80 GHz processor and a 16 GByte RAM
written with the C language was not optimized. Besides
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Figure 10: Illustration of the algorithm constancy. The mosaics given in the lower parts of subfigures (a), (b), (c) and (d) were all
computed with the same video-sequence. The images with the blue (upper left images) and green (uper right images) rectangular
boxes represent the first and last frame of the sub-sequence used for the mosaicing respectively, while the yellow curves (upper
right images) show the endoscope trajectory in the coordinate system of the first frame during the image tracking phase (see
section 3.1.1). Tables 1 gives information like the automatically chosen reference image index, the number of selected vertex
images (see section 3.1.2), and the mosaicing time (time taken by of the two steps described in Sections 3.1.3 and 3.1.4). It
is noticeable that for all four subsequences, the mosaics are visually similar and well contrasted, making them exploitable for a
diagnosis.
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algorithmic and numerical improvements, the algorithms
can be parallelized using CUDA (no GPU card equipped the
laptop used to assess the method). The authors believe that
after the tracking, a mosaic can be displayed in some few
seconds. In the four examples shown in Fig. 10, it is visible
that the tracked boxes are located in four different places
around the opening on the duodenum (dark “circular shape”
in the image centres). Moreover, these regions include very
few textures and one of them (see the blue box of subfigure
10(b)) is even affected by numerous specular reflections.
Even in this situation, the real-time tracking was successful
and contributes to the overall robustness of the mosaicing.
Moreover, when comparing the images with the blue and
green boxes, it is also noticeable that there are significant
illumination (intensity) changes between the images. The
dense optical flow method [41] used in the homography de-
termination step in Section 3.1.3 contributes greatly to the al-
gorithm robustness. The mosaics given in Fig. 10 and Table
1 show that the mosaicing method provides panoramic views
which are visually very close, even if different reference and
vertex images were selected with the method detailed in
Section 3.1.2. It is also noticeable that for different tracking
trajectories into the mosaicing plane (see the shapes of the
yellow trajectory curves in the subsequence end image with
the green rectangle) the mosaics remain visually similar and
contrasted. These observations indicate that the proposed
method ensures constancy in terms of visual content of the
mosaics for a given patient.
4.2.4. Comparison with a reference method

It is impossible to quantitatively compare two mosaic-
ing methods since for gastroscopic data no ground truth is
available (the ideal mosaic to obtain for patient data cannot
be known). However, a visual comparison can be done with
the results obtained by a SIFT based reference method on
which numerous mosaicing methods mentioned in Section
2.1 (related work) are based [16]. It can be seen in Fig. 11
(see sub-figures (a), (d) and (g)) that the mosaics obtained
with Brown and Lowe’s approach [16] are blurred. This is
mainly due to the fact that all pixels of all images are used
to build the mosaics. Such an approach inevitably leads to
a significant loss of contrast into the mosaics. This loss of
contrast is very detrimental to the visualization of inflam-
mations. It is also noticeable that when using all images, the
pixel placement errors into the mosaic reference coordinate
system accumulate themselves and become high. In the
mosaics of Figs 11.(c), (f) and (i) these accumulation errors
were minimized, which leads to larger mosaic surfaces. The
fact that the proposed algorithm both searches for the best
reference image for the mosaicing (this image determines
the mosaic coordinate system) and determines the smallest
set of images to cover a large surface effectively optimizes
the contrast into the mosaics. It is also noticeable that the
methods based on [16] often fail to build mosaics of the
pyloric antrum region in the white light modality. Figure
11 confirms that the proposed approach is efficient both for

white light sequences and narrow band imaging videos. Con-
trast preservation is essential to allow for the visualization
of inflammations, to anticipate more serious lesions such as
tumours, and to report optical biopsy information on it.
4.3. Optical biopsy mapping

Fig. 12 shows the optical biopsy locations in a white light
mosaic in the pyloric antrum region of the stomach. This
part of the stomach is a frequent site of chronic inflammation
that can lead to the development of cancerous lesions. The
collection and localization of hyper-spectral optical biopsies
can improve early detection of inflammation, thus cantici-
pating the risk of cancer. The mosaic in Fig. 12(a) was built
from a set of homographies 𝐇𝑘→𝑟𝑒𝑓 linking the pixels of
the selected vertex images 𝐈𝑐𝑘 to the reference image 𝐈𝑟𝑒𝑓 ,
as detailed in Section III.A. Then, the HS images can be
registered on their homologous white light or NBI images
applying the registration process described in Section III.B.
The green squares in Fig. 12(b) represent the centre of the HS
images in the mosaic, where optical biopsies are available.

The white light mosaic shown in Fig. 13 is the same
as the one in Fig. 12(a), but the location of some of the
optical biopsies are given together with their corresponding
HS images for one spectral band. The white light modality
is the most popular representation for gastroenterologists
since these images represent the stomach in the most natural
way. The proposed data visualization allows the clinician
to explore all spectral bands in localized HS images, even
off-line, which may allow detection of inflammation of the
gastric mucosa at an earlier stage.

The Fig. 14 shows another sample in NBI mode (green-
blue light). Even if the NBI image modality is not sys-
tematically used by all gastroenterologists, it is a usefull
image enhancement of blood vessels and mucosal structures.
With numerous gastro-endoscopes it is possible to switch
between the white and green-blue light (or other virtual
chromo-endoscopy solutions, as blue light imaging of the
Fuji endoscopes). The two mosaics of Fig. 13 and 14 were
built with the same mosaicing algorithm and the same tech-
nique is applied for the localization of the optical biopsies in
both cases, in particular the segmentation step. The solution
proposed in this contribution can therefore be used to make
the link between the three image modalities.

5. Conclusion and perspectives
This contribution is centered on the localization of opti-

cal biopsies performed during endoscopic exploration in a
panoramic view. It combines a new 2D mosaic technique
with a markerless probe tracking to provide the surgeon
with a multimodal augmented data visualization for intra
operative guidance and biopsy site re-targeting.

The proposed mosaicing algorithm allows to build and
record a panoramic view of a particular area explored, like
the pyloric antrum region of the stomach, known to be
particularly sensitive to chronic inflammation. The mosaic is
built by switching, according to the image quality, between a
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Figure 11: Comparison of the proposed mosaicing method with Brown and Lowe’s one [16]. The two first lines give results for
two white light sequences of 94 and 79 images respectively, while the third line shows a result for a NBI acquisition consisting of
77 images. Subfigures (b), (e) and (h) give respectively the first, middle and last images of the sequence, and the mosaics in (a),
(d) and (g) can be compared to those in (c), (f) and (i) computed with the proposed method. The latter are more contrasted
and they represent the organ on larger mosaics, making the diagnosis more easy

sparse or dense optical flow method computation during im-
age tracking step, while an image selection step and a dense
optical flow method are used to build a map minimizing
colour and texture discontinuities. The resulting panoramic
view presents a high visual coherence despite strong lighting
variations and specular reflections.

Moreover, the augmented prototype allows the acquisi-
tion of optical biopsies by means of a fiberscope slid into the
operating channel. The registration of the area targeted by
the optical probe in the endoscopic image is made from the
frame-by-frame estimation of the 3D pose of the fiberscope

with respect to the endoscopic camera. This tracking is esti-
mated without any marking from an automatic segmentation
of the cylindrical silhouette of the probe in the endoscopic
image, based on deep learning neural network DeepLabV3+
and works equally well in white light or NBI. We designed
a specific data base because the existing databases do not
offer the same acquisition configuration with an optical
probe inserted in the operating channel and simultaneous
acquisition of multimodal data.
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Figure 12: Illustration of the optical biopsy location on the white-light mosaic. (a) White light mosaic. (b) Green squares point
to the registered HS biopsy sites.

Figure 13: Observation of selected spectral data at biopsy
points in the white-light mosaic (grayscale image correspond-
ing to one spectral band).

From the perspective of clinical use, the proposed method
is purely software based and does not require any hard-
ware modification. It can thus be adapted to any type of
endoscope. Improved intraoperative visualization could help
clinicians provide a more rapid and accurate diagnosis, or at
least significantly limit the number of incisional biopsies and
make sampling less random, by highlighting areas of tissue
more likely to have pre-cancerous lesions or inflammation.
The recording of the biopsy sites on a panoramic view
also facilitates the follow-up of the same patient from one
examination to another, as well as sharing information with
other colleagues to compare opinions. On the other hand to
have an accurate record of the examination may be required
by regulatory authorities for forensic purposes. Regarding
the optical biopsy method, current data show a correlation
between hyperspectral data and diffuse histological features,

Figure 14: Observation of selected spectral data at biopsy
points in the NBI mosaic (grayscale image corresponding to
one spectral band).

but the precision of the analysis and its application to patch
lesions is limited by the fact that it is very difficult to find
the precise location of the mucosa that was analyzed. Our
method of accurately locating the probe on a panoramic view
will allow this lock to be lifted and advance in the automated
recognition of non-diffuse lesions.

The feasibility of this technique has been demonstrated
with a HSI-augmented endoscope prototype. However, this
technique can be extended to any other modality camera
that could also be connected to a cylindrical optical probe
or a fibroscopic instrument, slid into the operative chan-
nel. Future works will include an additional functionality
for computer-aided diagnosis using hyperspectral data to
automatically discriminate healthy and pathological tissues
from the optical biopsy and a more extensive clinical study
to better quantify the benefit of our technique. 3D image
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mosaics can also be built using only 2D endoscopic images
and superimposed by markerless biopsy data. However, due
to higher computation times, a 3D map [54] can be useful
for an accurate off-line examination documentation (and a
second diagnosis), while 2D mosaics can be obtained in
realtime and facilitate a diagnosis during gastroscopy itself.
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