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bCollège de France, 11 place Marcelin Berthelot, 75231, Paris, France

cCapital Fund Management, 23 Rue de l’Université, 75007, Paris, France

Abstract

We introduce the wavelet scattering spectra which provide non-Gaussian
models of time-series having stationary increments. A complex wavelet trans-
form computes signal variations at each scale. Dependencies across scales are
captured by the joint correlation across time and scales of wavelet coefficients
and their modulus. This correlation matrix is nearly diagonalized by a sec-
ond wavelet transform, which defines the scattering spectra. We show that
this vector of moments characterizes a wide range of non-Gaussian properties
of multi-scale processes. We prove that self-similar processes have scattering
spectra which are scale invariant. This property can be tested statistically
on a single realization and defines a class of wide-sense self-similar processes.
We build maximum entropy models conditioned by scattering spectra coef-
ficients, and generate new time-series with a microcanonical sampling algo-
rithm. Applications are shown for highly non-Gaussian financial and turbu-
lence time-series 1 2 .
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1. Introduction

Time-series having stationary increments with variations on a wide range
of scales are encountered in physics, finance, biology, medicine and many
other fields. Such multi-scale time-series typically include complex intermit-
tent phenomena with local bursts of activity, and time-asymmetries due to
some form of causality. The importance of this topic was first recognized by
Mandelbrot [1, 2, 3] and led to a considerable body of work on multifractal
signals [4, 5, 6, 7, 8, 9, 10]. Among multi-scale processes, self-similar models
have a probability distribution which is invariant to scaling, up to multiplica-
tive factors. To validate numerically such models, it is however necessary to
introduce weaker forms of self-similarity that can be estimated over limited
data.

Simplified multi-scale models have been introduced from marginal dis-
tributions of signal increments, by Frisch and Parisi [11]. They define a
weak form of self-similarity from a scale invariance of high order moments of
these marginal distributions. This can be sufficient to detect non-Gaussian
distributions. Section 2 reviews these models together with the multifrac-
tal formalism, which replaces increments by wavelet coefficients. Marginal
distributions at each scale are simple to estimate, but they do not capture de-
pendencies of signal variations across scales. These dependencies are crucial
to specify many properties, in particular, the existence of transient events,
which have particular signatures at multiple scales.

Models of multi-scale distributions can be defined as a maximum entropy
distribution conditioned by a vector of moments E{Φ(X)}. If they exist,
they have an exponential probability distribution

pθ(x) = Z−1
θ e−θT Φ(x).

for θ ∈ RM , where M is the number of moments. Maximum entropy models
depend only on the energy vector Φ(x), which needs to be chosen appropri-
ately. Gaussian processes are maximum entropy models conditioned by first
and second order moments.

A central result of the paper is the construction of Φ, so that E{Φ(X)}
specifies scale dependencies, and provide accurate models of multi-scale time-
series. The dimension M of Φ(X) is much smaller than the dimension of
X, so that it can define a consistent mean estimator which converges to
E{Φ(X)} when the dimension of X increases. As a result, maximum entropy
models can be estimated from a single realization of X. New samples of X
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are generated by sampling a microcanonical model, which approximates the
macrocanonical model [12].

A wavelet transform computes multi-scale signal variations. Complex
wavelet coefficients carry a complex modulus and a complex phase infor-
mation. Section 3 proves that wavelet coefficients are nearly uncorrelated
at different scales, because their phases oscillate at different frequencies. To
measure non-linear dependencies across scales, it is tempting to move towards
higher order moments [13]. This requires to compute many moments with
high variance estimators, which gives poor numerical results over limited size
time-series. Lower variance estimators have been studied by replacing high
order moments with phase harmonics [14] or by eliminating the phase with a
modulus non-linearity [15, 16]. We show that scale dependencies can be cap-
tured by correlating wavelet coefficients and their modulus. We prove that
self-similar processes yield normalized correlation matrices which are invari-
ant to scaling. Section 3.3 derives a definition of wide-sense self-similarity,
which is analogous to the definition of wide-sense stationarity, where invari-
ance to translation of correlation matrices is replaced by an invariance to
scaling.

Wavelet modulus cross-correlation matrices are too large to be estimated
accurately from a single time-series realization. Section 4 shows that apply-
ing a second wavelet transform defines a scattering covariance matrix which is
nearly diagonal. Dependencies across scales are captured by diagonal scatter-
ing cross-correlation coefficients, also called scattering cross-spectrum, which
can be estimated from a single realization. We shall see that the scatter-
ing spectra provide an interpretable dashboard which captures non-Gaussian
properties, including bursts of activity and time-asymmetries, as well as self-
similarity.

Fractional Brownian motions, Poisson processes, multifractal random walks
and Hawkes processes are often used as models of multi-scale processes which
may or may not be self-similar. Section 5 shows that the scattering spectra
reveal their specific properties. By analyzing the scattering spectra of S&P
financial time-series and turbulent jets, we show that none of the mathemat-
ical models presented captures all properties of these complex time-series.

Section 6 defines maximum entropy models conditioned by scattering
spectra values. We generate time-series according to these models with the
microcanonical sampling algorithm in [12]. We show that these generative
models can approximate fractional Brownian motions, multifractal random
walks and Hawkes processes but also S&P financial time-series or turbu-
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lent jets. The code used in numerical experiments is available at https:

//github.com/RudyMorel/scattering_spectra.
Notations: We write MT the adjoint and hence the complex conjugate

of the transposed matrix M . We write x̂(ω) the Fourier transform of x(t).

2. Multi-scale Moments

We consider a multi-scale random process X(t) whose increments are
stationary. Gaussian models are maximum entropy models conditioned by
first and second order moments. In order to capture non-Gaussian and self-
similar properties, one can compute higher order moments of increments.
The section reviews the scaling properties of these moments.

2.1. Self-Similarity and Power Spectrum

If X(t) is stationary then its increments are stationary but the reverse
is not always true. For example, a Brownian motion X has stationary in-
crements but E{X(t)} and E{X2(t)} depend on t [17]. The increments of a
random process X(t) at intervals 2j ∈ R+ for j ∈ R are written

δjX(t) = X(t)−X(t− 2j).

The lag 2j can also be interpreted as a scale parameter. We suppose that
δjX is stationary for any j ∈ R.

Mandelbrot et al. [18] introduced a strong definition of self-similarity
from the joint distribution of increments. A process X is said to be self-
similar [18] up to a maximum scale 2J if for all ℓ ≥ 0 there exist real random
variables Aℓ which are log infinitely divisible and independent of X such that{

δjX(t)
}

j≤J,t≤N

d
= Aℓ

{
δj−ℓX(2−ℓt)

}
j≤J,t≤N

. (1)

This equality is in distribution, which means that joint probability distribu-
tions of random variables on the left and right hand-sides are equal for any
(j1, ..., jn) and (t1, ..., tn) with n > 0. Increments thus have joint distribu-
tions which are invariant to dilation, up to random multiplicative factors.
The maximum scale 2J is called the integrable scale. It may be fixed, in that
case we assume that X(t) and X(t− τ) are nearly independent for τ ≫ 2J .

If increments are stationary then their auto-correlation E{δjX(t) δj′X(t−
τ)} only depends on τ . By renormalizing its Fourier transform along τ , one
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can mathematically define a generalized power spectrum PX(ω) of X [17].
The non-stationarity of X appears as a singularity of PX(ω), which tends
to ∞ at ω = 0. This power spectrum specifies second order moments of
increments.

With a scaling argument, one can prove [17] that self-similar processes
have a power spectrum which is also self-similar and thus has a power-law
scaling

PX(ω) = c2 |ω|−ζ2−1 (2)

which is singular at ω = 0.

2.2. Increment High Order Moments

First and second order moments define Gaussian maximum entropy mod-
els. In order to build non-Gaussian multi-scale models, one can compute q
order moments of increments, if they exist:

∀j ∈ R , E{|δjX(t)|q}. (3)

For self-similar processes, these multi-scale moments have a power-law scaling

E{|δjX(t)|q} = c̃q 2
jζq . (4)

If X is Gaussian and self-similar then one can verify that ζq is linear in q
[17]. It results that any non-linear dependency of ζq as a function of q implies
that X is not Gaussian. This was initially proposed by Kolmogorov as a test
to detect non-Gaussian properties in turbulent flows. Under appropriate
hypotheses, the multifractal theory [7] proves that (3) specifies the pointwise
Holder regularity of X, through a spectrum of singularity.

The moment power-law scaling (4) is a weak form of self-similarity which
can be tested statistically. On the other hand, the strong self-similarity
definition (1) is highly restrictive, often not satisfied, and impossible to be
tested on a single realization. Appendix B shows that the strong distribution
self-similarity (1) implies the weak moment self-similarity (4). This scaling
is simple to test numerically but is a relatively weak characterization of self-
similarity. The high order increment moments (4) remain unchanged when
computed on X(−t), and hence do not detect time-asymmetries. They do
not either capture dependencies of increments at different scales 2j. Section
3 introduces a stronger wide-sense definition of self-similarity, which relies on
multi-scale moments that depend upon joint time-scale dependencies of X.
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2.3. Estimation and Wavelet Transform

Defining consistent estimators of moments with fast convergence is nec-
essary to compute maximum entropy models from a single realization of X.
It has been proved that a wavelet transform yields nearly optimal estima-
tors of second order moments for self-similar processes [19, 20, 21, 22]. We
thus replace increments by a wavelet transform, whose properties are briefly
reviewed.

2.3.1. Wavelet transform

A wavelet ψ(t) has a fast decay away from t = 0, polynomial or ex-
ponential for example, and a zero-average

∫
ψ(t) dt = 0. We normalize∫

|ψ(t)|2 dt = 1. The wavelet transform computes the variations of a sig-
nal x at each scale 2j with

Wx(t, j) = x ⋆ ψj(t) where ψj(t) = 2−jψ(2−jt).

If ψ = δ(t)− δ(t− 1) then it computes signal increments WX(t, j) = δjX(t).
To relate regularity properties of signals from their wavelet coefficients, it is
necessary to use wavelets having a better frequency localization than a dif-
ference of Diracs [7]. We use a complex wavelet ψ having a Fourier transform

ψ̂(ω) =
∫
ψ(t) e−iωt dt which is real, and whose energy is mostly concentrated

at frequencies ω ∈ [π, 2π]. It results that ψ̂j(ω) = ψ̂(2jω) is non-negligible
mostly in ω ∈ [2−jπ, 2−j+1π]. We suppose that ψ has m ≥ 1 vanishing mo-

ments, which means that |ψ̂(ω)| = O(|ω|m) in the neighborhood of ω = 0.
We will refer to the modulus and complex phase ofWx(t, j) as the amplitude
and phase of the complex wavelet coefficient.

In the following we shall restrict the scales 2j to dyadic scales, and hence
j to integers. The wavelet transform W satisfies an energy conservation law
[23] specified in Appendix A, which implies that it is invertible.

All numerical calculations below are performed with a complex Battle-
Lemarié wavelet [24, 25], restricted to positive frequencies. Figure 1 shows
the real and imaginary parts of ψ as well as its Fourier transform. It has an
exponential decay away from t = 0, it has m = 4 vanishing moments and
satisfies an energy conservation law (A.1). If the input signal is sampled at
t ∈ Z then we can only compute wavelet coefficients for 2j > 1 and hence
j ≥ 1.
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t= 0

Re(ψ) Im(ψ)

ω= 0 π 2π

ψ̂

Figure 1: Left: complex Battle-Lemarié wavelet ψ(t) as a function of t. Right: Fourier

transform ψ̂(ω) as a function of ω.

2.3.2. Wavelet covariance and spectrum

Since
∫
ψj(t)dt = 0 it results that E{X ⋆ ψj(t)} = 0. If X has station-

ary increments then one can show [17] that wavelet coefficients are jointly
stationary. Their covariance across time and scale can be written from the
power spectrum of X:

E{X ⋆ ψj(t)X ⋆ ψj−a(t− 2jτ)∗} =
1

2π

∫
PX(ω) ψ̂(2

jω) ψ̂∗(2j−aω) eiτ2
jω dω,

(5)
for time-lag 2jτ ∈ R and scale-lag a ∈ Z. This covariance becomes negligible
when |a| > 0 for which the supports of ψ̂(ω) and ψ̂(2aω) barely overlap.
Indeed, the phases of X ⋆ ψj and X ⋆ ψj−a vary at different rates, which
cancels their correlation. For processes X with a power-law decaying power-
spectrum (2), one can prove that such covariance has a polynomial decay
away from τ = 0 and an exponential decay away from a = 0 [20]. As shown
on figure 4a, these coefficients are negligible for distant scales |a| > 1 and
have small non-zero values for |a| = 1 because wavelets have a small frequency
overlap.

The diagonal covariance values define a wavelet spectrum:

σ2
W (j) = E{|X ⋆ ψj(t)|2} =

1

2π

∫
PX(ω) |ψ̂(2jω)|2 dω. (6)

It integrates PX(ω) over the frequency intervals [2−jπ, 2−j+1π], where ψ̂(2jω)
is mostly supported. It does not depend upon t because of stationarity, and
is thus estimated by an empirical average

σ̃2
W = Ave

t
(|X ⋆ ψj(t)|2). (7)
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2.3.3. Self-similar wavelet coefficients

If X is strongly self-similar according to (1) then Appendix B derives
that

∀ℓ ≥ 0 ,
{
X ⋆ ψj(t)

}
j≤J,t≤N

d
= Aℓ

{
X ⋆ ψj−ℓ(2

−ℓt)
}

j≤J,t≤N
. (8)

Appendix B also proves that wavelet moments of self-similar processes have
the same scaling properties as increments in (4). For all q such that the
moments are defined, there exists cq such that

∀j, E{|X ⋆ ψj|q} = cq 2
jζq . (9)

3. Dependencies Across Scales with Phase-Modulus Wavelet Cor-
relations

We saw that wavelet coefficients of stationary processes are nearly uncor-
related across scales. Yet, next section shows that non-Gaussian processes
have strong dependencies across scales. Section 3.2 captures these depen-
dencies by correlating complex wavelet coefficients and their modulus. Sec-
tion 3.3 shows that self-similar processes have a normalized phase-modulus
wavelet correlation matrix which is invariant to scale shift. This invariance
defines a wide-sense self-similarity.

3.1. Scale Dependencies as a Trace of Non-Gaussianity

Section 2.3 showed that if X has stationary increments then X⋆ψj(t) and
X ⋆ψj′(t

′) are nearly uncorrelated if |j− j′| > 1. If X is Gaussian then these
coefficients are jointly Gaussian so it implies that they are independent. On
the contrary, we will now see that non-Gaussian time-series exhibits crucial
dependency across scales. This dependency provides important information
on non-Gaussian properties of X.

Figure 2 shows the wavelet transform of S&P financial signal, and of a
Poisson process whose increments have a random sign. They are calculated
with the complex Battle-Lemarié wavelet. Diracs and bursts of activity in
the financial signal create high amplitude wavelet coefficients, which propa-
gate across scales. It induces strong dependencies between wavelet modulus
across scales. These dependencies also appear in the wavelet transform phase.
Diracs produce high amplitude wavelet coefficients whose phase propagates
regularly across octaves, when j increases by 1 or more. On the contrary,
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Figure 2: Top: increments δ0X(t) of a signed Poisson process and the financial S&P daily
increments from 03/01/2000 to 10/10/2018. Middle: wavelet modulus |X ⋆ ψj(t)|. The
vertical axis corresponds to the log-scale index j which is real. Dark color represents large
values. These modulus have dependencies across scales produced by Diracs or bursts of
activity. Bottom: imaginary part of X ⋆ ψj(t). Red and blue colors represent negative
and positive values respectively. It shows that localized structures such as Dirac create
correlation of phases across octaves, when j increases by 1 or more.

financial bursts of activity have a phase that is randomly modified from one
octave to the next. Correlations when j increases by less than 1 are due to
correlations between the wavelets themselves.

To understand this dependency phenomenon, consider a localized pattern
f(t) in the neighborhood of t = 0, such as a Dirac. It is randomly translated
to defineX(t) = f(t−U), where U is a random variable uniformly distributed
in [0, 1]. Its wavelet coefficients X⋆ψj(t) = f ⋆ψj(t−U) are centered at t = U
at all scales 2j, and are thus highly dependent. Their amplitude and phase
are a signature of the translated pattern f . It illustrates the importance of
wavelet coefficient dependencies across scales, for non-Gaussian processes.

9



3.2. Joint Phase-Modulus Correlations Across Scales
This section introduces a joint wavelet phase-modulus correlation matrix

which captures dependencies of wavelet coefficients across scales. Complex
wavelet coefficients have a negligible correlation at different scales because
they are supported in different frequency bands. Their correlation is thus
canceled by phase fluctuations which occur at different rates. We first realign
their frequency support with a modulus, and then compute their correlation.
Correlations of wavelet coefficient modulus were first studied by Portilla and
Simoncelli [16]. Their properties are analysed in [14, 26]. The joint phase-
modulus correlation matrix also preserves phase information, by correlating
wavelet coefficients with and without phases. It partly characterizes phase
alignments across scales.

3.2.1. Non-zero correlations by removing complex phase

Eliminating the phase with a modulus can introduce correlations across
scales. Indeed, let us remind that the cross-spectrum PY,Z(ω) of two jointly
stationary random processes Y (t) and Z(t) is the Fourier transform of their
cross-correlation

PY,Z(ω) =

∫
E{Y (t)Z(t− τ)∗} e−iτω dτ,

and the Cauchy-Schwarz inequality proves that

|PY,Z(ω)|2 ≤ PY (ω)PZ(ω). (10)

The cross-correlation of Y (t) and Z(t − τ) is therefore zero if their power
spectra do not overlap. Applied to Y = X ⋆ ψj and Z = X ⋆ ψj−a, it verifies
once again that they are essentially uncorrelated if a ̸= 0. Indeed, their power
spectrum do not overlap, as illustrated in Figure 3. However, we now show
that the power spectrum of Y = X⋆ψj and Z = |X⋆ψj−a| or of Y = |X⋆ψj|
and Z = |X ⋆ ψj−a| can overlap. They can thus have non-zero correlations,
after suppressing their mean.

The power spectrum PX(ω)|ψ̂(2j−aω)|2 of X ⋆ψj−a has a support mostly
concentrated in [2−j+aπ, 2−j+a+1π]. A modulus eliminates the phase of X ⋆
ψj−a which oscillates at the center frequency 3×2−j+a−1π. As a consequence,
the power spectrum of |X ⋆ ψj−a| is centered at ω = 0, and its energy is
mostly concentrated in [−2−j+aπ, 2−j+aπ] [14, 26]. This is shown by Figure
3. It results that the spectrum of X ⋆ ψj and |X ⋆ ψj−a| do overlap if a > 0,
and the spectrum of |X ⋆ ψj| and |X ⋆ ψj−a| overlap for any a since they are
both centered at ω = 0.

10



Figure 3: Top: power spectrum of X⋆ψj for the S&P time-series. It is mostly concentrated
in [2−jπ, 2−j+1π]. Middle: power spectrum of X ⋆ ψj−1. Bottom: power spectrum of
|X ⋆ ψj−1| is mostly concentrated in [−2−j+1π, 2−j+1π] and strongly overlaps with the
power spectrum of X ⋆ ψj .

3.2.2. Joint phase-modulus correlation matrix

Let us write ρ(z) = (z, |z|) for any z ∈ C. We now show how to represent
the dependencies of wavelet coefficients from joint phase-modulus correlation
matrix of

ρWX = (WX, |WX|) =
(
X ⋆ ψj(t), |X ⋆ ψj(t)|

)
t,j
.

If X is sampled at intervals normalized to 1 and is of size N then we compute
wavelet coefficients over log2N scales 1 < 2j ≤ N corresponding to 1 ≤ j ≤
log2N . If X is stationary then E{ρWX} = (E{WX} , E{|WX|}) does not
depend upon t. Without loss of generality we suppose that E{X(t)} = 0 so
E{WX(t)} = 0.

The coefficients of the joint phase-modulus correlation matrix E{ρWX (ρWX)∗}
are (

E{ρWx(t, j) ρWx(t− 2jτ, j − a)∗}
)
t,τ,j,a

.

They do not depend upon t because X is stationary. We estimate them from
a single realization of X with a time average

Ave
t<N

(
ρWx(t, j) ρWx(t− 2jτ, j − a)∗

)
.

The correlation matrix E{ρWX (ρWX)T} is composed of four submatrices(
E{WXWXT} E{WX |WX|T}
E{|WX|WXT} E{|WX| |WX|T}

)
11



1 2 3 4
j − a

1

2

3

4

j

(a) E{WX WXT }

1 2 3 4
j − a

1

2

3

4

j

(b) E{WX |WX|T } (c) E{|WX| |WX|T }

Figure 4: Modulus of the joint phase-modulus correlation E{ρWX (ρWX)∗} for S&P
signal. The diagonal of this matrix (τ = 0, a = 0) is the wavelet spectrum σ2

W (j) which
is not constant. To remove such normalization effect, we plot the matrix where each
coefficient (t, τ, j, a) is divided by σW (j)σW (j − a). For the 3 matrices, each subblock is
a Toeplitz correlation matrix along time (t, t− 2jτ), for scales (j, j − a) fixed, because of
time stationarity. All correlation values are constant when j varies, which is a mark of
wide-sense self-similarity.

We show that E{WXWXT} and E{WX |WX|T} are sparse matrices. On
the other hand, we shall see that E{|WX| |WX|T} may not be sparse. The
coefficients of the wavelet auto-correlation matrix E{WXWXT} are

E{X ⋆ ψj(t)X ⋆ ψj−a(t− 2jτ)∗}. (11)

Section 2.3 explains that we can approximate it by its diagonal values which
define the wavelet spectrum. For a signal of size N , since 1 ≤ j ≤ log2N we
only estimate log2N wavelet spectrum coefficients E{|X ⋆ ψj(t)|2}.

The off-diagonal matrix E{WX|WX|T} is a correlation between com-
plex wavelet coefficients and their modulus, that we shall call phase-modulus
correlation.

E{X ⋆ ψj(t) |X ⋆ ψj−a(t− 2jτ)|} (12)

Since E{X⋆ψj} = 0 these correlations are also covariance coefficients. Figure
4b shows that wavelet phase-modulus correlations are non-negligible for a
scale shift a ≥ 0 and τ = 0. This is expected because the power spectrum of
X⋆ψj and |X⋆ψj−a| have an overlapping support. When τ ̸= 0 they become
negligible because of random phase fluctuations. Since 1 ≤ j − a < j ≤
log2N , we only estimate 2−1 log22N wavelet phase-modulus cross-spectrum
coefficients E{X ⋆ ψj(t) |X ⋆ ψj−a(t)|}.

The coefficients of the wavelet modulus auto-correlation E{|WX| |WX|T}
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are
E{|X ⋆ ψj(t)| |X ⋆ ψj−a(t− 2jτ)|}. (13)

Figure 4c shows that the wavelet modulus correlation is nearly a full matrix.
Their covariance is obtained by subtracting the modulus means. These co-
variances are also a priori non-zero for all scale shift a, because the power
spectra of |X ⋆ ψj| and |X ⋆ ψj−a| have overlapping supports. They can
be non-negligible for large time shift τ , because all phases have been elimi-
nated. The number of time shifts is nearly equal to the signal size N . For
1 ≤ j − a ≤ a ≤ log2N , there are about 2−1N log22N potentially non-
negligible wavelet modulus correlations, which is too large to estimate them
directly from a single realization of X. Section 4 shows that one can reduce
the number of correlation coefficients to log32N , by applying a second wavelet
transform on |X ⋆ ψj(t)| before calculating its auto-correlation.

3.2.3. Non-Gaussian properties

Phase and modulus wavelet correlations can be analyzed as particular
cases of phase harmonic correlations introduced in [14]. It captures non-
Gaussian properties proved in [26]. The following proposition transpose these
results in our context. It proves that the existence of non-negligible wavelet
modulus covariances across scales is a mark of non-Gaussianity. We write
Cov{A,B} = E{AB∗} − E{A}E{B}∗.

Proposition 1. If X is Gaussian and ψ̂j ψ̂j−a = 0 then for all τ

Cov{ρWx(t, j) , ρWx(t− 2jτ, j − a)} = 0.

We indeed saw that if ψ̂jψ̂j−a = 0 then X ⋆ ψj(t) and X ⋆ ψj−a(t − 2jτ)
are uncorrelated (5). If X is Gaussian then they are also Gaussian and
hence independent. Applying a modulus preserves this independence and
thus produces covariance coefficients which remain zero, proving the second
equality. The condition ψ̂j ψ̂j−a = 0 is verified up to a very small error for

|a| > 1. For |a| = 1, the supports of ψ̂j and ψ̂j−a have a small overlap so the
product is small but not zero. It follows from the proposition that non-zero
covariance coefficients across distant scales evidence that X is not Gaussian.

Time-asymmetry is another form of non-Gaussianity, often produced by
causality phenomena. Let R be the time reversal operator Rx(t) = x(−t).
A process X is said to be time-reversible if the probability distributions of
RX and X are equal. Gaussian stationary processes are time-reversible.
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The following proposition shows that time-reversibility can be detected from
phase correlation coefficients.

Proposition 2. If X is time-reversible then the joint wavelet modulus cor-
relation has a Hermitian symmetry along τ :

E{ρWX(t, j) ρWX(t− 2jτ, j − a)∗} = E{ρWX(t, j)∗ ρWX(t+ 2jτ, j − a)}.
(14)

Time-reversibility means that X and RX have the same distribution.
Since (RX) ⋆ ψj(t) = X ⋆ ψj(−t)∗ it implies the equality (14). This Hermi-
tian symmetry is always satisfied by the wavelet auto-correlation coefficients
(11) even if X is not time-reversible, but not necessarily by phase-modulus
correlations and modulus auto-correlation coefficients (12,13). If they do not
have the Hermitian symmetry (14) then X is not time-reversible, and hence
non-Gaussian.

3.3. Wide-Sense Self-Similarity

Self-similarity is defined in (1) and (8) on the process distributions, which
are high-dimensional objects, on increments or wavelet coefficients. Such
properties cannot be tested statistically on a single realization. Section 2
gives necessary conditions (4,9) over the marginals of increments and wavelet
coefficients, which are simple to verify but provides relatively weak charac-
terization of self-similarity. The same difficulty appears to test that a process
has a stationary distribution. It cannot be tested statistically on a single re-
alization. Conditions on marginals impose that the probability distributions
of X(t) for each t does not depend upon t. It can be tested numerically
but it is a weak condition. More powerful characterizations of stationarity
impose that E{X(t)} and the auto-correlation of X are invariant to time
shift. The process X is then said to be wide-sense stationary. We follow the
same approach for self-similarity by imposing a scale shift invariance on a
normalized joint phase-modulus correlation matrix.

Self-similarity of increments distributions (1) or wavelet coefficients (8)
are defined up to random multiplicative factors Aℓ. We eliminate these mul-
tiplicative factors with a normalized phase-modulus correlation matrix where
each correlation coefficient of E{ρWX (ρWX)∗} is normalized by a product
of standard deviations given by σ2

W = E{|X ⋆ ψj(t)|2}:

CρW (τ ; j, a) =
E{ρWX(t, j) ρWX(t− 2jτ, j − a)∗}

σW (j)σW (j − a)
.
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A wavelet transform introduces explicitly a scaling parameter 2j. How-
ever, the correlations of wavelet coefficients WX vanish across scales, and
thus can not be used directly to identify self-similarity across scales. We de-
fine a notion of wide-sense self-similarity as a translation and scale invariance
of the mean and correlation matrix of (WX, |WX|).
Theorem 3 (Wide-sense self-similarity). If X is self-similar up to the scale
2J in the sense of (8) then there exist c1, c2, ζ1, ζ2 such that for all j ≤ J

E{|X ⋆ ψj(t)|} = c1 2
jζ1 , (15)

E{|X ⋆ ψj(t)|2} = c2 2
jζ2 . (16)

and for all τ , j ≤ J , a,

CρW (τ ; j, a) = CρW (τ ; 0, a). (17)

The theorem is proved in Appendix C. A process X which satisfies the
properties (15,16,17) is said to be wide-sense self-similar. The appendix
proves that self-similarity implies wide-sense similarity. Similarly to moment
self-similarity (9), wide-sense self-similarity imposes the existence of scaling
exponents ζq, but only for q = 1 and q = 2. The scaling exponent ζ2 specifies
the decay of the wavelet spectrum σW (j) = E{|X ⋆ ψj(t)|2}. The ratio
between first and second order moments is a sparsity measure on wavelet
coefficients

sW (j) =
E{|X ⋆ ψj(t)|}

σW (j)
. (18)

If X is wide-sense self-similar then s2W (j) = cs 2
jζs ≤ 1, where cs = c21 c

−1
2

and ζs = 2ζ1 − ζ2 ≥ 0. The lower s2W (j) the sparser X ⋆ψj(t). The exponent
ζs is a sparsity rate which governs the increase of sparsity when the scale
decreases. If X is Gaussian then ζs = 0. If ζs > 0 then the sparsity of
X ⋆ ψj increases as j decreases. The constant cs is a sparsity multiplicative
factor. If X is Gaussian then X ⋆ ψj is also Gaussian and one can verify
that cs = π/4, which is the ratio between first and second order moments of
complex Gaussian random variables.

Wide-sense self-similarity also imposes that the normalized phase-modulus
correlation matrix CρW depends only on time shift τ and scale shift a. This
is a powerful second order condition, which is sufficient to reveal existence
of important self-similar properties in time-series. It applies to the non-
negligible coefficients of each of the three submatrices of CρW . Over diagonal
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wavelet auto-correlation coefficients, it is already specified by (16). Over
non-negligible phase-modulus cross-spectrum coefficients, it imposes that

CW |W |(0; j, a) =
E{WX(t, j) |WX(t, j − a)|}

σW (j)σW (j − a)

does not depend upon j. These coefficients are estimated by replacing each
expected value by an average on t. For self-similar processes, since these
moment do not depend on j, we can further improve this estimation by
averaging them over scales. It defines an scale invariant phase-modulus cross
spectrum

CW |W |(a) = Ave
j
CW |W |(0; j, a). (19)

For wavelet modulus auto-correlations (13), these conditions are translated
into conditions over a scattering cross-spectrum which is introduced in the
next section.

Processes such as fractional Brownian motion [1] or multifractal random
walk [27] are self-similar and therefore wide-sense self-similar. Self-similarity
cannot be tested statistically, whereas wide-sense self-similarity is a correla-
tion property which can be estimated. Figure 4 shows that the S&P financial
signal is wide-sense self-similar. Indeed logE{|X ⋆ ψj|} and logE{|X ⋆ ψj|2}
have a linear decay along j, and the normalized correlation CρW is constant
along its diagonals when j varies.

4. Scattering Cross-Spectrum

Section 3.2 explains that there are too many wavelet modulus auto-
correlation coefficients to estimate them from a single realization of X. We
introduce a low-dimensional approximation of this auto-correlation matrix
by applying a second wavelet transform, which defines a scattering transform
[28]. The resulting scattering covariance is nearly diagonal and its spectra
can be estimated from a single realization.

4.1. Diagonal Scattering Cross-Correlation

Section 2.3 explains that if X has self-similarity properties then its auto-
correlation matrix is well approximated by a diagonal matrix after apply-
ing a wavelet transform. Similarly, instead of computing directly the auto-
correlation of |WX| =

(
|X ⋆ ψj(t)|

)
j,t

we will compute the auto-correlation

of its wavelet transform.
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Applying a second wavelet transform W on |WX| defines a scattering
transform SX = W |WX|, with

SX(t; j, k) := |X ⋆ ψj| ⋆ ψk(t).

It is non-negligible only if k > j. Indeed, the Fourier transform of |X ⋆ ψj|
is mostly concentrated in [−2−jπ, 2−jπ]. If k ≤ j then it does not inter-

sect the frequency interval [2−kπ, 2−k+1π] where the energy of ψ̂k is mostly
concentrated, in which case SX(t; j, k) ≈ 0.

Since SX = W |WX|, its auto-correlation is

E{SX SXT} = W E{|WX| |WX|T}W T , (20)

which specifies E{|WX| |WX|} because W is invertible. The coefficients of
E{SX SXT} are

E{|X ⋆ ψj| ⋆ ψk(t) |X ⋆ ψj−a| ⋆ ψk′(t− τ)∗}

for all time t, time shift τ , first wavelet scale j and scale shift a, and second
wavelet scales k, k′. We impose that k > j and k′ > j − a otherwise the
scattering coefficients are negligible. Applying (10) to Y (t) = |X ⋆ψj|⋆ψk(t)
and Z = |X ⋆ ψj−a| ⋆ ψk′(t − τ) shows that this correlation is negligible if

k ̸= k′ because the spectra of Y and Z barely overlap. Indeed ψ̂k and ψ̂k′

are concentrated over non-overlapping frequency intervals. Correlations for
k = k′ have a fast polynomial decay away from τ = 0 [20] when the cross-
spectrum of the modulus is regular, and we thus shall only consider these
scattering correlations for τ = 0. Scattering correlations are thus calculated
only for k = k′ = j − b with b < 0 and τ = 0.

We incorporate the normalization of the wavelet modulus auto-correlation
by the wavelet spectrum E{|X⋆ψj|2} to the scattering correlations. The nor-
malized diagonal scattering coefficients for k = k′ = j − b define a scattering
cross-spectrum whose coefficients are:

CS(j, a, b) =
E{|X ⋆ ψj| ⋆ ψj−b(t) |X ⋆ ψj−a| ⋆ ψj−b(t)

∗}
σW (j)σW (j − a)

.

Since ψj−b has a Fourier transform mostly supported in [2−j+bπ, 2−j+b+1π],
CS(j, a, b) can be interpreted as the cross-spectrum of |X ⋆ψj| and |X ⋆ψj−a|
integrated over this frequency interval. These cross-spectra specify intermit-
tency phenomena which appear when the wavelet modulus correlations (13)
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remain large on a long-range of time. If the modulus are uncorrelated in time
across scales then CS(j, a, b) is nearly constant along b for j, a fixed. On the
contrary, if CS(j, a, b) has a fast decay in b then it implies that the modulus
have long range correlations in time.

If X is of size N then there are at most log2N scales indices j, a and
b. it shows that the scattering transform can provide an approximation of
N log22N wavelet modulus auto-correlation coefficients with log32N scattering
cross-spectrum coefficients.

4.2. Properties
The following proposition derives from Proposition 2 that the imaginary

part of CS captures time-asymmetry properties of X. The proof is in Ap-
pendix D.

Proposition 4. If X is Gaussian and ψ̂j ψ̂j−a = 0 then

CS(j, a, b) = 0.

If X is time-reversible then for all j, a and b the imaginary part satisfies

ImCS(j, a, b) = 0.

The following theorem proves that the self-similarity condition (17) on
CρW can be evaluated on non-zero scattering coefficients.

Theorem 5. The scale invariance (17) of CρW implies that

∀j ≤ J , CS(j, a, b) = CS(0, a, b). (21)

The theorem is proved in Appendix D. This condition on scattering cross-
spectrum coefficients is necessary and almost sufficient to guarantee the scale
invariance of the normalized wavelet modulus auto-correlation E{|WX| |WX|T}.
To do so we would also need to impose an invariance condition on the off-
diagonal coefficients of CS but these coefficients have mostly a negligible am-
plitude. In the following, we shall thus systematically replace E{|WX| |WX|T}
by the scattering cross-spectrum correlation CS and assess the scale invari-
ance from (21). They are estimated by replacing expected values by a time
averaging. For self-similar processes, Cs does not depend on j. These invari-
ant coefficients are thus estimated by averaging them over scales. It defines
a scale invariant scattering cross-spectrum

CS(a, b) = Ave
j
CS(j, a, b). (22)

For a signal of size N , there are at most log22N such coefficients.
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5. Numerical Dashboard for multi-scale Processes

We show that the scattering spectra, defined as the multi-scale moments
(6,18,19,22), specify intermittency, time-asymmetries and self-similar prop-
erties of multi-scale processes. Next section studies standard mathematical
models of multi-scale processes, and the following section considers numerical
financial and turbulence time-series.

5.1. Models of self-similar processes

We consider Brownian motions, Poisson processes, multifractal random
walks and Hawkes processes. To analyze their self-similarity properties we
display and analyze their scattering spectra, composed of

• σ2
W (j): wavelet spectrum (6) shown in Figure 5a,

• s2W (j): wavelet sparsity factor (18) in Figure 5b,

• CW |W |(a): scale invariant phase-modulus cross-spectrum (19) in Figure
6.

• CS(a, b): scale invariant scattering cross-spectrum (22) in Figure 7.

Table 1 gives the power-law decay parameters of σ2
W and s2W .

Expected values are estimated with empirical averages over N samples
in time, as in (7). If X has a finite integrable scale s, which means that
X(t) and X(t′) are independent if |t − t′| > s (see section 2.1), then we
set the maximum wavelet scale 2J to be equal to s. When the signal size
N goes to ∞, time average estimators are consistent estimators of expected
values. Indeed, if the wavelet has a support of size α then all scattering
spectra coefficients are expected values of operators whose support sizes are
at most 2α2J . One can thus verify that each empirical estimator averages
at least N(2αs)−1 blocks of independent coefficients, which have the same
mean because X is stationary. These empirical estimators thus converge to
the expected value when N increases, with a variance which decays at least
like 2αsN−1.

In this section, we consider multi-scale processes whose integrable scale
is not necessarily finite. The maximum wavelet scale 2J is chosen to be
smaller than the signal size N in order for large scale coefficients to be well
estimated. Time average estimators of scattering spectra coefficients can
then provide consistent estimators at all the scales smaller than 2J . The
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Figure 5: (a) Power spectrum σ2
W (j) in (6) as a function of −j, which is a log frequency

index. (b) Sparsity factor s2W (j) in (18) as a function of −j. Each process is shown with a
different color. Non-linear curves reveal absence of self-similarity for Poisson process and
the turbulent jet at fine scales.

variance decay of our estimators is not guaranteed mathematically, but it is
verified numerically.

Brown. Poisson MRW Hawkes Jet S&P
ζ2 1.0 1.0 1.0 1.0 0.66 1.0
cs 0.79 × 0.66 0.65 0.67 0.61
ζs 0.00 × 0.016 0.013 0.025 0.016

Table 1: Self-similarity parameters ζ2, cs, ζs, for different multi-scale processes. For the
jet, ζ2, cs, ζs are given on the self-similar range.

Fractional Brownian motion. It is a Gaussian self-similar process, studied
by Mandelbrot [1]. It has stationary increments and a generalized power
spectrum PX(ω) = c2 |ω|−ζ2−1. Computations are performed with ζ2 = 1,
which corresponds to a standard Brownian motion. Wavelet sparsity coeffi-
cients have a power law decay with cs = π/4 and ζs = 0 in Table 1, because
it is a Gaussian process. Propositions 1 and 4 prove that CW |W |(a) ≈ 0
and CS(a, b) ≈ 0 for a > 0, which is verified in Figure 6 and Figure 7. For
a = 0, we also observe in Figure 7 that CS(0, b) is constant, which shows that
|X ⋆ ψj(t)| are uncorrelated at time increments which are sufficiently large
relatively to the scale 2j. As proved by propositions 2 and 4, the phases of
CW |W | and CS are zero in Figures 6 and 7, because a Gaussian process is
time-reversible. Since Brownian motions are self-similar, the phase-modulus
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Figure 6: Modulus and phase of the scale invariant phase-modulus cross-spectrum
CW |W |(a) (19). A skewed MRW and a quadratic Hawkes are shown. Error bars rep-

resent the mean-square variations of CW |W |(0; j, a) around CW |W |(a). Non-zero phase
coefficients reveal time-asymmetry.

cross-spectrum CW |W | and the scattering cross-spectrum CS remain constant
across scales 2j.

Poisson process. It is a jump process having independent stationary incre-
ments. The number of jumps in an interval is proportional to the intensity
λ. We further suppose that each jump is positive or negative with a prob-
ability 1/2. Its power spectrum has a power law decay with ζ2 = 1, but it
is non-Gaussian and not self similar, which clearly appears in its scattering
spectra. Figure 5b shows that log s2W (j) in (24) has a slope which varies as a
function of −j. Indeed, if 2j ≪ λ−1 then [29] proves that s2W (j) ∼ 2j because

E{|X ⋆ ψj(t)|}2 ∼ λ2 22j and E{|X ⋆ ψj(t)|2} ∼ λ2 2j,

whereas if 2j ≫ λ−1 then s2W (j) ∼ 1 because X ⋆ ψj(t) converges in distri-
bution to a Gaussian white noise of variance λ2j as 2j goes to ∞ [29], and
hence

E{|X ⋆ ψj(t)|}2 ∼ λ 2j and E{|X ⋆ ψj(t)|2} ∼ λ 2j .

The non-self-similarity of Poisson process is also revealed by the large vari-
ations of CS(j, a, b) along j, which appears as large error bars in Figure 7.

Multifractal Random Walk (MRW). It is a non-Gaussian self-similar process,
whose increments have scaling exponents ζq in (4) that are quadratic in q.
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Figure 7: Modulus and phase of the scale invariant scattering cross-spectrum CS(a, b) (22)
as a function of b. A skewed MRW and a quadratic Hawkes are shown. The parameter
b is a log-frequency. Each color curve corresponds to a different scale shift a. Error bars
represent the mean-square variations of CS(j, a, b) around CS(a, b). Non-zero phases reveal
time-asymmetry of wavelet modulus.

Increments are computed as a product of the increment δjB of a Brownian
motion with a log-normal process

δjX(t) = δjB(t) eΩj(t).

The Gaussian process Ωj(t) has an auto-correlation with a slow logarithmic
decay:

Cov{Ωj(2
jt),Ωj(2

jt′)} = λ2 ln θ(|t− t′|),
where θ decreases linearly and is specified in [27]. Since Ωj is highly corre-
lated in time, it creates wavelet modulus that are also highly correlated in
time with bursts of activity. The parameter λ governs the intensity of this
intermittency. If λ = 0 then the multifractal random walk is a Brownian
motion. For MRW one can prove [27] that ζs = λ2, so Table 1 recovers the
value λ2 = ζs = 0.016.

The scale invariant scattering cross-spectrum CS(a, b) is the power spec-
trum of the modulus auto-correlation at two scales shifted by a, where b is a
log-frequency index. Long range correlation of wavelet modulus appears in
Figure 7, which shows that CS(a, b) has a power-law decay for each a.

A skewed multifractal random walk incorporates a time-asymmetry by
imposing that increments in the past are correlated with the future volatility
[30], in order to reflect the so-called leverage effect [31, 32]. This volatility
is defined in finance as the mean square average of increments over a fixed
period of time. It amounts to replacing the Gaussian process Ωj by Ωj − k ⋆
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δjB where k(t) is a strictly causal power-law convolution kernel. The faster
K decreases the shorter the scale of asymmetry. Figure 6 shows CW |W |(a)
for skewed MRW. As expected from Proposition 2, this time-asymmetry is
revealed by the non-zero phase of CW |W |, which implies that its imaginary
part is also non-zero.

Hawkes process. It is a non-homogeneous, causal self-excited point process
[33, 34], where each jump is positive or negative with probability 1/2. The
jump intensity λt depends on the average of the past-jumps with power-law
decaying kernel h

λt = λ∞ + h ⋆ |dN |t,
where dNs is the signed jump measure and h⋆ |dN |t :=

∫ t

−∞ h(t− s)|dNs|. A
linear feedback term l ⋆ dNt can be added to account for correlation between
past signed increments and future volatility.

A quadratic Hawkes model [35] introduces time-asymmetric modulus de-
pendencies with a causal quadratic feedback of kernel k(t)

λt = λ∞ + h ⋆ |dN |t + l ⋆ dNt + |k ⋆ dNt|2.

If
∫
|h(t)| dt < 1 then a quadratic Hawkes is stationary, and if

∫
(|h(t)| +

|k(t)|2) dt < 1 the mean intensity λ is finite [36]. In numerical simulation,
as in [35] we set h(t) ∼ |t|−1.2, g(t) ∼ e−0.01|t| and k(t) ∼ e−0.03|t| with∫
(|h(t)|+ |k(t)|2) dt = 0.9. As expected from Proposition 4, Figure 7 shows

that for this quadratic Hawkes, CS(a, b) has a non-zero phase which reveals
its modulus time-asymmetry [37].

5.2. Analysis of multi-scale Time-Series

Brownian motions, multifractal random walks and Hawkes processes are
used as models of multi-scale time-series, particularly in finance and turbu-
lence [1, 18, 38, 39, 33]. The next two paragraphs analyze the scattering
spectra of financial and turbulent time-series. Expected values are computed
with time average estimators, which introduce an estimation error.

5.2.1. Finance

Finding stochastic models of financial time-series is important to compute
the price of financial instruments which mitigate financial risks, such as op-
tions. A Brownian motion is a simple first order model, on which the Black
and Scholes option pricing formula is based. However, many studies have
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shown strong deviations to Gaussianity, including the existence of bursts of
activity and crises. Multifractal random walks, Hawkes processes and rough
volatility models are among the most popular models used to capture non-
Gaussian properties of financial markets [40, 38, 41, 42, 34, 35]. We consider
the American stock index S&P log-prices sampled over 5 minutes from Jan-
uary 2000 to October 2018. A standard preprocessing is performed and is
described in Appendix E. The resulting signal has N = 7.5 105 samples.

Figure 5 and Table 1 show that S&P has a wavelet spectrum decay expo-
nent ζ2 = 1, which is the same as a Brownian motion. However, its sparsity
factor cs = 0.61 ̸= π/4 ≈ 0.79 and exponent ζs = 0.016 ̸= 0, which shows
that this time-series is clearly not Gaussian. These values are matched by
the MRW model, and by a Hawkes process with calibrated parameters.

The S&P scale invariant phase-modulus cross-spectrum CW |W | in Figure 6
is similar to a skewed multifractal random walk (SMRW), with a strong time-
asymmetry shown by a non-zero phase, related to the leverage effect [31, 32].
The amplitude of |CS(a, b)| in Figure 7 is similar for the S&P and the MRW.
However, the phase of CS(a, b) is non-zero for the S&P, which proves that
wavelet modulus are also asymmetric in time. This is not well captured by the
SMRW model. Such an effect is referred to as the Zumbach effect in finance,
which can be explained from causal agent reactions to past trends [37, 41, 35].
Such a modulus time-asymmetry appears in the quadratic Hawkes model,
but |CS(a, b)| has different variations along the a direction for S&P and for
the Hawkes model, presumably because of our choice of an exponentially
decaying kernel k(t) (which was calibrated on intraday data only). This
analysis of the scattering spectra shows that none of these mathematical
models fully capture all statistical properties of the S&P time-series.

Financial signals are often believed to be self-similar. We can estimate
whether the S&P satisfies the wide-sense self-similarity properties of Theorem
3. The wavelet spectrum and sparsity factors in Figure 5 do indeed have a
power law decay. Wide-sense self-similarity also imposes that CW |W |(0; j, a)
and CS(j, a, b) do not depend upon the scale j. Figures 6 and 7 display their
mean-square variations along j as error bars. They are of the same order
as the estimation variance of each coefficients. We thus conclude that S&P
time-series has no significant deviation from wide-sense self-similarity.

5.2.2. Turbulence

Kolmogorov introduced in 1941 a self-similar Gaussian model of turbu-
lence [43, 44, 45], with an asymptotic analysis of Navier-Stokes equations at
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high Reynolds numbers. This analysis predicts that the projection of the
velocity field on a line is a stationary process whose power spectrum has a
power-law decay with ζ2 = 2/3. However, turbulence time-series are highly
non-Gaussian, and Kolmogorov’s initial theory was then refined to take into
account intermittency and the presence of vortices [46, 47].

We study the scattering spectra of experimental velocity measurements
along a single direction, measured over a turbulent gaseous helium jet at low
temperature, with a high Reynolds number equal to 929 [48]. This time-series
has N = 3.5 107 samples and is thus much larger than the S&P time-series,
providing more accurate estimators of the scattering spectra. The non-zero
phase of CW |W |(a) and CS(a, b) in Figures 6 and 7 shows a time-asymmetry,
which results from the directionality of the jet propulsion. The quadratic
Hawkes provides the best model of CS(a, b) but it fails to accurately represent
CW |W |(a).

It thus appears that none of the existing mathematical model provides
accurate models of this turbulent time-series.

Turbulence time-series may be self-similar on a frequency range limited
by the Reynolds number at low frequencies and by the fluid viscosity at high
frequencies. The wavelet power spectrum and sparsity factors in Figure 5
are indeed self-similar up to the finest scale j = 2, which is the diffusion
scale created by the fluid viscosity. The self-similarity error bars in Figure 6
and Figure 7 are of the same order as for the S&P. However, their amplitude
is statistically significant in this case because this time-series is 50 times
larger than the S&P time-series and the estimation variance is thus much
smaller. It shows that this turbulent time-series has significant deviations
from wide-sense self-similarity.

6. Maximum Entropy scattering spectra Models

Brownian motions, multifractal random walks and Hawkes models are
defined by a fixed number of parameters which does not depend upon their
size N . They can be calibrated on data, but we saw they are typically too
restrictive to capture all important properties of multi-scale time-series. On
the other hand, neural network models [49, 50] have a considerable flexibility
but they can not be trained from a single time-series because the number of
parameters is much larger than N .

This section introduces maximum entropy models computed from the
scattering spectra energy vector Φ(x) of dimension smaller than log32N and
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hence much smaller than N . This energy vector is specified in the next
section. It provides consistent estimators of the scattering spectra for random
processes having a finite integral scale. We study the approximation of multi-
scale time-series from such maximum entropy models. Section 6.3 shows that
scattering spectra models are sufficiently flexible to approximate a wide range
of mathematical processes, as well as real financial and turbulence data.

6.1. Scattering Spectra Energy Vector

We define maximum entropy models of the form pθ(x) = Z−1
θ e−θT Φ(x)

for a certain θ ∈ RM , where the energy vector Φ(x) computes the scattering
spectra estimation for any time-series x of dimension N .

The scattering spectra vector Φ(x) is normalized by wavelet spectrum
coefficients, which are constants estimated from a realization x̃ of the random
process X that we want to model

σ̃2
W (j) = Ave

t<N

(
|x̃ ⋆ ψj(t)|2

)
.

If X(t) has a finite integrable scale (see section 2.1), the estimator σ̃W of σW
is consistent as N goes to ∞.

Low-frequencies are captured by the low-pass filter φJ = ψJ+1 defined in
(A.2). The scattering spectra energy is defined by four families of coefficients

Φ(x) =
(
Φ1(x),Φ2(x),Φ3(x),Φ4(x)

)
.

The first family provides J order 1 moment estimators squared, correspond-
ing to wavelet sparsity coefficients (18)

Φ1(x) =

(
Ave
t<N

|x ⋆ ψj(t)|
)2

σ̃2
W (j)

. (23)

The J + 1 normalized second order wavelet spectrum associated to x are
computed by

Φ2(x) =
Ave
t<N

|x ⋆ ψj(t)|2

σ̃2
W (j)

. (24)

There are J(J + 1)/2 wavelet phase-modulus cross-spectrum coefficients

Φ3(x) =
Ave
t<N

(
x ⋆ ψj(t) |x ⋆ ψj−a(t)|

)
σ̃W (j) σ̃W (j − a)

. (25)
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Figure 8: Synthesis results. (Left) Increments δ0X(t) of original (blue) and generated
(orange) time-series. (Right) Using the same color code: cumulative marginal distribution
function F (δx), log of marginal moments Avet<N

(
|δjX(t)|q

)
as a function of j, leverage

Lj(τ) and Zumbach integral, for the Brownian, MRW (skewed), Hawkes (quadratic), tur-
bulent jet and S&P. Leverage and Zumbach are shown for a specific j. Error bars show
the standard deviation for test moments of order greater than 3. Though it is based on
order 1 and order 2 moments, our model is able to capture higher order moments used to
reveal scaling properties as well as time-asymmetries.

Finally, it includes less than J(J + 1)(J + 2)/6 scattering cross-spectrum

Φ4(x) =
Ave
t<N

(
|x ⋆ ψj| ⋆ ψj−b(t) |x ⋆ ψj−a| ⋆ ψ∗

j−b(t)
)

σ̃W (j) σ̃W (j − a)
. (26)

The dimension of Φ(x) is smaller than J3 ≤ log32N as soon as N ≥ 8, this is
much smaller than the dimension N of x.

6.2. Model Validation with Test Moments

This section evaluates numerically the precision of maximum entropy
models defined from the scattering spectra energy Φ(x), to approximate the
probability distributions of real mathematical processes and real data. The
maximum entropy model pθ(x) = Z−1

θ e−θT Φ(x) is sampled with a standard
microcanonical algorithmic approach reviewed in Appendix F. It is com-
puted with a gradient descent which avoids estimating the macrocanoncial
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parameters θ. The choice of the maximum wavelet scale 2J amounts to defin-
ing an integrable scale equal to 2J and hence nearly independent coefficients
at distances larger than 2J . Indeed, the scattering spectra model then does
not impose any constraint on coefficients whose distance are much larger than
2J so the entropy maximisation yields a random process whose coefficients
are nearly independent at such distances.

Assessing the precision of a model from a dataset of samples drawn from
an unknown distribution is an ill-defined problem. A maximum entropy
model constrains the values of moments E{Φ(X)}. One may find errors by
comparing moments which are not explicitly constrained. Such test moments
are estimated on the original time-series and on time-series generated by the
model itself. Following [51], we describe test moments used in the finance
literature to identify important differences relatively to Brownian motions.
Figure 8 compares moment values obtained from a scattering spectra model
with the original time-series. The following test moments are computed on
increments δjX(t) = X(t)−X(t−2j) which are stationary. While our model
considers dyadic scales j ∈ Z, we consider all scales 2j ∈ R+ for test moments.

Cumulative distribution F (δx) of increments δ0X(t) = X(t) − X(t − 1)
at the finest scale.

Marginal high order moments described in (3) are estimated by time av-
erage Ave

t<N

(
|δjX(t)|q

)
at all scales 2j, for 0.3 ≤ q ≤ 3. The multi-scale

properties of these moments is reviewed in Section 2.2.
Leverage moments measure asymmetric dependencies between past and

future increments in finance [31, 32]. A leverage correlation for a time shift
τ is an order 3 moment, at any scale 2j:

Lj(τ) = Ave
t<N

(
δjX(t− τ)| δjX(t)|2

)
.

If X has a time-reversible distribution then Lj(τ) = −Lj(−τ). Results are
shown in Figure 8 at an intermediate scale 2j = 159 that corresponds to the
day in the case of S&P. The same scale is taken for all processes except for
the Jet for which we take 2j = 1.

Zumbach moments evaluate the time-asymmetry of the volatility in fi-
nance [37, 41]. The volatility is the energy of increments over a time period
of size 2j

Σ2
j(t) = Ave

t−2j≤u<t
|δ0X(u)|2.

28



A Zumbach moment for a time shift τ is an order 4 moment at a scale 2j

Zj(τ) = Ave
t<N

(
|δjX(t− τ)|2Σ2

j(t)
)
.

IfX is time-reversible thenZj(−τ) = Zj(τ). To evaluate the time-asymmetry,

Figure 8 shows
∫ t

0
(Zj(s)−Zj(−s)) ds as a function of t for a scale 2j = 159,

that corresponds to the day for S&P. This asymmetry coefficient on an order
4 moment is typically estimated with a large variance as we shall see.

6.3. Generation from Scattering Spectra Models

Figure 8 gives results of scattering spectra models computed from a single
realization of a Brownian motion, a skewed MRW, a quadratic Hawkes pro-
cess, a turbulence jet and the S&P financial signal. It displays realizations
generated by these models and compares test moments. For financial and
turbulence data, the syntheses recover signals of size N = 7.105 with models
computed over J = 11 scales. The resulting scattering spectra model has
375 parameters. Figure 8 shows that all test moments of order 2 or below
are perfectly reproduced by scattering spectra models, for Brownian motion,
MRW and Hawkes as well as for the turbulence jet and S&P financial data.
Marginal moments of order 1/3 ≤ q ≤ 3 are captured by our model on all
processes, which is in accordance with the well reproduced cdf.

For test moments of order 3 or 4, including the leverage and Zumbach
effects that capture time-asymmetries, we represent the variance of estima-
tors with an error bar, which is quite large for the Zumbach effect. Leverage
is well captured for MRW, Hawkes, Jet, and remains within the estimation
error bar for S&P. Zumbach integral estimations have a much larger vari-
ance. The main information is in the sign of this integral, when significant.
This test moment is again reproduced on both Hawkes and S&P within the
estimation error. Its high variance clearly shows the importance of using low
order moments, even for time-asymmetries. scattering spectra models reveal
such non-Gaussian properties with a modulus and moments of order 1 and
2. In the case of the S&P, we believe that any remaining discrepancy for the
Zumbach effect comes from our somewhat naive treatment of closing periods
during the night.

7. Conclusion

We introduced the scattering spectra which give an interpretable low-
dimensional representation of processes having stationary increments. It
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captures their power spectrum, multi-scale sparsity, and the dependencies of
wavelet coefficients phase and modulus across scales. Wide-sense self-similar
signals have scattering spectra which are invariant to scale shifts, and thus
define a representation of even lower dimension.

For a time series of size N , this scattering spectra is at most of dimension
log32N . We showed numerically that it reveals potential non-Gaussianity and
self-similar properties. This was demonstrated on mathematical multi-scale
models such as fractional Brownian motions, multifractal random walks and
Hawkes processes, but also on real time-series in finance and turbulence.
Maximum entropy scattering spectra models capture essential multi-scale
dependency properties and can be efficiently sampled with a microcanonical
approach.

Scattering spectra models are related to generative convolutional neural
networks based on covariance matrices [52]. Similarly to a one-hidden layer
convolutional neural network, it computes a cascade of two convolutions and
a pointwise non-linearity. The network filters are wavelets which are not
learned. It provides a much lower dimensional representation of random pro-
cesses than usual deep convolutional neural networks, and it is furthermore
interpretable. However, it only applies to signals which are stationary or
have stationary increments.
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Appendix A. Wavelet Transform Properties

We impose that the wavelet ψ satisfies the following energy conservation
law called Littlewood-Paley equality

∀ω > 0 ,
+∞∑

j=−∞

|ψ̂(2jω)|2 = 1. (A.1)

A Battle-Lemarié wavelet [24, 25] is an example of such wavelet. The wavelet
transform is computed up to a largest scale 2J which is smaller than the
signal size N . The signal lower frequencies in [−2−Jπ, 2−Jπ] are captured by
a low-pass filter φJ(t) whose Fourier transform is

φ̂J(ω) =
( +∞∑

j=J+1

|ψ̂(2jω)|2
)1/2

. (A.2)

One can verify that it has a unit integral
∫
φJ(t) dt = 1. To simplify no-

tations, we write this low-pass filter as a last scale wavelet ψJ+1 = φJ , and
Wx(t, J + 1) = x ⋆ ψJ+1(t). By applying the Parseval formula, we derive
from (A.1) that for all x with ∥x∥2 =

∫
|x(t)|2 dt <∞

∥Wx∥2 =
J+1∑

j=−∞

∥x ⋆ ψj∥2 = ∥x∥2.

The wavelet transformW preserves the norm and is therefore invertible, with
a stable inverse.

Properties of signal increments are carried over to wavelet coefficients by
observing that wavelet coefficients are obtained by filtering signal increments
δjX(t) = X(t)−X(t− 2j) with a dilated integrable filter:

X ⋆ ψj(t) = δjX ⋆ θj(t) where θj(t) = 2−jθ(2−jt), (A.3)

where filter θ is obtained from ψ through θ̂(ω) = ψ̂(ω) / (1 − e−iω). This
is because 1 − ei2

jω is the Fourier transform of δ(t) − δ(t − 2j), the filter
that creates increments. From (A.3) we get that if δjX(t) is stationary then
X ⋆ ψj(t) is also stationary.
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Appendix B. Proof that strong distribution self-similarity implies
weak moment self-similarity.

Let X be a stationary process that is self-similar according to (1). For
q ∈ R, marginal moments are written S(q, j) = E{|δjX(t)|q}. They do not
depend upon t. For all ℓ ≥ 0, j ≤ J , self-similarity implies that marginal

distributions are equal: δjX(2ℓt)
d
= Aℓ δj−ℓX(t). On order q moments, since

Aℓ is independent from X this yields

S(q, j) = E{Aq
ℓ}S(q, j − ℓ).

Since the factors (Aℓ)ℓ are log-infinitely divisible, for all ℓ1, ℓ2 ≥ 0 E{Aq
ℓ1+ℓ2

} =
E{Aq

ℓ1
}E{Aq

ℓ2
}. This implies that logE{Aq

ℓ} is linear in ℓ which means there

exists ζq such that E{Aq
ℓ} = 2jζq . By defining S̃(q, j) = 2−jζqS(q, j), we ob-

tain S̃(q, j) = S̃(q, j − ℓ) for all j ≤ J, ℓ ≥ 0, which implies that S̃(q, j) is
equal to a constant c̃q which does not depend on j

S(q, j) = E{|δjX(t)|q} = c̃q2
jζq . (B.1)

Let us now establish the same property for wavelet coefficients. According
to the self-similarity property (1), wavelet coefficients satisfy (8). Indeed, one
has:

X ⋆ ψj(2
ℓt) = δjX ⋆ θj(2

ℓt) thanks to (A.3)

= δjX(2ℓ·) ⋆ θj−ℓ(t) as θj are dilated filters

d
= Aℓ δj−ℓX ⋆ θj−ℓ(t) by self-similarity (1)

= AℓX ⋆ ψj−ℓ(t) thanks to (A.3)

Increments δjX(t) are a special case where ψj = δ(t)− δ(t− 2j). For general
wavelets ψj the same proof than for increments holds, there exists cq such
that for the same ζq:

E{|X ⋆ ψj(t)|q} = cq2
jζq .

Appendix C. Proof that strong distribution self-similarity implies
wide-sense self-similarity

LetX be a process with stationary increments that is self-similar and thus
satisfies (8). For q = 1 and q = 2, Appendix B proves that E{|X ⋆ψj(t)|} =
c1 2

jζ1 and
σ2
W (j) = E{|X ⋆ ψj(t)|2} = c2 2

jζ2 , (C.1)
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which proves (15) and (16).
The equality in distribution (8) implies that for τ, j, a fixed we have(

X ⋆ ψj(t), X ⋆ ψj−a(t− 2jτ)
)

d
=Aℓ

(
X ⋆ ψj−ℓ(2

−ℓt), X ⋆ ψj−a(2
−ℓt− 2j−ℓτ)

)
Applying ρ and taking expected value gives

E{ρWX(t, j) ρWX(t− 2jτ, j − a)}
= 2ℓζ2E{ρWX(t, j − ℓ) ρWX(t− 2j−ℓτ, j − a− ℓ)},

because of stationarity and E{A2
ℓ} = 2ℓζ2 . Normalized correlations CρW (τ ; j, a)

are obtained by dividing by σW (j)σW (j − a). It results from (C.1) that

2ℓζ2σW (j)−1σW (j − a)−1 = σW (j − ℓ)−1σW (j − a− ℓ)−1

and hence
CρW (τ ; j, a) = CρW (τ, j − ℓ, a).

Taking j = ℓ proves (17).

Appendix D. Proof of proposition 4 and theorem 5

Let X be a Gaussian process with stationary increments and assume that
ψ̂jψ̂j−a = 0. Then for any τ , X ⋆ ψj(t) and X ⋆ ψj−a(t− τ) are decorrelated
because their power spectra do not overlap. Since X is Gaussian these are
also Gaussian. It implies that the processes X ⋆ ψj(t) and X ⋆ ψj−a(t) are
independent. In particular, |X ⋆ ψj| ⋆ ψj−b(t) and |X ⋆ ψj−a| ⋆ ψj−b(t) are
independent. Their correlation is thus zero and CS(j, a, b) = 0.

Let X be a time-reversible process with stationary increments. Thanks to
proposition 2 we know that CρW has the Hermitian symmetry: CρW (τ ; j, a) =
CρW (−τ ; j, a)∗. Let us write C|W | the subblock of this matrix composed of
the normalized modulus auto-correlation

C|W |(τ ; j, a) =
E{|X ⋆ ψj(t)| |X ⋆ ψj−a(t− 2jτ)|}

σW (j)σW (j − a)

We derive from (20) that the scattering cross-spectrum CS satisfies:

CS(j, a, b) =

∫
τ

C|W |(· ; j, a) ⋆ ψ−b(τ) ψ−b(τ)
∗dτ. (D.1)
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With Rx(t) = x(−t), the Hermitian symmetry of C|W | implies that

CS(j, a, b) =

∫
τ

RC|W |(· ; j, a)∗ ⋆ ψ−b(τ) ψ−b(τ)
∗dτ

=

∫
τ

C|W |(· ; j, a)∗ ⋆ Rψ−b(−τ) ψ−b(τ)
∗dτ

=

∫
τ

C|W |(· ; j, a)∗ ⋆ ψ∗
−b(−τ) ψ−b(τ)

∗dτ

=

∫
τ

C|W |(· ; j, a)∗ ⋆ ψ∗
−b(−τ) ψ−b(−τ)dτ

= C∗
S(j, a, b)

because Rψ−b = ψ∗
−b. It proves that ImCS(j, a, b) = 0 which proves proposi-

tion 4.
Under scale invariance (17) CρW (τ ; j, a) = CρW (τ ; 0, a). As a subblock,

one has also C|W |(τ ; j, a) = C|W |(τ ; 0, a). In particular, the equation (D.1)
that expresses CS from C|W | implies CS(j, a, b) = CS(0, a, b) which proves
theorem 5.

Appendix E. Financial data preprocessing

We use a standard preprocessing on S&P data which accounts for missing
values, overnight period, intraday seasonality and tick effect. It is performed
on 5min increments of S&P from January 3rd 2000 to October 10th 2018
which represents 751 116 values.

Missing values, 17 956 5min increments, are replaced by independent
Gaussian values with zero mean and standard deviation observed at this
time of the day.

Intraday seasonality is the fact that the volatility is larger at certain
typical hours of the day: it is a non-stationary effect. It is removed by
dividing 5min increments by the average volatility profile over all days.

The overnight period corresponds to the first bin at the beginning of each
day. The corresponding increments are generally larger than other 5min in-
crements. That again creates a non-stationarity effect that can be attenuated
by dividing each overnight increment by their average volatility on all days.

Prices of S&P are present on a grid with certain tick size. Hence, 5min
increments are discrete with many values equal to 0 or to plus/minus the
tick size. This tick effect is present only for high-frequency increments and
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hence breaks the scale invariance property at high frequency. To remove it
we apply a low-pass filter to X that amounts to a moving average on small
windows of 15 minutes.

Appendix F. Microcanonical set and sampling

We briefly review a maximum entropy microcanonical approach to sample
a maximum entropy model defined from a single realization x̃ of X [12]. A
microcanonical set of width ϵ takes into account the error between Φ(x̃) and
E{Φ(X)}

Ωϵ = {x ∈ RN | ∥Φ(x)− Φ(x̃)∥2 ≤ ϵ}.
The width ϵ is adjusted so that each realization of X of size N is in Ωϵ, with
high probability (in practice, we choose ϵ = 10−3∥Φ(x̃)∥2). The probability
distribution of X is thus essentially supported in Ωϵ. The width ϵ goes to zero
when N increases if Φ(X) is a mean-square consistent estimator of E{Φ(X)}
when N goes to infinity. The convergence of microcanonical models towards
macrocanonical models is a large deviation problem studied in statistical
physics in the limit of N going to infinity [53].

A microcanonical model is the maximum entropy distribution supported
in Ωϵ. Since Ωϵ is bounded, the microcanonical model has a uniform distri-
bution over Ωϵ. Sampling the microcanonical model thus amounts to select
x in Ωϵ, with a uniform probability. Such a sampling can be calculated
by a gradient descent studied in [12]. It progressively transports a Gaus-
sian white noise, which has a maximum entropy, into a distribution sup-
ported in Ωϵ, with a push-forward map calculated with a gradient descent on
ℓ(x) = ∥Φ(x)− Φ(x̄)∥22.

The initial point x0 is a realization of a Gaussian white noise. At each
iteration n, it updates xn with a gradient descent step

xn+1 = xn − η∇ℓ(xn).

The gradient descent is implemented with the L-BFGS-B algorithm. It is
proved in [12] that it converges to a measure which approximates the max-
imum entropy measure. It has the same invariance to time shift as Φ(x)
similarly to the maximum entropy measure.
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