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Highlights
Privacy-Preserving Mimic Models for clinical Named Entity Recognition in French

Nesrine Bannour,Perceval Wajsbürt,Bastien Rance,Xavier Tannier,Aurélie Névéol

• We propose Privacy-Preserving Mimic Models for clinical named entity recognition.
• Models are trained without processing any sensitive data or private model weights.
• Mimic models achieve up to 0.706 macro exact F-measure on 15 clinical entity types.
• Our approach offers a good compromise between performance and privacy preservation.
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ABSTRACT
A vast amount of crucial information about patients resides solely in unstructured clinical narrative
notes. There has been a growing interest in clinical Named Entity Recognition (NER) task using
deep learning models. Such approaches require sufficient annotated data. However, there is little
publicly available annotated corpora in the medical field due to the sensitive nature of the clinical
text. In this paper, we tackle this problem by building privacy-preserving shareable models for French
clinical Named Entity Recognition using themimic learning approach to enable the knowledge transfer
through a teacher model trained on a private corpus to a student model. This student model could
be publicly shared without any access to the original sensitive data. We evaluated three privacy-
preserving models using three medical corpora and compared the performance of our models to those
of baseline models such as dictionary-based models. An overall macro F-measure of 70.6% could be
achieved by a student model trained using silver annotations produced by the teacher model, compared
to 85.7% for the original private teacher model. Our results revealed that these privacy-preserving
mimic learning models offer a good compromise between performance and data privacy preservation.

1. Introduction
Electronic health records (EHR) are typically regarded

as having enormous potential to enhance clinical research.
However, the majority of data contained in EHR is in free-
text form [1]. In fact, free text is the easiest and most natural
way for clinicians to communicate. Moreover, up to 80% of
important clinical information is only available in the form
of unstructured text [2, 3]. In order to gain easier access
to this information, several Natural Language Processing
(NLP) techniques - information extraction methods in par-
ticular - have been proposed over the past years [4, 5].

Named Entity Recognition (NER) is the process of iden-
tifying named entities in text and classifying them into pre-
defined categories. Having an accurate NER model for the
extraction of medical concepts such as Disease, Anatomy,
Drug, Sign Or Symptom, etc., is essential for building clini-
cal Information Extraction (IE) systems. The NER models
progressed from traditional rule-based and terminology-
based models [6, 7, 8] to machine learning-based [9, 10, 11]
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and complex deep learning-based models [12, 13, 14]. Su-
pervised machine learning approaches, especially deep neu-
ral networks have been shown to achieve higher performance
than rule-based and terminology-based systems on various
NER tasks [15]. However, to obtain high-performing super-
vised NER systems, large amounts of manually annotated
corpora are required. The annotation process is known to
be time-consuming and highly expensive. Research studies
have then been conducted to combine rule-based and sta-
tistical methods into hybrid NER models [16, 17, 3]. The
goal of such approaches is to reduce the need of handcrafted
domain-expert rules for the rule-based systems and the need
of manually annotated data for supervised systems.

Despite the technological progress in NLP models, there
are still several challenges to address in the clinical domain.
In fact, clinical narrative text is complex, incorporating a
large variety of medical terminologies, abbreviations, ambi-
guity, poor grammar and nested entities [18]. Nested entities
are embedded entities contained in other entities. Although
themajority of NERmodels focus on flat entities, an increas-
ing number of methods tempt to deal with nested entities
[19, 20, 21, 22]. Annotated clinical training data is often
limited, in particular for non-English languages. Moreover,
the personal and sensitive nature of clinical text restrict
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the possibilities of sharing data across institutions. Indeed,
sharing data is difficult in practice and is managed by law and
regulation such as GDPR1. As a result, researchers can only
build and test their models on the datasets owned by their
institutions and limited collaborations could be done with
other institutions. Transferring NLP algorithms from one
institution to another can also lead to reduced performances,
as shown in [23]. Recently, some privacy-preserving NER
models have been proposed. For instance, [24] introduced a
privacy-preservingNERmethod based on federated learning
[25] and [26] introduced a privacy-preserving NER method
based on the mimic learning approach.

In this paper, we address the task of shareable named
entity recognition in clinical narratives written in French,
which can be defined as a low-resource problem from the
machine learning perspective since no annotated corpus of
clinical narratives is publicly available. Typically, annotated
clinical documents are available to one institution only due to
privacy, while some unannotated documents can be shared.
In this context, following the work of [26], we investigate the
possibility of using the mimic learning approach to leverage
both public and private data sets. The idea ofmimic learning
is to annotate unlabeled public data through a private teacher
model that has been trained on the original sensitive data.
The newly labeled public dataset is then used to train the
student models. These generated student models could be
shared without sharing the data itself or exposing the private
model that was directly built on this data.

The main contributions of this paper are the following:
• We introduce the Privacy-Preserving Mimic Models

architecture that enables hospital institutions to gen-
erate shareable models, when no annotated corpus is
publicly available. These shareable models, namely
student models aim to improve the knowledge trans-
fer among clinicians and other medical institutions
without revealing the personal health information of
patients.

• To evaluate the effectiveness of our models, we con-
duct several experiments using a private clinical dataset
and three publicly available medical datasets and we
compare our models to three baselines models: a
private teacher NER model trained on the original
sensitive corpus, a public NER model trained on
publicly available annotated medical corpus and a

1https://gdpr-info.eu/

dictionary-based NER approach using two available
medical dictionaries.

• For further research, we make available the silver
annotations for two publicly available clinical corpora,
produced in our experiments as well as the source code
of a NER system that addresses both flat and nested
entities.

2. Related work
Methods for clinical NER can be stratified into three

main categories: rule-based and terminology-based, statis-
tical and hybrid methods. The rule-based and terminology-
based methods model expert knowledge into a set of struc-
tured manually defined rules or domain-specific dictionaries
[27, 6, 7, 28, 29, 30, 8]. Rule-based approaches depend
largely on the quality of handcrafted rules and could not
be generalized as they are language and domain-specific.
Furthermore, designing the rules is time-consuming and
requires costly domain expertise. Terminology-based meth-
ods, also known as dictionary-based methods, use term
matching approaches from a dictionary to identify medical
named entities in clinical notes. Precision is often high for
these methods but due to incomplete dictionaries and the
wide range of variations in medical terminology, recall is
low.
Statistical clinical NER methods have been widely used,
ranging from traditional machine learning to modern neural
methods. The NER task is therefore defined as a sequence
labeling problem that aims to assign a label to a given
input sequence. The commonly used traditional supervised
learning approaches are Conditional Random Fields (CRF)
[31, 32, 33, 9] and Support VectorMachines (SVM) [34, 10].
Some works proposed ensemble approaches by combining
these two classifiers [35, 36, 11]. In recent years, there has
been an intensive use of deep neural networks for NLP tasks,
including Named Entity Recognition. Unlike rule-based and
machine learning-based models, deep learning models ex-
tract the most representative features automatically with-
out any handcrafted features using neural networks. High
performance has been achieved by several neural network
models on various biomedical datasets, due to the adoption
of word representation learning techniques (i.e., word2vec,
GloVe, fastText) [37, 38, 39]. Two neural architectures have
been often used, namely Convolutional Neural Networks
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(CNN) and Long-Short Term Memory (LSTM) architec-
ture, a special type of Recurrent Neural Networks (RNN)
[40, 12, 13, 41]. Most recently, several transformer-based
NLP models (e.g., BERT, XLNet, RoBERTa) have been
proposed. In the medical domain, most research focused
on the BERT [42] model. For instance, two BERT-based
models were proposed: BioBERT [43] and Clinical BERT
[44], both trained on a medical corpus. [45, 14] showed
that pre-training and fine-tuning BERT models on clinical
corpora improve the state-of-the-art performance for clinical
NER tasks.
The third category of clinical NER methods is based on
the combination of both rule- and machine learning-based
methods [16, 17, 46, 3].

The majority of research work cited above was proposed
for text written in English or Chinese. Few studies were pro-
posed on French corpora [47, 48, 22, 3, 49]. [47] proposed a
rule-based system for medication. [48] introduced a hybrid
system by combining expert rules and Bidirectional - Gated
Recurrent Unit with a CRF (BiGRU-CRF). [3] developed
a hybrid approach that associated a deep learning model
based on Bidirectional LSTM (BiLSTM) with CRF, con-
textualized word embeddings trained on clinical text and a
combination of knowledge base and expert rules. These three
research works used private clinical annotated dataset. [22]
and [49] used a publicly available dataset, provided in the
context of DEFT 2020 [50] and that consists of a collection
of French clinical cases. [22] proposed twomodels: a layered
Bi-LSTM-CRF model combined with the language model
CamemBERT [51], a French version of BERT and a Greedy
NER model. [49] evaluated an ensemble approach for NER
using multiple deep masked language models.
It has been demonstrated that supervised Machine Learning
and Deep Learning models perform better as the training
corpora becomes larger [52]. However, there are very few
annotated datasets in the medical domain and more specif-
ically in French. To the best of our knowledge, there are
only three annotated clinical corpora which cover small
subsets of clinical entities: MERLOT [53], DEFT [50] and
the QUAERO French Medical Corpus [54]. Annotating this
kind of corpora is highly expensive and time-consuming.
[53] reported that the average annotation time for entities in
a set of five documents (on average, 450 entities per set) is
about 82 mins.

Preserving the privacy of health information is a key
challenge while working with clinical data. While most

researchers use de-identified EHR, others have access to
original, sensitive EHR content that could be used to train
language models such as BERT and sharing these models
could reveal sensitive patient information [55]. Lehman et
al. [55] conducted an investigation on the extent to which
large Transformers pretrained over EHR data may disclose
sensitive personal health information. Potential solutions
such as federated learning have been adopted in coping with
the data privacy issues [24, 56] Federated learning [25] is
a privacy-preserving machine learning framework in which
user data is kept locally and a main server organizes user
devices to cooperatively train a global model by aggregating
local model updates. [24] introduced a privacy-preserving
medical NERmethod based on federated learning. A private
module, composed of Bi-LSTM and CRF layers, is used to
capture the characteristics of the local stored medical data
and a shared module, composed of word-level CNN and
embeddings layers, is used to capture the shared knowledge
among different medical platforms. [26] used the mimic
learning approach to address the privacy issues. This ap-
proach implies using a model trained on the original sensi-
tive training data in order to annotate a large set of unlabeled
data and using these annotations to train a new model. This
way, a knowledge transfer from the original model to the
newly trained one is initiated without sharing the sensitive
data.

3. Materials and methods
In this section, we first describe the usedmedical corpora

and dictionaries. Then, we introduce an overview of our
proposed Privacy-PreservingMimicModels architecture for
clinical NER. Finally, we present our NER model for nested
entities and the baseline models.

3.1. Materials
3.1.1. Corpora description

To develop and evaluate our models, we use the follow-
ing four clinical French corpora:

• MERLOT (restricted) [53] - a restricted corpus
built with de-identified patient records related to the
Hepato-gastro-enterology and Nutrition specialities
obtained through a use agreement with a French hos-
pital. This corpus is not available for the community.
However, the annotation scheme and guidelines are
publicly available. The annotation scheme covers 21

N. Bannour et al.: Preprint submitted to Elsevier Page 3 of 16



Privacy-Preserving Mimic clinical NER Models

entities, 11 attributes and 37 relations. For our use,
we split this corpus into 320 documents for training,
80 documents for validation and 100 documents for
testing.

• CAS (available) [57] - this corpus is available for
research purposes through a data use agreement. It
comprises clinical cases reported in scientific litera-
ture in French. It is initially annotated with two types
of demographic entities (age, gender) and two types
of clinical entities (origin of the visit, outcome). In
our experiments, we use this corpus of 717 clinical
documents (231,662 tokens) as an unlabeled public
corpus.

• DEFT (available) [50] - a subset of 167 clinical cases
from the CAS corpus, introduced in the DEFT chal-
lenge in 20202. This corpus is annotated with 13 types
of clinical entities and five attributes. It is divided
into a training set of 85 documents, a validation set
of 20 documents and a test set of 62 documents.

• CépiDc (available) - this corpus is available from
CépiDc3 through a data use agreement. It was used in
the CLEF eHealth ICD10 coding challenge [58] and
comprises free-text descriptions of causes of death
drawn from death certificates submitted electronically
over the period 2006-2015. The certificates are an-
notated at the document level with codes from the
International Classification of Diseases (ICD10). For
our experiments, we use the content of 23,750 death
certificates (237,777 tokens), without coding informa-
tion.

We also use two medical dictionaries that were available
in-house:

• UMLS-derived dictionary - a dictionary compris-
ing French terms from the 2012AA and 2020AA
versions of the Unified Medical Language System
(UMLS) [59], terms from the Unified Medical Lex-
icon for French (UMLF) [60], some terms from the
International SNOMED and ICD10 terminologies,
translated terms from the English version of UMLS
2012AA and validated on French corpus as well as
additional synonyms [61].

2https://deft.limsi.fr/2020/index-en.html
3http://www.cepidc.inserm.fr/

Table 1
Descriptive statistics for the private corpus and three publicly
available corpora used in our study.

MERLOT CAS DEFT CépiDc

Documents 500 717 167 23,750
Tokens 148,476 231,662 57,188 237,777
Entities 39,616 - 12,867 -
Unique entities 13,830 - 8,831 -
Nested entities 3,772 - 5,352 -
% Nested entities 9,60% - 41,60% -
Max Depth 4 - 4 -

• Jeux de Mots - a dictionary drawn from the knowl-
edge base JeuxDeMots, in particular its specialized
clinical terms component [62, 63].

Table 1 presents descriptive statistics for the used cor-
pora including details about nested entities for the two an-
notated used clinical French corpora with their original
annotation scheme: DEFT and MERLOT.

3.1.2. Scheme annotation alignment
In order to compare the performance of our models with

the defined baseline models, we perform an entity alignment
step between the entity types of our used corpora.

Table A1 (Section A.1 of Supplementary data A) de-
scribes the details of this alignment step. Note that six
entities from MERLOT (i.e., Hospital, Localization, Con-
cept_Idea, Genes_Proteins, Devices, BiologicalProcessOr-
Function) have no equivalent.

There is a major ambiguity issue between diseases and
sign or symptoms since diseases can be considered in some
situations as symptoms [64]. Therefore, we decided to com-
bine these two types of entities by including the Sign Or
Symptom category into the Disorder category.

3.2. Methods
3.2.1. Overview of the Privacy-Preserving Mimic

Models architecture
Themain goal of our approach is to enable data providers

to generate shareable models that could be used by end users
without sharing the sensitive data. Data providers could be
hospital institutions with medical data warehouses having
large medical patient reports. End users could be other
hospital institutions, clinicians or physicians whose aim is
to use these models to propose better treatment strategies.
Figure 1 illustrates an overview of our proposed approach.

N. Bannour et al.: Preprint submitted to Elsevier Page 4 of 16
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Figure 1: Architecture of the Privacy-Preserving Mimic Models.

Teacher model As described in Figure 1, the sensitive
clinical narrative reports are used to train an accurate teacher
model. Several studies [65, 66, 67] reported that it is possible
to approximately rebuild a portion of training data by just
observing the predictions. [68] revealed that diverse data
extraction attacks could be performed on large language
models such as GPT-2 [69] to recover training sensitive
data. Therefore, this private teacher model will only be used
to produce silver annotations for public data, which will
be used to train the shareable student models. Indeed, the
teacher model will be kept private and similarly to sensitive
data, it could not be shared to public use.

Student model To generate a student model, we use the
teacher model to annotate the unlabeled publicly available
corpus. This way, we could create a new annotated corpus.
The latter is used to train the student model. Although, we
follow the same training process as the teacher model, this
student model training could be considered as a knowledge
transfer process between the teacher and the student model in
a privacy preserving manner. We evaluate the performance
of the student model on the original sensitive data.

As illustrated in Figure 1, the preprocessing steps are
totally independent of the private sensitive data and the
model weights are reinitialized before training these student
models on the silver-labeled public data. Thus, potential
attackers could only use the silver labels, produced on non-
sensitive public data by the private model, which we argue is
insufficient to retrieve personal health information from the
sensitive data.

3.2.2. Generated student models
As shown in Figure 2a, based on a teacher model trained

on the MERLOT corpus, we build three Privacy-Preserving
Mimic student Models trained on the three corpora: DEFT,
CAS and CépiDc. Note that the only variation between these
three Privacy-Preserving Mimic student Models is the train-
ing corpus. To train thesemodels, we incrementally augment
the small portions of gold standard annotations in our dis-
posal with silver annotations generated by the teacher model.
The gold standard annotations are created by manually cor-
recting the silver annotations of 20 documents (7,433 tokens)
for the DEFT/CAS corpora and the silver annotations of
206 documents (2,456 tokens) for the CépiDc corpus using
the MERLOT annotation scheme guideline. The agreement
between the gold and the silver annotations in terms of exact
F-measure is equal to 0.758 for the DEFT/CAS corpora and
0.487 for the CépiDc corpus4. Figure 3 shows a sample of
text with silver annotations automatically produced by the
teacher model.

In our work, we address the task of shared clinical
Named Entity Recognition. For this, we propose a neural
NER model that addresses both flat and nested entity recog-
nition. Further details about our NERmodel are presented in
Section A.2 (Supplementary data A). The data preparation,
training, tuning and evaluation phase, are also described.
This neural NERmodel5 achieves 0.931 of exact F-measure,
using large BERT [42] embeddings, on the coNLL En-
glish dataset [70], containing only flat entities and 0.784 of

4The gold and silver annotations used to create the DEFT/CAS student
models will be released in Zenodo upon acceptance of the paper.

5The source code for the NER system is available at https://github.
com/percevalw/nlstruct
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(a) Generated Privacy-Preserving Mimic Models (b) Public Model
Figure 2: Figure 2a describes the generation process of our three privacy-preserving mimic student models, which are trained using
three corpora: DEFT, CAS and CépiDC. Figure 2b illustrates a public baseline model trained on the original publicly available
annotations of the DEFT corpus.

exact F-measure, using large BioBERT [43] embeddings,
on GENIA [71], a widely used biomedical English dataset
containing both flat and nested entities.

3.2.3. Baseline models
Wecompared the performance of our Privacy-Preserving

Mimic Models with three defined baseline models: a Private
Model, a Public Model and a Dictionary-based approach
tested on two medical dictionaries. The following section
presents some details regarding the defined baseline models
and their implementation.
a) Private Model: This model is the teacher model illus-

trated in Figure 2a. The teacher model is trained on the
original sensitive corpus.

b) Public Model: This model as shown in Figure 2b is
trained on publicly available clinical corpora under the
assumption that the annotation scheme is relatively sim-
ilar to the original sensitive corpus.

c) Dictionary-based Models: These models consist of a
simple matching between the original sensitive corpus
and the dictionary terms. To build these models, we use
the QuickUMLS algorithm [72].

These models are evaluated on the test set of the original
sensitive corpus MERLOT.

3.2.4. Evaluation metrics
We evaluated our models against the test corpus using

the BRATEval tool6 based on average macro Precision,
Recall and F-measure. We denote TP, FP and FN as true
positive, false positive and false negative. We consider an
extracted token as a true positive if both entity type and
boundaries are well identified, a false positive if it was
wrongly annotated, and a false negative if it was not anno-
tated. The three used evaluation metrics are defined below:

Precision = TP
TP + FP

Recall = TP
TP + FN

F − measure =
2 × (Recall × Precision)

Recall + Precision
We also evaluate our models based on partial match,

which allows two entities to match if their boundaries over-
lap.

To measure the carbon footprint of training our models,
we use the Carbon tracker tool [73] to measure and estimate
the energy usage and carbon footprint of deep learning
training models.7

6https://bitbucket.org/nicta_biomed/brateval/src/master/
7Note that these estimates remain very approximate, taking into ac-

count neither the execution environment nor the method of energy produc-
tion at the place of the experiments. Carbon tracker computes its estimates
by using the average carbon intensity in European Union in 2017.
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Figure 3: Excerpt of the CAS corpus with silver annotations. Translation of text into English: "Mr K. M is a 38 yo male who
was admitted to the ER for anuria. His antecedents are notable for bilateral renal colic. Upon evaluation, he was noted to have
tenderness in the lower back area bilaterally. CT scan of the urinary tract showed a retroperitoneal growth encasing arteries and
ureters consistent with retroperitoneal fibrosis (Figure 2)." The annotations are correctly produced for the three first sentences,
including nested entities. However, in the last sentence, the word "rétropéritonéale" ("retroperitoneal") is an anatomy entity type
that was not annotated in the first occurrence and was incorrectly annotated as a Localization entity type in the second. We can
also note that the annotation of "Figure 2" as a measure entity is incorrect.

4. Results
Table 2 summarizes the overall results based on an

exact match of our baseline models and our three Privacy-
Preserving Mimic Models trained on a combination of gold
and silver standard annotations. The best results are obtained
with the private teacher model with an F1 score of 0.857.
The dictionary-based models have the worst results with an
F-measure of 0.089 for the model using the JDM dictionary
and an F-measure of 0.2 for the model using the UMLS
dictionary. The best performance obtained with the CAS
privacy-preserving model is inferior to that of the teacher
private model (0.706 vs. 0.857 of F-measure) but well above
the performance of the other baseline models (0.465 of F1
score for the public NER model trained on DEFT corpus
using the original gold standard annotations according to the
DEFT annotation scheme). The CépiDc privacy-preserving
model has the higher CO2 equivalent measure (169 g) and
the public DEFT model has the lowest carbon footprint with
22 g of CO2 equivalent measure.

Table 3 presents the detailed performance of the CAS
privacy preservingmodel over all entity types based on exact
match and partial match.

Table 4 compares the performance of student models
trained on gold annotations augmented by silver annotations
produced by the teacher model to that of student models
trained solely on silver standard annotations for CAS and
CépiDc corpora. The performance of models trained on only
silver standard annotations is very close to the performance
of models trained on the combination of a small set of gold

standard annotations and silver annotations (an F1 score of
0.707 vs. 0.706 for CAS and an F1 score of 0.634 vs. 0.638
for CépiDc).

Figures 4a and 4b present the impact of increasing the
training corpus size on the performance of the DEFT/CAS
and CépiDc privacy-preserving models. Each experiment
is realized using an equivalent number of tokens for both
DEFT/CAS and CépiDc corpora. Better performance in
terms of F-measure is noticed while augmenting the training
corpus size with Silver annotated documents.

Figure 5 illustrates the frequency distribution of gold
annotations of entity types for MERLOT and DEFT corpora
as well as the frequency distribution of the generated silver
annotations of entity types for CAS and CépiDc corpora.

5. Discussion
5.1. Privacy-preservation analysis

According to the EuropeanWorking Party on the protec-
tion of individuals with regard to the processing of personal
data8, privacy-preserving techniques should be evaluated
based on three criteria: (i) is it possible to directly identify an
individual (ii) is it possible to link various pieces of informa-
tion that could lead to the identification of an individual and
(iii) is it possible to infer information related to an individual.
We provide below an evaluation of each of these risks related
to the data and models we are releasing.

8https://ec.europa.eu/justice/article-29/documentation/
opinion-recommendation/files/2014/wp216_en.pdf
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Table 2
Overall results on test corpus.

Precision Recall F-Measure CO2 equivalent (g.)

Private Model (MERLOT, teacher model) 0.852 0.862 0.857 123

Public Model (DEFT ) 0.592 0.383 0.465 22
Dictionary-based Model (JDM) 0.153 0.062 0.089 -
Dictionary-based Model (UMLS) 0.246 0.168 0.200 -

Privacy-Preserving Mimic Model (DEFT, student model) 0.604 0.743 0.666 30

Privacy-Preserving Mimic Model (CAS, student model) 0.628 0.806 0.706 169

Privacy-Preserving Mimic Model (CépiDc, student model) 0.580 0.710 0.638 394

Table 3
Results per type entity for the CAS Privacy-Preserving Mimic Model on test corpus.

Exact match Partial match
Precision Recall F-Measure Precision Recall F-Measure

ANAT 0.823 0.858 0.840 0.903 0.930 0.924
DISO 0.728 0.763 0.745 0.867 0.900 0.882
CHEM 0.866 0.903 0.884 0.902 0.940 0.921
MEAS 0.660 0.850 0.737 0.722 0.924 0.804
LIVB 0.336 0.875 0.486 0.377 0.952 0.540
TEMP 0.859 0.886 0.872 0.940 0.958 0.949
PROC 0.680 0.784 0.728 0.768 0.882 0.821
MODE 0.747 0.705 0.725 0.747 0.705 0.725
DOSE 0.791 0.741 0.762 0.958 0.858 0.905
Localization 0.589 0.665 0.624 0.683 0.772 0.724
BiologicalProcessOrFunction 0.625 0.535 0.570 0.672 0.571 0.610
Devices 0.654 0.716 0.679 0.864 0.902 0.885
Concept_Idea 0.668 0.775 0.717 0.699 0.812 0.751
Genes_Proteins 0 0 0 0 0 0
Hospital 0.319 0.602 0.415 0.381 0.722 0.497

Overall 0.628 0.806 0.706 0.704 0.893 0.787

Risks related to (i) have been evidenced in solidly dei-
dentified corpus [74]. However, we are not sharing the
sensitive data itself or the private model built on this data.
Therefore, we believe that retrieving personal information
from the sensitive data is not directly possible. In fact,
we share only the silver labels, produced on public non-
sensitive data by the private teacher model, which we argue
is insufficient to directly retrieve personal information.

Risks related to (ii) involve the identification of a person
by linking numerous pieces of information about the same
individual in the same corpus or in two distinct corpora.
A worse case scenario situation would be that the transfer
of annotations from the private corpus to the public corpus
consists in marking in the public corpus only entities that are
present in the private corpus. In this worse case scenario, the
“silver annotations” would consist of excerpts of the private
corpus. We have established that no direct identifiers can be

leaked that way because the private corpus was deidentified
and the public corpus does not contain identifying informa-
tion. Furthermore, the risk of recovering phenotypes (e.g.
combination of disorders or symptoms experienced by one
patient) is also void because the set of annotations in the
public corpus is globally aggregated. The analysis of the
public annotations produced by the private model shows that
we are not in presence of the worst case scenario because
many entities not present in the private corpus are in fact
annotated.

An example of potential attacks concerning the third
criteria mentioned above (iii) is the membership inference
attack, which attempts to recover information about whether
a specific person was in the training data samples or not.
The membership inference attack model is a binary classi-
fier whose inputs are a target data sample, a target model
and some auxiliary knowledge [75]. We can consider three
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Table 4
Comparison of models trained on only silver annotations versus models trained on a combination of both gold and silver
annotations.

Precision Recall F-Measure CO2 equivalent (g.)

Privacy-Preserving Mimic Model (CAS, student model) 0.628 0.806 0.706 169

Privacy-Preserving Mimic Model (CAS, only Silver annotations) 0.631 0.804 0.707 200

Privacy-Preserving Mimic Model (CépiDc, student model) 0.580 0.710 0.638 394

Privacy-Preserving Mimic Model (CépiDc, only Silver annotations) 0.575 0.707 0.634 412

possible scenarios: an attack could be (1) done on the teacher
model to infer the membership status of the private dataset,
(2) done on the student model to infer the membership status
of the student dataset and (3) done on the student model to
infer the membership status of the private dataset. Given
that we do not share the private teacher model, revealing
information about the private corpus is not possible. As a
result, the first scenario is ruled out. In the second scenario,
we believe that having access to the student modelmight lead
to the disclosure of information about the student dataset.
However, the student dataset is made up of publicly available
clinical narratives with produced silver annotations, which
we make available for future research. Therefore, there is no
risk of disclosure of sensitive data in this case. Concerning
the third scenario, we think that access to the student model
would not leak information about the private corpus. Indeed,
only the student dataset stated in the preceding scenario
would be released and we argue that no potential attack
could reveal information about sensitive private data using
the silver annotations generated by the teacher model on
publicly available non-sensitive data. [75] explored compa-
rable attacks in the context of transfer learning and reached
similar conclusions.

However, we acknowledge that the evolution of tech-
nology and definition of privacy risks may evolve over
time; the annotations and student model that we release may
contribute to future exploration of privacy attacks.

5.2. Performance of NER models
Although the best results are obtained with the private

teacher model as reported in Table 2, the use of this private
model to create silver standard annotations on the public
corpus DEFT/CAS seems to be a successful strategy to
increase the performance of clinical NER with a model
trained on public corpus. In fact, a gain of 20 pts is obtained
when comparing the DEFT public model trained using the
DEFT original annotation scheme (0.465 of F-measure) and

the DEFT privacy-preserving model (0.666 of F-measure).
Good performance is also noticed for the CépiDc privacy-
preserving model with an F-measure of 0.638. This solution
offers a good trade-off between performance and privacy
preservation.

The lowest results are obtainedwith the dictionary-based
models. Note that no pre-processing has been performed on
the dictionaries utilized in the study and not all entity types
are present in these dictionaries. In fact, only these five entity
types are present: ANAT, CHEM, DISO, LIVB and PROC.
Moreover, there is a lot of ambiguity in short names and
abbreviations. For instance, the word "être" can denote the
infinitive form of the verb to be or the generic noun for living
being. It is listed in our dictionaries as a LIVB entity whereas
the verb form is more frequent in corpus than the noun.
Due to these issues, the precision of these models remains
low. Dictionary-based methods suffer as well from a low
recall rate due to large variations in medical terminology and
due to possible differences in the definition of entity types
boundaries with the annotation guideline of our corpus.

Table 3 presents the results per entity type of the CAS
privacy-preserving mimic model, that delivers the best re-
sults. The largely covered entity types in the MERLOT
distribution (see Figure 5) obtain the best results based
on exact match. For instance, an exact F-measure of 0.84
is obtained for the anatomy entities (ANAT) representing
12.43% of MERLOT annotations. Similar results are ob-
served for disorders (DISO), measurement (MEAS), tem-
poral expressions (TEMP) and medical procedures (PROC).
Since these entity types are well represented in the MER-
LOT distribution, the teacher model is able to produce
accurate silver CAS annotations and therefore good per-
formance is achieved by the CAS student model for these
relevant entities. For poorly represented entities such as
Genes and proteins (Genes_Proteins) (0.014% of MERLOT
annotations), Living beings and persons (LIVB) (0.16%
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Figure 5: Frequency distribution of annotations of entity types.

of MERLOT annotations), healthcare institutions (Hospi-
tal) (2.25% of MERLOT annotations) and Biological pro-
cess or Function (2.53% of MERLOT annotations), low F-
measures are observed (less than 0.6 of exact F-measure
for LIVB, Hospital and Biological process or Function and
0 for Genes_Proteins). However, high F-measures are also
reported for some poorly represented entities in MERLOT
such as chemical drugs (CHEM) (3.84% and an exact F-
measure of 0.884), drug forms and administration routes
(MODE) (0.7% and an exact F-measure of 0.725), dosage
and strength (DOSE) (2.59% and an exact F-measure of
0.762) and concepts and ideas (Concept_Idea) (8.28% and
an F-measure of 0.717). This may be due to the well-defined
nature of these entities. As for the Localization and the
diagnosis or treatment devices (Devices), which account
respectively for 2.35% and 2.97% of MERLOT distribution,

an exact F-measure of 0.624 and 0.602 are respectively ob-
served. Localization entities are often embedded in anatomy
entities. Therefore, it is difficult to distinguish the boundaries
of the two entities. For example, in the MERLOT annotation
guideline "membres inférieurs" ("lower limbs") is anno-
tated as an anatomy entity type whereas the CAS privacy-
preserving model also predicts "inférieurs" ("lower") as Lo-
calization.We can also have Localization entities such as "au
niveau antérieur" ("at the anterior level") inMERLOTwhile
the CAS predicted entity is rather "antérieur" ("anterior").
That is why, we can notice a difference of 10% between
the exact match F-measure and the partial match F-measure
for the Localization entity type. For the devices entity type,
issues of boundaries definition occur often, in particular
for long device names. For instance, "Coloscope CFQ 145I
(194315) BIO 194315 Et Vidéo PCF 160 AL (194315)" is
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predicted by our CAS model as two devices entities "Colo-
scope CFQ 145I" and "Vidéo PCF 160 AL (194315)". This
explains the observed difference of 20.6% between exact
match F-measure and partial match F-measure for this entity
type.

Table 4 illustrates interesting results when training the
student models using only the produced silver standard anno-
tations by the teacher model. In fact, we can observe similar
results to our augmentation strategy without the need of
any manual or corrected annotations for the public corpus
CAS/CépiDc. These results further demonstrate the good
quality of the produced silver annotations for both CAS and
CépiDc corpora.
5.3. Influence of training data size

As shown in 4a and 4b, exact F-measures of 0.226
and 0.557 are obtained respectively for the CépiDc and
DEFT/CAS corpora, when using solely gold standard anno-
tations (206 documents of CépiDc corresponding to 2,456 to-
kens and 20 documents of DEFT corresponding to 7,433 to-
kens) in the training corpora. However, by incrementally
adding produced silver annotations, we reach maximum
performance with respective F-measures of 0.706 and 0.638
for DEFT/CAS and CépiDc corpora. This performance is
obtained using an equivalent number of tokens for both cor-
pora: a total of 717 documents corresponding to 231,662 to-
kens for DEFT/CAS and a total of 23,750 documents cor-
responding to 237,777 tokens for CépiDc. Building such
number of manual annotated documents is difficult and
time-consuming. Therefore, we believe that generating silver
standard annotations is a good way to increase performance
and generate accurate privacy-preserving models.
5.4. Influence of the annotation scheme

Figure 5 shows the distribution of entities across the
study corpora and annotation schemes. The best results for
NER are obtained with the privacy preserving model that
shows the closest distribution to the private data, namely,
CAS silver standard annotations compared to MERLOT.

We can also notice that for the DEFT corpus, the best
results are also obtained when the annotation scheme used
in training data is the same as that of the target private data
(MERLOT). In spite of the equivalence drawn between the
DEFT public annotation scheme and the MERLOT annota-
tion scheme, the poorer performance of NER for the public
model suggests that the definition of equivalent entities
differs significantly. An analysis of the annotated data shows

that the entities in theDEFT scheme tend to have larger spans
than in the MERLOT scheme, and in some cases, the two
schemes diverge on entity types to be assigned to specific
text snippets. For example, the phrase "tension artérielle de
la patiente demeure acceptable (91–106/53–59 mm Hg)"
(patient blood pressure remained adequate (91–106/53–59
mm Hg) was annotated as a sign and symptom entity in
DEFT while it would be annotated partly as a Biological
Process Or Function ("tension artérielle" / blood pressure),
person ("patiente" / patient) and measure ("acceptable" /
adequate as qualitative measure and "91–106/53–59 mm
Hg" as quantitative measure). This type of divergence in
schemes impacts both precision and recall when comparing
the two options.

The good performance of the Public Model on the DEFT
test data supports this hypothesis (Precision: 0.778, Re-
call: 0.798, F-measure: 0.788).

5.5. Influence of corpus genre
Death certificates are short documents (on average, 10

tokens/document vs. 323 tokens/documents for CAS and
297 for MERLOT) with a specific structure, where each line
contains information on the cause of death, starting with the
most immediate cause and going back to the general health
status of the patient.

We also computed a measure of similarity between the
language distributions in the study corpora [76] and found
that CAS was closer to MERLOT (noisiness score of 0.27)
than CepiDc (noisiness score of 1.02).

The entities found in death certificates are mainly dis-
orders and anatomy: Figure 5 shows that these two entity
types account for 2/3 of all entities in the corpus. This is
due to the nature of the documents, which relate the medical
problems experienced by the patient leading to their death.
The focus is therefore on problem description rather than
treatment, diagnosis or procedures, which are also found in
clinical notes - and case reports contained in CAS.

5.6. Comparison to related work
Compared to other related works [24, 26], our strategy

seems to better preserve privacy of personal patient informa-
tion since neither the original sensitive data nor the private
model weights are shared. Despite that Federated Learning
[25] used in [24] have been originally proposed to better pre-
serve privacy by only exchangingmodel parameters between
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local nodes through a centralized server, personal informa-
tion could still be extracted from local training parameters
[77, 78, 79].

A direct comparison with [26] is difficult due to dif-
ferences in the used datasets. In fact, we encounter extra
challenges while dealing with narrative clinical text due to
the complexity and the variety of medical terminologies
presented in the clinical text. However, our results are in
agreement with the results presented in [26] since student
models are proved to be able to mimic the teacher model
performance without access to the original private data.

5.7. Carbon footprint
Carbon footprint is reported in Table 2 in terms of CO2

equivalent measure in grams. The highest CO2 emissions
are observed when training the CépiDc privacy-preserving
mimic student model (394 g). Our best CAS privacy-
preservingmodel has lower CO2 emissions: 169 g. However,
to obtain this model, we first train the private model to
produce the silver annotations. Therefore a total of 292 g
of CO2 emissions is estimated. Despite that CAS and
CépiDc corpora are equivalent in number of tokens, the CO2

emissions value is higher for the CépiDc corpus (a total of
517 g). This could be due to the high number of documents
used for training the CépiDc corpus (23,750 documents).

As mentioned in [80], deep learning models can have
a significant environmental impact due to the high energy
consumption of the computing equipment necessary to exe-
cute them. The estimated CO2 emissions from training both
the teacher model and the CAS student model is roughly
equivalent to 2.52 km travelled by car and the estimated
CO2 emissions from training both the teacher model and the
CépiDc student model is equivalent to 4.37 km travelled by
car.

6. Conclusion
In this paper, we proposed Privacy-Preserving Mimic

Models for French clinical Named Entity Recognition.
These models aim to enable data providers to generate
shareable models that could be used by health institutions
and clinicians without sharing the sensitive data. For that,
a teacher model is trained on the sensitive training data
and used afterwards to annotate unlabeled public data.
Using these produced Silver standard annotations, a privacy-
preserving student model is then trained. This way, a knowl-
edge transfer from the original model to the student model

is enabled without sharing the sensitive data or the private
teacher model. Experiments on different medical corpora
have shown that our strategy offers a good compromise
between performance and data privacy preservation.
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