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Purpose: Prostate segmentation of 3D TRUS images is a prerequisite for several diagnostic and
therapeutic applications. Unfortunately, this difficult task suffers from high intra- and inter-observer
variability, even for experienced urologists/radiologists. This is why automatic segmentation algo-10

rithms could have a significant clinical added-value.
Methods: This paper introduces a new deep segmentation architecture consisting of two main
phases: view-specific segmentations of 2D slices and their fusion. The segmentation phase is based
on three segmentation networks trained in parallel on specific slice viewing directions: axial, coronal,
sagittal. The proposed fusion network is then fed with the output of the segmentation networks and15

trained to produce three confidence maps. These maps correspond to the local trust granted by the
fusion network to each view-specific segmentation network. Finally, for a given slice, the segmen-
tation is computed by combining these confidence maps with their corresponding segmentations.
The 3D segmentation of the prostate is obtained by re-stacking all the segmented slices to form a
volume.20

Results: This approach was evaluated on a database of 100 patients with several combinations
of network architectures (for both the segmentation phase and the fusion phase) to show the flex-
ibility and reliability of the framework. The proposed approach was also compared to STAPLE,
to the majority voting strategy and to a direct 3D approach tested on the same database. The
new method outperforms these three approaches on all evaluation criteria. Finally, the results of25

the Multi-eXpert Fusion (MXF) framework compare favorably with other state-of-the-art methods
while these methods typically work on smaller databases.
Conclusions: We proposed a novel MXF framework to segment 3D TRUS images of the prostate.
The main feature of this approach is the fusion of expert networks results at the pixel level using
computed confidence maps. Experiments conducted on a clinical database have shown the robust-30

ness and flexibility of this approach and its superiority over state-of-the-art approaches. Finally, the
MXF framework demonstrated its ability to capture and preserve the underlying gland structures,
particularly in the base and apex regions.
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I. INTRODUCTION35

Prostate cancer is the second most common cancer in men and the fourth most common cancer overall according
to the data from GLOBOCAN 2020 [1]. Prostate screening tests may include a Prostate Specific Antigen test (PSA)
and a Digital Rectal Examination test (DRE), but only a biopsy examination, most often performed under ultrasound
control (Figure I), can certify the presence or absence of cancer cells and allows determining the grade of the cancer.

For this reason, trans-rectal ultrasound (TRUS) examination of the prostate is an essential skill for urolo-40

gists/radiologists. Accurate segmentation of the prostate from 3D TRUS images serves as the cornerstone of many
approaches and therefore has an impact on treatment planning, diagnostic and therapeutic procedures for prostate
cancer as well as other prostate diseases. The improvement of this step would, therefore, both benefit the entire
treatment chain and contribute to the reliability of the examination as well as to the patient’s comfort during it.
However, manual segmentation of 3D TRUS images is time-consuming, subjective and with limited reproducibility.45

It heavily depends on experience and has a large inter- and intra-observer variability [2]. To cope with these issues
semi-automatic and automatic algorithms are highly expected by clinical teams.

Several prostate segmentation approaches have been proposed over the past decades [3–5]. Nevertheless most of
them deal with the segmentation of 3D MR images where the problem is considered a bit easier. Indeed, on TRUS
images, prostate boundaries are often weakly present or absent, especially at the base and apex, and various types of50

artifacts may be present.
Methods based on deep learning techniques, such as 2D and 3D Convolutional Neural Networks (CNN), have

received considerable attention in recent years [6]. As an instance for the 3D approaches Wang et al. [7] proposed a
3D CNN based on deep attentive features to segment prostate in 3D TRUS images. Once trained, these approaches are
very efficient and provide results almost instantaneously, which again, in the clinical context, translates into shorter55

time for the examination and therefore less discomfort for the patient. Nevertheless, to be effective, these methods
must be trained and evaluated on very large datasets. Moreover, their reliability and potential clinical use is only
made possible if these datasets represent the variability of routine clinical cases.

Several 3D US image segmentation approaches use one or more CNN models working on 2D slices of a 3D image
and combine the results into a 3D object. One advantage of these approaches is that training CNNs on 2D slices60

extracted from 3D volumes increases the size of the training database, with each volume generating several dozen
of images. Among these 2D approaches, some also combine the result from several views. The rationale is that the
visibility of an organ can vary a lot locally: for example, the apex of the prostate is not very visible in axial view but
more clearly appears in a sagittal one. These combination techniques can be classified in a framework called ensemble
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Figure 1. TRUS-guided biopsy procedure - general set-up and typical axial TRUS image
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learning [8]. Indeed, it is often found that better performance can be achieved by combining several models in some65

way, instead of using a single one.
In an ensemble learning strategy, several models, also called experts, are trained in order to partially solve the

global problem considered too complex to be solved at once. Then a supervision algorithm is used to combine the
votes of these models. Such a strategy proves to be reliable and several approaches of this type can be found in
the literature; each of them having shown their superiority over direct 3D approaches. For example, Man et al. [9]70

segmented the pancreas with a set of three deformable U-Nets that handles the three main views (axial / coronal
/ sagittal) of a 3D image and fuses their output with the majority voting strategy. In a majority vote, a voxel is
considered to belong to a class if more than fifty percent of the experts agree on this label. With a broader spectrum
of application, Perslev et al. [10] proposed a generic approach evaluated on ten different segmentation tasks of the
Medical Segmentation Decathlon. Their strategy is based on training a U-Net on six different randomly selected75

views and combining the 6 output volumes using linear fusion. Finally, Orlando et al. [11] have developed a deep
learning version of a previously proposed work [12] where they merge the segmentation results of a modified U-Net
from twelve 2D views from 3D TRUS images and combine them through interpolation to segment the prostate in 3D.
Nevertheless, the main drawback of this latter approach lies in the effect of the sampling and smoothing which may
have a negative impact on very irregular prostates. More recently, Jiang et al. [13] proposed a segmentation average80

network for the fusion of three 2D segmentation maps in order to segment carotid vessels. Finally, among the fusion
approaches, one can also consider the STAPLE (Simultaneous Truth And Performance Level Estimation) approach
[14] which allows the fusion of the segmentations given as input in the framework of an expectation maximization
algorithm. This approach also allows to assign a score to the experts associated with the inputs. In this framework the
probabilistic estimate of the true segmentation is formed by estimating an optimal combination of the segmentations,85

weighting each segmentation.
The previously described supervision strategy produce results that are then used to globally weight the output of

the different models. These weights can be either fixed, as is the case for the majority voting strategy, or variable
(e.g. linear fusion) when some models are known for their expertise on a subset of the database. Unfortunately, none
of these strategies consider that each view-specific network may have a local expertise in a portion of the image. Yet,90

it is also clear that central slices in each of the three orientations (axial, sagittal, coronal) provide better visualization
of the continuity of the prostate contour, supporting the idea that expert networks will be more likely to provide a
reliable result on these central slices than on slices located at the ends.

To address this problem, we propose a Multi-eXpert Fusion (MXF) framework that performs a new type of pixel-
scale fusion strategy based on CNNs. Similar to a mixture of experts method, a fusion CNN is trained to produce95

confidence maps, rather than a single scalar weight per expert. These maps correspond to the local confidence granted
to each of the view-specific segmentation networks for a given input. We show that this new fusion framework is robust
and can be applied on different types of CNN architectures with simiarticlelar outcomes. We discuss quantitatively
and qualitatively the results obtained on a large number of patients based on routine clinical data. These results
demonstrate the reliability of the proposed approach and allow a fair comparison with the most recent approaches.100

II. MATERIALS AND METHODS

A. Dataset and ground truth

The database consists of 100 TRUS volumes from different patients. Data were collected over a three-year period
on patients suspected of having a cancer or followed during their treatment. These volumes were acquired with two
different motorized 3D end-fire endorectal probes during routine biopsy series using two different commercial guidance105

systems (Urostation c© and Trinity c© from Koelis SAS). The examinations were performed by six urologists from the
Grenoble University Hospital. No particular constraints or protocols were imposed to the physicians when performing
these procedures. These routine acquisitions in a public health institute and over this three-year period ensure the
diversity of patients, practitioners, and equipment that make the database representative of the clinical variability of
these procedures.110

The images were all segmented by the urologists involved in the biopsy procedure using a semi-automatic 3D
algorithm (proprietary to Koelis). This segmentation step is composed of three phases: first the expert selects a
bounding box around the organ; then the algorithm proposes a segmentation of the organ; finally, the expert can
manually modify the computed shape to improve the segmentation. During the second step, the algorithm fits an
atlas model of the prostate having been obtained from MRI images [15]. During the third phase, the expert can115

refine the result produced by the algorithm by adding 3D control points on the ultrasound volume. Finally, before
being integrated in the database the 100 US volumes were individually screened by another operator in order to reject
the examinations for which the quality of the segmentation was not satisfactory. Data collection was declared to
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Figure 2. Overall architecture of the MXF framework.

the CNIL (French data protection authority) under the reference MR2711140520. As part of the training procedure,
the database was randomly divided into two sets: one for training (80 patients) and one for testing (20 patients).120

To increase the reliability of the results reported in the following sections, the algorithm was trained with a k-fold
validation strategy, with k = 5 to keep the 80/20 ratio. All the results provided in the Section III, correspond to the
combination of the 20 test subjects from each fold.

B. MXF framework

The overall objective can be stated as finding the prostate surface being given a 3D TRUS input volume X.125

This requires learning a function F so that the segmented volume F (X) is as close as possible to the ground truth
segmentation Y .

Determining this function can be related to a class of methods called mixture of experts as described in [8]. In a
classical mixture of experts framework, F function can be decomposed into n sub-functions named experts Ei and a
supervision function Ci allowing to weight each of the experts’ predictions:130

Ŷ =

n∑

i=1

Ci(X)Ei(X), with

{
0 ≤ Ci(X) ≤ 1∑n
i=1 Ci(X) = 1

(1)

In the proposed approach, we introduce three experts. Each of them is specialized in the segmentation of 2D US
images of a given direction. Each of the three experts (Ei) is a CNN (Section IID) and is trained to segment 2D slices
extracted from an input 3D TRUS volume along sagittal, coronal or axial directions (Figure 2). Once the three stacks
of 2D slices have been segmented for a given input volume, we can re-stack them to form three segmented volumes.

In a second phase, the initial TRUS volume and these three segmented volumes are fed to a fusion CNN in order to135

produce the final segmented volume. The originality of the presented approach lies in the fact that the fusion network
is trained to produce a tensor of three confidence maps (Ci) used to combine the segmentations from the three experts
into a final segmented image (Ŷ =

∑3
i=1 Ci × Ei). Unlike traditional supervision methods, the produced confidence

maps allow to take into account the experts’ local strengths and weaknesses by assigning them a confidence at the
pixel-scale for each input slice. Finally, all the segmented slices are pilled up to form the final segmented volume (Ŷ )140

that better estimates the ground truth segmentation.

C. Pre-processing

Prior to the view specific segmentation step, a coarse bounding box is defined around the prostate, using data
from the patient’s clinical record. This coarse bounding box is the one given by the urologist/radiologist during the
routine procedure where data were collected (see Section IIA). This information is used to crop the volumes with an145

additional fixed contextual region of 40 voxels around it. Volumes are then re-sampled to a fixed size (160, 128, 136)
which corresponds to an average voxel size of 0.41 mm (±0.05), 0.43 mm (±0.07) and 0.41 mm (±0.06). No other
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operation is applied. Since the used training base is already large, containing about 10k 2D slices, we did not observe
any improvement using data augmentation techniques (such as adding noise or applying transforms. . . ).

D. Expert networks150

Several network architectures have been implemented to perform the 2D expert segmentation phase and thus to as-
sess the reliability and flexibility of the overall proposed framework. The first tested architecture is an encoder/decoder
network (EncDec). The second one is a U-Net, which is an EncDec with an additional skip connection between the
encoding and decoding blocks. The last one is called residual U-Net and can be considered as a U-Net with additional
skip connections within each encoding / decoding block [16].155

For the first two architectures (EncDec & U-Net), encoding/decoding blocks are a series of two 3× 3 convolutional
layers each followed by a batch normalization and a ReLU unit. The encoding blocks double the number of features
and are connected by 2× 2 max pooling layers. The decoding blocks halve the numbers of features and are connected
by a 2× 2 up-sampling layers. Finally, a dropout layer has been added after the last encoding block.

The residual U-Net architecture is similar to the U-Net. However, the encoding units are more complex and are160

composed of two successive sub-units. The first is composed of a series of 1× 1 convolution, batch normalization and
ReLu. The second is made of two blocks of 3× 3 convolution with batch normalization and ReLu. The output of the
encoding units is the combination of the output of these two sub-units leading to the short skip connection. Encoding
blocks are connected by 2× 2 max pooling layers. Decoding blocks include two 3× 3 convolutions layers with batch
normalization and ReLu. These blocks are connected by transposed convolution layers with batch normalization.165

All three architectures take as input a single-channel slice tensor. Their output, which has the same size as the
input, is given by a 1× 1 convolution followed by a sigmoid unit.

The Adam optimizer was used with a fixed learning rate set at 1e−4 to optimize a Dice loss function in all scenarios
(Equation 2). The Dice loss was chosen since Orlando et al. [11] showed that it is an efficient loss for prostate TRUS
image segmentation (without significant difference with the Dice / cross-entropy combination).170

LossDice

(
Y, Ŷ

)
= 1−

(
2
|Y ∩ Ŷ |
|Y |+ |Ŷ |

)
(2)

E. Fusion network

Let us remind that the three view-specific experts produce three segmented volumes. To enable the combination
of the produced segmentations in the fusion stage, they are re-sliced in the coronal view. The initial volume to be
segmented is also re-sliced in the same direction. Thus, the input of the fusion network is a 4-channel tensor composed
of a TRUS image in coronal view and three segmented slices obtained at the same location from the three previously175

view-specific segmented volumes. The network is trained to produce a set of 2D confidence maps Ci as a 3-channel
tensor (cf. Figure 3). These three confidence maps reflect the trust that the fusion network assigns locally (pixel-scale)
to each of the view-specific segmentations in order to produce the final segmentation.

For the fusion network, we have also tested the network architectures described in Section IID. Apart from the
adaptation of the number of input and output channels, the only modification was the replacement of the last layer180

(sigmoid) by a softmax layer. This is required in order to keep the resulting segmentation (sum of the products cf.
Equation 1) in the range [0, 1]. Figure 4 illustrates the structure of this fusion network.

As presented in Figure 4, the loss function evaluates the error between the ground truth segmentation Y of the
slice and the prediction Ŷ computed using the confidence maps and the expert segmentations. Several combinations
between two area-specific cost functions (Dice (Equation 2) and Smooth L1 (Equation 3 with α = 1.0)) and one cost185

function based on the Hausdorff distance estimation (HD) have been evaluated for this purpose. The HD loss is
based on morphological operations as it was originally proposed by Karimi et al. [17] (Equation 4). In Equation 4, 	k

denote k successive erosion with the kernel B =


0 1.5 0

1.5 1.5 1.5
0 1.5 0

. The Adam optimizer was used with a fixed learning

rate set to 1e−4 to optimize the losses.

LossSL1

(
Y, Ŷ

)
=

{
|Y − Ŷ | if |Y − Ŷ | > α
1
|α| (Y − Ŷ )2 if |Y − Ŷ | ≤ α (3)
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LossHD

(
Y, Ŷ

)
=

1

|Ω|
K∑

k=1

∑

Ω

((
Y − Ŷ

)2

	k B
)
k2 (4)

F. Evaluation & implementation190

To assess the versatility and reliability of the proposed framework, twelve different scenarios (pair of architecture
and loss function) were compared based on the three network architectures and the four loss combinations presented
in Sections IID & IIE. Within each scenario the same network architecture is used for both the experts and the fusion
stage.

In order to give the most comprehensive picture of the quality of the results four 3D metrics are given: two measure195

the overlapping of segmented surfaces (Dice and Jaccard indexes) and two are related to the distances between
contours (average surface distance (ASD) and Hausdorff distance (HD) given in millimeters).

All these networks were implemented within the Pytorch framework and the experiments were conducted on a
Titan RTX from NVIDIA. All networks were trained separately: first the three expert networks and then the fusion
network. They were trained for 100 epochs with a batch size of 50 2D images.200

To demonstrate the impact of the fusion strategy, we also evaluated the performances of each expert individually
after having re-stacked the segmented 2D slices (see Figure 2).

In order to compare the proposed approach with state-of-the-art methods, we implemented two baseline fusion
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Table I. MXF framework performances for the twelve evaluated scenarios (see Section II F).

Architecture Encoder/Decoder Residual U-Net U-Net
XXXXXXXXXCriterion

Loss Dice Dice+HD Dice Dice+HD Dice Dice+HD

Dice mean 0.92 0.92 0.92 0.92 0.93 0.92
std 0.04 0.04 0.04 0.04 0.04 0.04

Jaccard mean 0.86 0.85 0.85 0.86 0.85 0.86
std 0.07 0.06 0.07 0.07 0.07 0.07

ASD mean 0.85 0.86 0.85 0.86 0.84 0.83
std 0.50 0.52 0.47 0.48 0.51 0.44

HD mean 7.41 7.11 7.41 7.47 6.38 6.15
std 2.12 2.01 4.87 2.46 3.11 2.87

XXXXXXXXXCriterion
Loss SL1 SL1+HD SL1 SL1+HD SL1 SL1+HD

Dice mean 0.92 0.92 0.92 0.92 0.93 0.92
std 0.04 0.04 0.04 0.04 0.04 0.04

Jaccard mean 0.85 0.85 0.85 0.86 0.86 0.86
std 0.07 0.07 0.06 0.07 0.06 0.07

ASD mean 0.86 0.84 0.85 0.85 0.83 0.83
std 0.51 0.49 0.59 0.53 0.41 0.48

HD mean 7.36 7.83 6.93 6.79 5.48 5.42
std 2.81 2.91 3.24 3.11 2.66 2.58

approaches: the majority voting strategy (MAJ) and simultaneous truth and performance level estimation (STAPLE).
The majority voting strategy was implemented as descibed in [9]: at least two of the three experts must give the same205

answers to label a pixel as part of the prostate. Regarding STAPLE, the expectation-maximization algorithm that
considers a collection of segmentations and computes a probabilistic estimate of the true segmentation, we used its
SimpleITK implementation.

We also compared the presented method to a 3D global approach using a V-Net. The V-Net [18] is a fully 3D U-Net,
it was implemented and configured as suggested by Isensee et al. [19] (data augmentation/loss). This 3D network was210

implemented in the Pytorch framework and trained on the same training and test datasets as our proposed approach.

III. RESULTS

A. Performances of the MXF framework

The performances of the twelve scenarios (Section II F) are summarized in Table I. These results show that the
MXF framework allows to obtain very accurate and consistent results regardless of the scenario considered. It can be215

seen that the overlap criteria (Dice and Jaccard) are in all cases very similar or even identical on all the scenarios,
as well as the average surface distance metric (ASD). These three criteria allow to characterize the regularity and
the consistency of the results produced by the method. The Hausdorff measurement informs about the maximum
deviations along the surface and once again one can notice that these maximum errors are relatively low, about 5 mm
to 7 mm maximum for all the scenarios.220

Table II presents the compared performances of each expert to MXF best results.
Finally, although our implementation is focused on method quality assessment and is therefore not optimized to

run on a clinical platform, the validation step takes less than a minute to segment all patients in the test database.
This computation time includes reading, processing and writing the data. These elements ensure that the proposed
approach can run almost instantly on the ultrasound platform once the code is optimized for it.225



8

Table II. MXF framework results compared to expert results alone within the best scenario (U-Net).
``````````̀Criterion

Method MXF Axial Coronal Sagittal

Dice mean 0.93 0.87 0.88 0.89
std 0.04 0.03 0.04 0.03

Jaccard mean 0.86 0.79 0.81 0.81
std 0.06 0.04 0.06 0.05

ASD mean 0.83 1.37 1.34 1.39
std 0.41 0.58 0.52 0.57

HD mean 5.48 10.14 11.12 10.01
std 2.66 4.12 3.41 3.76

× × ×

+ +

= = =

=

E1 E2 E3

C1 C2 C3 CRGB

Ŷ

Contours

MXF GT MAJ

Figure 5. Construction process of the Ŷ segmentation from the experts’ outputs Ei and the confidence maps Ci provided by the
MXF framework, illustrated on a sample slice located close to the apex. Color intensity corresponds to the level of confidence.
MXF=our framework; MAJ=majority voting; GT=ground truth

B. Visualization of MXF performances

Figure ?? illustrates the process of building the segmentation of a slice at the end of the MXF pipeline. It shows the
type of errors that the majority voting strategy will tend to produce, especially in the inferior region of the prostate
(see Figure I) where the experts often disagree as in the presented example. One can see that the proposed method
is able to provide a better consensus. The figure also introduces CRGB , a synthetic representation used in Figure 5230

to visualize the three confidence maps associated with the three experts as a single RGB image.
Figure 5 gives, for several slices, typical instances of the confidence maps produced by the fusion network and the

segmentation obtained from them, for the U-net implementation. These examples show that the contours regularity
is much better with the fusion network than with the majority voting strategy, although no regularity constraint
was applied. In addition, the fusion network generally produces a single, full and connected element with a rather235
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U-Net CRGB MXF Contours MAJ
(turquoise) (GT: purple) (orange)

Dice loss

SL1 loss

Figure 6. Visual evaluation of MXF results obtained for the U-Net scenario. The three confidence maps Ci are displayed
as a single RGB image CRGB , each of the three confidence maps being associated with a color channel (where R, G and B
correspond to sagittal, axial and coronal views respectively). The contours on the TRUS image correspond to the ground truth
(purple), MXF (turquoise) and majority voting (orange). The figure shows 2D slices from the inferior region (upper row) to
the superior region (lower row) of the prostate.

smooth boundary. This figure also shows that, even if the overall results look alike (cf. Table I), the SL1 loss helps to
produce smoother confidence maps compared to the Dice loss. This may be related to the fact that this loss function
is smoother and explain the results slightly in favor of the SL1 loss (see Section IIIA).

Figure 6 summarizes the results obtained with the MXF and majority voting fusion strategies (best scenario) on
three regions of the gland (from the base to the apex). The regions are computed to represent equivalent sub-volumes240

of the prostate. It highlights the importance of the fusion network, especially in the prostate regions considered more
difficult to segment (base and apex).

C. Comparison with the state of the art

As explained in Section II F, we have implemented the majority voting strategy, the STAPLE strategy and a V-Net
to compare our method directly to them. The results obtained with these three approaches are given in Table III.245

As it can be seen, the proposed method significantly outperforms the baseline majority voting strategy and STAPLE
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Figure 7. Sectoral evaluation (inferior, midgland, superior as in Figure I) for the MXF framework (best scenario U-Net) and
the majority vote strategy. For each sector, for each evaluation criterion, the average value computed on the test dataset is
given.

Table III. Comparison of MXF (best scenario U-Net) to a fusion strategy using the majority voting or STAPLE and to a V-Net
3D segmentation (see Section III C).

``````````̀Criterion
Method MXF MAJ STAPLE V-Net

Dice mean 0.93 0.88 0.88 0.89
std 0.04 0.04 0.04 0.04

Jaccard mean 0.86 0.82 0.82 0.81
std 0.06 0.06 0.05 0.06

ASD mean 0.83 1.34 1.35 1.41
std 0.41 0.49 0.49 0.39

HD mean 5.48 6.35 6.46 6.54
std 2.66 3.02 3.25 2.17

in all scenarios. The results between proposed, majority voting and STAPLE strategies were compared statistically:
Shapiro tests within each strategy to demonstrate the normality and Wilcoxon tests to demonstrate significant differ-
ence.

Our results can also be favorably compared to the state of the art. For instance, Wang et al. [7] obtained an average250

Dice of 0.90 ± 0.02 (Jaccard 0.82 ± 0.04) and an ASD 1.16 ± 0.7 mm in the best cases on a dataset composed of 40
patients (with a four fold cross validation strategy). Orlando et al. [11] have obtained an overall absolute median
Dice of 0.94 and an absolute median ASD of 0.89 mm on their test dataset of 20 patients. The corresponding values
of our method for the best scenario (U-Net) are 0.93 and 0.84 mm respectively. Finally, Girum et al. [20] proposed a
3D segmentation method based on 2D segmentation but without fusion stage and have obtained and average Dice of255

0.88± 0.02 and an average HD of 8.37± 2.93 mm on 14 patients.

IV. DISCUSSION AND CONCLUSION

Our goal is to provide an efficient, reliable and reproducible 3D segmentation method to assist the physician during
a clinical examination such as systematic biopsies. The optimal segmentation method should both improve the quality
of the medical procedure and limit patient discomfort by shortening intervention time. To ensure the effectiveness of260

the proposed method, it is necessary to use data that suitably represent the clinical complexity.
We proposed MXF, a novel deep learning-based ensemble learning framework, to segment the prostate gland in

3D TRUS images. The proposed framework consists of two stages. In the first one, three view-specific CNNs, called
experts, are trained to segment 2D slices extracted from an input 3D TRUS volume. The second stage is based on
a fusion CNN. The three view-specific CNNs are fed by axial, coronal, and sagittal slices, respectively. The fusion265
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network is fed by axial slices re-sliced from the three segmented volumes reconstructed in the first stage. This fusion
CNN is trained to produce three confidence maps used to merge the outputs of these view-specific CNNs at the
pixel-scale. Unlike the existing strategies, which reconstruct the volume with fixed weights such as majority voting
[9] or without an additional fusion process [11, 20], the presented approach assumes that confidence can be granted
at pixel-scale to each of the specific segmentation networks for a given input. This feature is the key contribution of270

the proposed approach and has not been proposed in an image segmentation framework to the best of our knowledge.
Our database includes 100 patients issued from biopsy examinations routinely performed by the urologists of the

University Hospital of Grenoble. The use of data from various machines, different patients and annotated by several
clinicians contribute to the robustness of the proposed method. Nevertheless one limitation of the proposed work is
the use of a database acquired from a single hospital. In addition, although six experts worked on the segmentation of275

the US volumes and another operator screened the data to exclude those which did not meet the required quality, each
patient volume was segmented by a single urologist. Performing multi-centric evaluation and having multi-operator
segmentations for each patient would allow us to better evaluate the inter- and intra-observer variability and increase
the robustness of proposed approach.

The evaluation demonstrated that the proposed fusion network approach was able to capture and preserve the280

underlying structures of the gland, especially in the inferior and superior regions. This ability is very important as
these areas, considered to be the most difficult to segment by doctors, are also major parts of the peripheral zone
known to be the preferred area for tumor localization. By evaluating scenarios composed of different architecture/loss
function pairs, we have also demonstrated the positive contribution and flexibility of our approach and in particular
of the fusion stage. Indeed, in each scenario the proposed approach gave better results than the majority voting285

strategy, STAPLE algorithm and V-net. Although the results obtained with the Dice and SL1 loss functions were not
significantly different in quality, it was apparent upon visual inspection that the confidence maps generated by the
SL1 loss function appeared smoother.

To put the results obtained by the proposed framework into perspective, the best performances of the view-specific
networks (Dice = 0.89, Jaccard = 0.81, ASD = 1.39 mm, HD = 10.01 mm) of the majority voting strategy (0.88,290

0.82, 1.34 mm, 6.35 mm) and the STAPLE (0.88, 0.82, 1.35 mm, 6.46 mm), are significantly poorer than the results
obtained with the MXF fusion strategy (0.93, 0.86, 0.83 mm, 5.49 mm), especially in terms of ASD and maximum
error (Hausdorff criterion). One of the possible reasons behind these results is that the fusion network learns what
can be considered as an a priori, namely that the slices located in the middle of a slicing axis are easier to segment
than the ones at the extremity. The expert networks results reflect these difficulties, that are associated with errors,295

more or less important, located along the edge of the prostate in different quadrants.
Compared to a 3D approach, like V-Net, the proposed method also performs better, even with the use of data

augmentation and specific configurations to set up the 3D CNN and its training environment. The results obtained
from our database, generally larger than those found in the literature, can be compared favorably with the other
methods from the literature.300

From the point of view of calculation time, even if the training of the different networks takes few hours, the
application to a new patient is almost instantaneous. This, together with the good results obtained by the method,
suggest a possible transition to routine clinical application. Future work will focus on evaluating an even larger
database from multiple hospitals and will also seek to assess the impact of inter- and intra-observer variability in
expert segmentation on training quality and generalization quality. Finally, the extension of MXF to the segmentation305

of other non-isotropic modalities (such as MRI) could be an interesting addition to this work.
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