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ABSTRACT
It is known that the query result of a regular spanner over a single

documentD can be enumerated afterO(|D|) preprocessing andwith

constant delay in data complexity (Florenzano et al., ACM TODS

2020, Amarilli et al., ACM TODS 2021). It has been shown (Schmid

and Schweikardt, PODS’21) that if the document is represented

by a straight-line program (SLP) S, then enumeration is possible

with a delay of O(log |D|), but with preprocessing that is linear

in |S| (which, in the best case, is logarithmic in |D|). Hence, this

compressed setting allows for spanner evaluation in sub-linear time,

i. e., with logarithmic upper bounds for preprocessing and delay, if

the document is highly-compressible.

In this work, we extend these results to the dynamic setting.

We consider a document database DDB = {D1,D2, . . . ,Dm } that

is represented by an SLP SDDB, and that supports regular span-

nersM1,M2, . . . ,Mk (meaning that we have data structures at our

disposal that allow O(log |Di |)-delay enumeration of the result of

spanner Mj on document Di ). Then we can perform an update

by manipulating the existing documents of DDB by a sequence

of text-editing operations commonly found in text-editors (like

copy and paste, deleting, or copying factors, concatenating docu-

ments etc.), and add the thus constructed document to the data-

base. Such an operation is called complex document editing and

is given by an expression φ in a suitable algebra. Moreover, after

this operation, the document database still supports all the regular

spannersM1, . . . ,Mk . The total time required for such an update is

O(k · |φ | · log d), where d is the maximum length of any intermediate

document constructed in the complex document editing described

byφ. We stress the fact that the size |SDDB | of the SLP (which upper

bounds the preprocessing in the static case) is potentially logarith-

mic in the data, but generally depends on the compressibility of

the documents (in the worst case, it is even linear in the data). In

contrast to that, we can guarantee that the dependency on the data

of our updates is logarithmic regardless of the actual compression

achieved by the SLP. In particular, any such update performed by

complex document editing adds documents whose length may be

exponentially larger than the time needed for performing such an

update.
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1 INTRODUCTION
Since its introduction, the information extraction framework of

document spanners [4] has intensively been investigated in the

database theory community. For example, query results of regular

spanners can be enumerated with linear preprocessing and constant

delay in data complexity (see [1, 5]). In [22], spanner evaluation

over compressed data has been investigated, where the document

D is represented by a straight-line program (SLP) — a lossless com-

pression scheme for textual data widely used in different areas of

theoretical computer science and particularly well-suited for algo-

rithmics on compressed data. The main result of [22] is that after a

preprocessing linear in the size of the SLP the query result of a span-

ner can be enumerated with O(log |D|) delay (in data complexity).

In the best case, the SLP’s size is logarithmic in |D| as well, which

means that the SLP-compressed setting allows sub-linear spanner
enumeration, where the dependency on the data size is only loga-

rithmic. In this paper, we extend the SLP-compressed setting to the

dynamic case, i. e., where the data is subject to updates.

The considered setting is as follows. A document databaseDDB =
{D1,D2, . . . ,Dm } is represented by an SLP S and we have several

data structures at hand that allow the enumeration of spanners

M1,M2, . . . ,Mk on any documentDi inDDBwith delayO(log |Di |).

We then want to manipulate the existing documents of DDB by a

sequence of text-editing operations and evaluate chosen spanners

on the resulting document. For example, we cut the subword from

position 5 to 21 from document D7, insert it at position 12 into doc-

ument D3, append this document to D1, and then run spannersM5
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andM8 on the resulting document. Such a sequence of operations is

called complex document editing and is described by an expression

φ of a suitable algebra.

We can show that if S is balanced (to be explained in more detail

later on), then we can construct and add the documentDφ described

by φ to DDB, update all data structures needed for enumerating the

spannersM1, . . . ,Mk , and maintain the balancedness property ofS

in time O(k ·|φ |· log d) in data complexity, where d is the maximum

length of any intermediate document constructed in the complex

document editing described byφ. Since d is upper bounded by 2 |φ | ·L
(this can be shown by induction), where L := max{|D| : D ∈ DDB}
is the maximum length of any document in DDB, this running time

can also be stated as O(k ·|φ |·(|φ | + log L)).
This means that we can add large documents to the database in

time that is only logarithmic in the size of the new documents, or

logarithmic in the size of the current database’s documents. Conse-

quently, just like [22] shows that the SLP-compressed setting allows

sub-linear (static) evaluation, we show that the SLP-compressed

setting allows sub-linear updates. Moreover, while the preprocess-

ing of [22] is sublinear only if the document is highly compressible,

and only the delay is guaranteed to be logarithmic, we show in this

paper that, regardless of the compressibility of the data, the depen-

dency on the data is always at most logarithmic in our updates.

In order to give some intuition for this result, we shall briefly

explain how SLPs work. An SLP is a directed acyclic graph whose

nodes all have a left and a right successor, except for the sinksTx of

the graphs, which uniquely represent the symbols x of the alphabet

(see Figure 1 for an illustration). Any node A with left and right

successors B and C represents the document D(A) = D(B)D(C),
where D(Tx ) = x for the sinks Tx . For example, for node B in

Figure 1, we have

D(B) = D(E)D(C) = D(Ta)D(Tb)D(F )D(Ta)

= D(Ta)D(Tb)D(Tb)D(Tc)D(Ta) = abbca .

For achieving this paper’s main result, we exploit the fact that

Dφ can be constructed from (parts of) documents that are already

represented in a concise way, i. e., by parts of our SLP. However, for
identifying the correct parts of the SLP, we need to traverse paths

of the DAG. To ensure that these paths are short, we work with

SLPs that are balanced in such a way that any path starting in some

node A has length O(log |D(A)|). Consequently, the balancedness
property is vital for our running time bound, and the main technical

challenge tackled in this paper is that our updates must maintain

this property of the SLP. It turns out that the particular balancing
property known from AVL-trees and investigated in the context of

SLPs in [7, 20] suits our needs here.

There are two further aspects to be discussed. Firstly, if we want

to support a completely new spanner for our document database,

then we have to compute the necessary data structures from scratch,

which can be done (as in [22]) in time linear in the size of the SLP
that represents the database (in data complexity). Secondly, if we

want to add a new document D′
that cannot conveniently be de-

scribed by complex document editing of the existing documents,

then we can proceed as follows. In case that D′
is already repre-

sented by a balanced SLP S′
, we can just add it in time O(|S′ |) and

update our data structures in the same time. If S′
is not balanced

yet, then we have to first balance it. Using recent balancing results

for SLPs [7, 8], this can be done in time O(|S′ | log |D′ |). Finally, if

we are given D′
as a plain text in an uncompressed form, then we

cannot avoid to first compute an SLP for it. This, however, is a well-

known algorithmic task with many existing efficient algorithms (cf.

the discussion in Section 5).

Organisation. Since the original contributions of this paper con-
cern the dynamic setting for SLP-represented document databases

and complex document editing, we start with this aspect and de-

fer the discussion of how our results can be applied to document

spanners to the end of our exposition.

Section 2 fixes basic notation and recalls the concept of straight-

line programs (SLPs). Section 3 presents our data model of SLP-
represented document databases. In Section 4 we define our dy-

namic setting based on complex document editing, andwe prove our

main results on maintaining SLP-represented document databases

under complex document editing. In Section 5 we discuss the task

of adding new documents to the database. Section 6 is devoted eval-

uating document spanners on document databases in the presence

of complex document editing. We conclude with some final remarks

given in Section 7. Due to space restrictions, many proof details

had to be deferred to the paper’s full version.

2 PRELIMINARIES
LetN = {1, 2, 3, . . .} and [n] = {1, 2, . . . ,n} forn ∈ N. For a (partial)
mapping f : X → Y , we write f (x) = ⊥ for some x ∈ X to denote

that f (x) is not defined; and we set dom(f ) = {x : f (x) , ⊥}.

By P(A) we denote the power set of a set A, and A+ denotes the

set of non-empty words over A, and A∗ = A+ ∪ {ε}, where ε is
the empty word. For a word w ∈ A∗

, |w | denotes its length (in

particular, |ε | = 0), and for every b ∈ A, |w |b denotes the number

of occurrences of b inw . A word v ∈ A+ is a factor (or subword) of
a wordw ∈ A+ if there are u1,u2 ∈ A∗

withw = u1vu2.
For all our algorithmic considerations, we assume the RAM-

model with logarithmic word-size as our computational model.

We fix a finite set Σ, the terminal alphabet, whose size will be
treated as a constant. Documents are just words D ∈ Σ+, and |D|

denotes their length. We use straight line programs as concise rep-
resentations of documents.

A straight-line program (SLP) is a tuple S = (N , Σ,R), where N
is the finite set of non-terminals, Σ is the terminal alphabet, and
R ⊆ N × (N ∪ Σ)+ is a finite set of rules satisfying the following

conditions: R is a function N → (N ∪ Σ)+ and the relation {(A,B) :
(A,w) ∈ R, |w |B ⩾ 1} is acyclic (this is also called the acyclicity
condition). As a convention, we write rules (A,w) ∈ R also in the

form A → w ; and viewing R as a function, we write R(A) to denote

the rule’s right hand side w . The size of S is defined by |S| :=

|N | +
∑
(A,w )∈R |w |.

For every A ∈ N and a ∈ Σ, the 1-step derivation is defined

by DS(A) := R(A) and DS(a) := a. We extend the 1-step deriva-

tion to a morphism (N ∪ Σ)+ → (N ∪ Σ)+ by DS(α1 . . . αn ) :=

DS(α1) . . .DS(αn ), for αi ∈ (N ∪ Σ), 1 ⩽ i ⩽ n. For every α ∈

(N ∪ Σ)+, we set D1

S
(α) := DS(α) and D

k
S
(α) := DS(D

k−1
S

(α)), for

every k ⩾ 2. The wordDS(α) := D |N |

S
(α) is the derivative of α . Due

to the acyclicity condition,DS(α) ∈ Σ+ for every α ∈ (N ∪Σ)+. The



order of a non-terminal A ∈ N is defined by ordS(A) := min{k :

Dk
S
(A) = DS(A)}. If the SLP under consideration is clear from

the context, we also drop the subscript S from DS(·), DS(·) and

ordS(·).

SLPs as Compressions. The main purpose of SLPs is their use
as compressed representations of words. Their prominence in var-

ious areas of computer science is due to the fact that they are

mathematically easy, and that they cover many practically applied

dictionary-based compression schemes (e. g., run-length encoding

and the Lempel-Ziv-family LZ77, LZ78, LZW, etc.). A comprehen-

sive introduction to SLPs is beyond the scope of this paper (we refer
to the survey [12] and the papers [11, 13, 16, 17, 20, 22, 23]). In the

best case, SLPs can be exponentially smaller than the strings they

represent, and since redundancies in texts are likely in practical

scenarios, good compressibility is to be expected in most cases.

Moreover, many fast practical algorithms for computing SLPs exist.

Normal Forms and Balanced SLPs. An SLP S = (N , Σ,R)
is in Chomsky normal form if, for every rule (A → w) ∈ R we

have w ∈ (N 2 ∪ Σ). We say that an SLP is in normal form if it

is in Chomsky normal form and {Tx : x ∈ Σ} ⊆ N , such that

(Tx → x) ∈ R for every x ∈ Σ, and (A → BC) ∈ R with B,C ∈ N
for every A ∈ N \ {Tx : x ∈ Σ}. We call Tx the leaf non-terminals
and all other A ∈ N \ {Tx : x ∈ Σ} inner non-terminals. We note

that if S is in normal form, then |S| ⩽ 3|N |.

For an SLP in normal form, we shall also use the following con-

venient notation. For every rule A → BC , we set lc(A) = B and

rc(A) = C . This means that we can also represent the set of rules

by functions lc(·) and rc(·), and for every inner non-terminal A, the
rule for A is A → lc(A)rc(A).

An SLP S = (N , Σ,R) in normal form can be represented by

an edge-labelled directed acyclic graph (DAG) as follows. The set

N of non-terminals is the set of nodes, and the edge-relation is

given by the functions lc(·) and rc(·). I.e., from every inner non-

terminal A ∈ N , there is a left arc to its left child lc(A), and a right
arc to its right child rc(A). We assume that the DAG has arc labels

that indicate whether an arc is a left or a right arc. This graph is

acyclic due to the acyclicity condition of the SLP. In the following,

we call this graph the S-DAG (see Figure 1 for an S-DAG). The

sinks (i. e., nodes without outgoing arcs) are exactly the leaf non-

terminals. The longest path from a node A to a sink has exactly

length ord(A) − 1 (note that sinks have a length-0 path to a sink

and, by definition, they have order 1). We say that B is a descendant
of A if A , B and there is a path from A to B in the S-DAG.

We say that non-terminal A is c-shallow for some c ∈ N if

ord(A) ⩽ c · log |D(A)|. For every non-terminal A ∈ N with rule

A → BC , we define bal(A) = ord(B) − ord(C); we say that A is

balanced if bal(A) ∈ {−1, 0, 1}; and A is strongly balanced if A and

all its descendants are balanced. We call an SLP S in normal form

strongly balanced (c-shallow, resp.) if all its inner non-terminals

are strongly balanced (c-shallow, resp.). The notions of c-shallow
SLPs and strongly balanced SLPs have been studied in the litera-

ture (cf., [7, 8, 20]). The following can be easily shown by induction

(cf., [7]; for the reader’s convenience, a proof is also provided in

Appendix A).
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Figure 1: The S-DAG of the SLP from Example 3.1 is shown
in black (and solid arcs). Left and right arcs are indicated
by labels l and r , respectively. The grey parts illustrate the
extensions discussed in Example 4.1.

Lemma 2.1. LetS be an SLP in normal form and letA be a strongly
balanced non-terminal of S. Then, every directed path of the S-DAG
that starts in A and ends in a leaf non-terminal of S has length at
least 1

2
log |D(A)| and at most 2 log |D(A)|. Furthermore, log |D(A)| ⩽

ord(A)−1 ⩽ 2· log |D(A)|.

3 DOCUMENT DATABASES
A document database (over Σ) is a finite collection DDB = {D1,D2,

. . . ,Dm } of documents (over Σ). We will represent a document

database by an SLP as follows. For an SLP S = (N , Σ,R), we call
docs(S) := {D(A) : A ∈ N } the set of documents represented by S.

The SLP S is viewed as a representation for a document database

DDB if DDB ⊆ docs(S). This means that for every D ∈ DDB there

is a non-terminalAD ∈ N withD(AD) = D, but, since in generalS’s
compression requires many factors of documents to be represented

by non-terminals, there may also be non-terminals A ∈ N that

represent a document D(A) < DDB.
We assume that along with the SLP that representsDDBwe store

a mapping D 7→ AD, such that for every document D from DDB
we can access AD in constant time. For simplicity, we also say that

an SLP S represents a DDB = {D1,D2, . . . ,Dm } by non-terminals
A1,A2, . . . ,Am to indicate that D(Ai ) = Di for every i ∈ [m].

Example 3.1. LetS = (N , Σ,R) be an SLP in normal form that rep-
resents a document database DDB = {D1,D2,D3} by non-terminals
A1,A2, A3 with the S-DAG illustrated in Figure 1. Note that D(F ) =
bc, D(E) = ab, D(C) = D(F )a = bca, D(B) = D(E)D(C) = abbca,
D(D) = D(C)D(B) = bcaabbca. This means that D3 = D(A3) =

D(E)D(B) = ababbca, D2 = D(A2) = D(C)D(D) = bcabcaabbca
and D1 = D(A1) = D(A3)D(C) = ababbcabca. The orders of S’s
non-terminals are as follows: ord(F ) = ord(E) = 2, ord(C) = 3,
ord(B) = 4, ord(D) = ord(A3) = 5, ord(A1) = ord(A2) = 6. In par-
ticular, all non-terminals are balanced except for the non-terminals
A1,A2, A3, since bal(A1) = 2 and bal(A2) = bal(A3) = −2.

In our algorithms, we will ensure that the SLP S representing a

document database DDB is in normal form and strongly balanced.

The SLP will be stored in a basic SLP data structure of S, i.e., a data



concat(D,D′) = D · D′ ,

extract(D, i, j) = D[i, j+1⟩ ,

delete(D, i, j) = D[1, i⟩ · D[j+1, d+1⟩ ,

insert(D,D′,k) = D[1,k⟩ · D′ · D[k, d+1⟩ ,

copy(D, i, j,k) = insert(D,D[i, j+1⟩,k)

= D[1,k⟩ · D[i, j+1⟩ · D[k, d+1⟩ .

Figure 2: The CDE-algebra operations; D,D′ are documents,
d = |D|, i, j are positions of D, and k is a gap of D.

structure that allows, for every inner non-terminalA, constant-time

access to the non-terminals lc(A) and rc(A) and to the numbers

ord(A) and |D(A)|. When given the S-DAG of S, this data structure

can easily be computed in time O(|S|) in a bottom-up fashion

starting with the sinks of the S-DAG. The purpose of this basic

SLP data structure is to facilitate the efficient handling of SLPs.

4 COMPLEX DOCUMENT EDITING
Given a document database DDB = {D1, . . . ,Dm }, we want to

create new documents by a sequence of text-editing operations. We

use the following notation. The elements 1, 2, . . . , |D| are the posi-
tions, and the elements 1, 2, . . . , |D|+1 are the gaps of a documentD
(here, “gap k” refers to the gap between positions k−1 and k of D).
For two documents D1,D2, we denote by D1 ·D2 the concatenation
of D1 and D2, i. e., the document obtained by appending D2 at the

end of D1. We often omit the operator ‘·’ and use juxtaposition. For

a document D and positions i, j of D with i ⩽ j we define D[i, j+1⟩
as the factor of D that starts at position i and ends at position j . For
example, abcaacb[2, 5⟩ = bca.

We introduce an algebra for complex document editing (CDE-

algebra) whose basic operations are defined in Figure 2. A CDE-
expression φ over a document database DDB = {D1, . . . ,Dm } is

obtained by nested application of the basic CDE-algebra operations,

starting with documents in DDB. For a CDE-expression φ, we de-
note by |φ | the total number of its operations, i. e., the number of

internal nodes of its syntax tree. We write eval(φ) for the document

obtained from evaluating the expression φ on DDB. For example,

the CDE-expression

φ := concat(D1, insert(D3, extract(D7, 5, 21), 12))

describes the complex document editing already mentioned in the

introduction, i. e., the document obtained by taking the factor of

D7 from position 5 to 21, inserting this at gap 12 into document D3,

and then appending this document to D1. This expression φ has

size |φ | = 3.

Recall from Section 3 that we represent a document database

DDB by a strongly balanced SLP in normal form S = (N , Σ,R). In
order to represent a new document described by a CDE-expressionφ
within the same framework, we introduce the notion of an extension
of S: An SLP S′ = (N ′, Σ,R′) is called an extension of S if S′

is in

normal form, N ′ = N ∪ Ñ with N ∩ Ñ = ∅, and, for every A ∈ N ,

R′(A) = R(A). We call N the old non-terminals and Ñ the new

non-terminals. Note that the extension S′
still contains all old non-

terminals with exactly the same rules, while new non-terminals

Ã ∈ Ñ can have rules Ã → BC , where B and C can be old or new

non-terminals. Moreover, for every A ∈ N , DS′(A) = DS(A) and
ordS′(A) = ordS(A); and if A is (strongly) balanced in S, then A is

also (strongly) balanced in S′
. Another helpful point of view is that

the S′
-DAG is obtained from the S-DAG by just adding some new

nodes with their left and right arcs. An example of an extension is

illustrated by the grey part of Figure 1 (see also Example 4.1). For

convenience, we often will describe extensions by defining only

the set Ñ of new non-terminals and defining, for each such new

non-terminal, its rule.

Example 4.1. Let SLP S = (N , Σ,R) be the SLP from Example 3.1
that is illustrated by Figure 1 and that represents the document data-
base DDB = {D1,D2,D3} by the non-terminals A1,A2,A3.

Now consider the extensionS1 = (N ∪{A4}, Σ,R∪{A4 → A2A1}).
This extension adds document D4 := D2 · D1, represented by the
new non-terminal A4, to the document database (see Figure 1 for
an illustration). We can also create the slightly more complicated
extension S2 = (N ∪ {A5,G}, Σ,R ∪ {A5 → BG,G → DB}). This
extension adds document

D5 := D(B)D(G) = D(B)D(D)D(B) = abbcabcaabbcaabbca ,

represented by the new non-terminal A5, to the document database
(this is also illustrated by Figure 1).

The extensions of Example 4.1 are quite simple, as they only

add documents to DDB that are constructed by concatenating

existing documents. If, for example, we want to add the docu-

ment that is obtained by replacing factor D1[2, 6⟩ from D1 with

factor D2[3, 7⟩, i. e., the document given by the CDE-expression

insert(delete(D1, 2, 5), extract(D2, 3, 6), 2), then finding a suitable

extension is more complex. This section’s main result shows that

such extensions can be computed efficiently.

The remainder of this section is devoted to the proof of our fol-

lowing main theorem (Theorem 4.3). In this theorem, we assume

that the CDE-expressionφ is represented in a reasonable waywhere

the documents Di ∈ DDB that occur at the leaves of φ’s syntax
tree are represented by single non-terminals Ai of the SLP. The
maximum intermediate document size |maxφ (DDB)| induced by a

CDE-expression φ on the document database DDB is the maximum

length of any document of DDB that occurs at a leaf of φ’s syntax
tree, any intermediate document that is represented by a subexpres-

sion of φ, and the finally resulting document eval(φ). By induction,

one easily obtains the following (see Appendix B for a proof):

Lemma 4.2. Let DDB be a document database and let φ be a CDE-
expression over DDB. Then

|maxφ (DDB)| ⩽ 2
|φ | ·max{ |D| : D ∈ DDB} .

Ourmain result’s statement is that extending an SLP-represented
document database DDB according to a given CDE-expression φ,
while maintaining the property of being strongly balanced, can be

done in time O(|φ |· log |maxφ (DDB)|) — and by Lemma 4.2, this is

in O(|φ |2 + |φ | · logmax{ |D| : D ∈ DDB}).

Theorem 4.3 (CDE extension theorem). Let DDB be a docu-
ment database that is represented by a strongly balanced SLP S in



normal form. When given the basic SLP data structure for S and a
CDE-expression φ over DDB, we can construct a strongly balanced
extension S′ of S, along with its basic SLP data structure, and a
non-terminal Ã of S′, such that DS′(Ã) = eval(φ).

This construction takes time O(|φ |· log d) for d := |maxφ (DDB)|.
In particular, the number |Ñ | of new non-terminals is in O(|φ |· log d).

Note that O(|φ |· log d) ⊆ O(|φ |2 + |φ |· log{ |D| : D ∈ DDB}).

The proof proceeds by induction on the construction of φ, i.e.,
bottom-up along φ’s syntax tree. For each of the CDE-algebra’s

operations depicted in Figure 2, we prove a lemma for extending the

SLP so that it also represents the result of this operation. The main

challenge is to prove according lemmas for the operations concat
and extract; the remaining operations can then be implemented

easily as they are defined via concatenation and extraction.

The remainder of this section is devoted to the lemmas for concat
and extract, which we call concatenation and extraction lemma.

The concatenation lemma. In our constructions, it can hap-

pen that for some nodes the balance factor of balanced nodes

changes from −1, 0, or 1 to −2 or 2 (i. e., nodes become unbalanced).

As a remedy, a main ingredient of our construction for operation

concat is a balancing lemma that allows to re-balance such nodes:

Lemma 4.4 (balancing lemma). Let S = (N , Σ,R) be an SLP
in normal form let A ∈ N with rule either A → BC or A → CB,
let B , C , let C be strongly balanced, let ord(C) = ord(B) + 2, and
let node C in the S-DAG have in-degree 1 (i. e., A is the only non-
terminal such thatC has an occurrence in R(A)). We can construct an
SLP S′ = (N ∪ Ñ , Σ,R′) with the following properties:

(a) Ñ = {Ṽ } or Ñ = ∅.
(b) R′ is obtained from R by only changing the rules of A and C and,

if Ñ , ∅, adding the rule for Ṽ . The in-degree of non-terminals
of S does not increase in S′.

(c) For every F ∈ N \ {C}, DS′(F ) = DS(F ).
(d) A is balanced in S′. Every balanced descendant of A in S is still

balanced in S′. Every descendant of A in S′ either belongs to
Ñ or is a descendant of A in S. If Ñ , ∅, then Ṽ is a balanced
descendant of A in S′.

(e) ordS′(A) ∈ {ordS(A), ordS(A)−1}.

The construction can be carried out in constant time, provided that
we have available the basic SLP data structure for all non-terminals
of S that are reachable from A.

The proof of this lemma relies on rotations similar to the ones

commonly used for balanced search trees (like AVL-trees). How

such rotations can be used for SLPs is folklore and has already

been sketched in [20]. For our applications, we needed to formulate

and prove the balancing lemma with several additional conditions,

and we argue directly on the S-DAG instead of derivation trees. A

detailed proof will be provided in the paper’s full version.

What follows is the precise statement of the concatenation lemma,

along with a brief proof sketch. The lemma’s essence and its proof

idea have already been sketched in [20]. But for our purposes — as

we want to apply it repeatedly within an inductive construction —

we need the following more detailed statement and more precise

algorithmic properties. Working out these details in a way that fits

to our overall framework was non-trivial.

Aℓ = B

Lℓ Aℓ−1

Lℓ−1 ...

A2

L2
A1 = D

C

lc(C) rc(C)

ord(D) ∈ {ord(C ), ord(C )+1}

(a) The B-to-D path with ord(B) − ord(C) ⩾ 2.

Ã := Ãℓ

Lℓ

Ãℓ−1

...
Lℓ−1

Ã3

L3
Ã2

L2
Ã1

D C

(b) The extension S1 of

S.

Figure 3: Themain construction of Lemma 4.5. The newnon-
terminal Ã1 is balanced, but all other new non-terminals
Ã2, . . . , Ãℓ may be unbalanced.

Lemma 4.5 (concatenation lemma). Given the basic SLP data
structure of an SLP S = (N , Σ,R) in normal form, and strongly
balanced B,C ∈ N , we can compute in time O(|ord(B) − ord(C)|) an
extension S′ = (N ∪ Ñ , Σ,R′) of S, along with its basic SLP data
structure, and an Ã ∈ Ñ , such that

DS′(Ã) = concat(DS(B),DS(C)). (1)

Furthermore, the following is true:

(a) Every X̃ ∈ Ñ is strongly balanced in S′,
(b) |Ñ | ⩽ max{ 1 , 2· |ord(B)−ord(C)| − 1 }, and
(c) ord(Ã) ∈ {m,m+1} form := max{ord(B), ord(C)}.

Proof Sketch. We focus on the casewhere ord(B) ⩾ ord(C)+2.
We start in node B of the S-DAG and move along the right-arcs un-

til we find a node D with ord(D) − ord(C) ∈ {0, 1} (see Figure 3(a)).

Then we make a copy of this B-to-D-path (with new non-terminals

Ãi ) and the non-terminal C inserted, as shown in Figure 3(b). It

can be seen thatD(Ã) = concat(D(B),D(C)) and that Ã1 is strongly

balanced. However, for every i ∈ [ℓ−1], ord(Ãi ) = ord(Ai ) + 1 is
possible, and therefore, bal(Ãi+1) = bal(Ai+1) − 1 = −2 is possi-

ble, i. e., some Ãi+1 might be unbalanced. The idea is now to use

the balancing lemma (Lemma 4.4) to re-balance all unbalanced Ãi .

However, the balancing lemma may decrease the order of Ãi (and

therefore the balance factors of Ãj with j > i), and it can only

be used for re-balancing unbalanced non-terminals with balance

factor 2 or −2. Therefore, we have to carefully argue inductively

that the balancing lemma can in fact always be applied until all

non-terminals are balanced. A detailed proof will be provided in

the paper’s full version. □



The extraction lemma. We now provide the precise statement

and a proof sketch of the extraction lemma. The proof relies on two

ingredients: First, we identify suitable non-terminals that represent

documents whose concatenation precisely yields the desired fac-

tor D[i, j+1⟩. Afterwards, we iteratively apply the concatenation

lemma to construct the desired extension of the SLP. The main

challenge is to achieve all this within the desired time bound.

Lemma 4.6 (extraction lemma). Given the basic SLP data struc-
ture of an SLP S = (N , Σ,R) in normal form, a strongly balanced
A ∈ N , and i, j ∈ {1, 2, . . . , |DS(A)|} with i ⩽ j, we can compute
in time O(ord(A)) an extension S′ = (N ∪ Ñ , Σ,R′) of S, along
with its basic SLP data structure, and an Ã ∈ N ∪ Ñ such that
DS′(Ã) = extract(DS(A), i, j). Furthermore, every X̃ ∈ Ñ ∪ {Ã} is
strongly balanced in S′, and |Ñ | ⩽ 16·ord(A).

Proof Sketch. Let us first assume we have already proven the

lemma’s statement for the special cases of i = 1 (∗) or j = |D(A)| (∗∗),
but with a smaller size bound on the number of new non-terminals.

We argue by induction on ord(A) that then the lemma’s statement

also holds in its general form: Let i, j ∈ {1, 2, . . . , |DS(A)|} with
2 ⩽ i ⩽ j < |D(A)|, and let A → BC be the rule of A. If j ⩽ |D(B)|
or if i > |D(B)|, then we are done by induction (i. e., we can use

the lemma’s statement on B or C , respectively). Hence, we assume

that i ⩽ |D(B)| and j > |D(B)|. Then, we have D(A)[i, j⟩ = D1 · D2

for D1 := D(B)[i, |D(B)|+1⟩ and D2 := D(C)[1, j ′+1⟩ with j ′ :=

j − |D(B)|. This means that we have the special case (∗∗) with

respect to B and the special case (∗) with respect to C . Hence, by

assumption, we can compute a non-terminal B̃ with D(B̃) = D1

and a non-terminal C̃ with D(C̃) = D2. With an application of the

concatenation lemma (Lemma 4.5), we can therefore compute a

non-terminal Ã with D(Ã) = D1 · D2 = extract(DS(A), i, j).
Next, we discuss how (∗) can be proven (the case (∗∗) is sym-

metric). Let j ∈ {1, . . . , |D(A)|−1}. Since |D(A)| > j, we can start

in node A and move along the left arcs, until we find for the first

time a non-terminal A1 (with direct predecessor X1) that satisfies

|D(A1)| ⩽ j. We also know that |D(X1)| = |D(A1) ·D(rc(X1))| > j,
since otherwise X1 would have been a valid choice instead of A1.

Therefore, we can now repeat this step: from rc(X1) we move along

the left arcs, until we find for the first time a non-terminal A2 (with

direct predecessorX2) that satisfies |D(A1)·D(A2)| ⩽ j . By iterating
this, we can compute descendants A1, . . . ,Aℓ and X1, . . . ,Xℓ of A,
such that Ai = lc(Xi ) for all i ∈ [ℓ], and Xi+1 is a descendant of
Xi for every i ∈ [ℓ−1], and D(A)[1, j+1⟩ = D(A1) · · ·D(Aℓ) (see

Figure 4). Moreover, ℓ ⩽ ord(A) and these non-terminals can be

computed in time O(ord(A)).
The next task is to apply the concatenation lemma for (ℓ−1)

times with respect to the non-terminals Ai : The first application

constructs a new non-terminal Ãℓ−1 with D(Ãℓ−1) = D(Aℓ−1) ·

D(Aℓ), the second application constructs a new non-terminal Ãℓ−2

with D(Ãℓ−2) = D(Aℓ−2) ·D(Ãℓ−1) = D(Aℓ−2 · Aℓ−1 · Aℓ), and, in

general, the i-th application constructs a new non-terminal Ãℓ−i
with D(Ãℓ−i ) = D(Aℓ−i ) ·D(Ãℓ−(i−1)) = D(Aℓ−i · Aℓ−i+1 · · ·Aℓ).

The overall runtime guarantee obtained from the concatenation

lemma is O(t) for t :=
∑ℓ−1
i=1 |ord(Aℓ−i ) − ord(Ãℓ−(i−1))| (letting

Ãℓ := Aℓ ). We have to show that this is in O(ord(A)). This is far
from trivial, and the naive analysis only yields a poorer runtime

X1

A1 rc(X1)

X2

A2 rc(X2)

. .
.

Xℓ−1

Aℓ−1 rc(Xℓ−1)

Xℓ

Aℓ

Figure 4: Illustration for handling case (∗) in the proof of
Lemma 4.6. The solid arcs are left and right arcs; while the
snake-shaped arcs are paths (of length ⩾ 0) of only left arcs.

guarantee of O(ord(A)2). To see why, consider the particular case

where ℓ is of size roughly ord(A) andXi+1 = rc(Xi ) for all i ∈ [ℓ−1].

The concatenation lemma only ensures ord(Ã) ∈ {m,m+1} form :=

max{ord(B), ord(C)}, where Ã is the non-terminal with D(Ã) =
concat(D(B),D(C)). Thus, in our iterated application of the con-

catenation lemma it seems possible that ord(Ãℓ−i ) ≈ ord(Aℓ−i ) + i

and hence t might be as large as

∑ℓ−1
i=1 i , i.e., of size Ω(ℓ

2).

To achieve the runtime guarantee ofO(ord(A)), we have to make

a deeper analysis to obtain a more thorough estimation. By in-

duction we can show that for every i ∈ [ℓ−1] there exists an

ri ∈ {0, 1, 2} such that ord(Ãℓ−i ) = ord(Aℓ−i ) + ri . This implies

that t ⩽
∑ℓ−1
i=1 ri +

∑ℓ−1
i=1 (ord(Aℓ−i ) − ord(Aℓ−(i−1))). The first sum

is in O(ℓ), the second sum is a telescope adding up to ⩽ ord(A). In
summary, this yields the claimed runtime guarantee of O(ord(A)).
A detailed proof will be provided in the paper’s full version. □

5 ADDING DOCUMENTS DIRECTLY
In this section, we briefly discuss the following scenario: We already

have available the basic SLP data structure of a strongly balanced

SLPSDDB that represents a document databaseDDB. Nowwewant

to insert a new documentD into the document database (by suitably

extending the SLP SDDB and its basic SLP data structure), and we

want to do this without applying complex document editing.

We use known results on single rooted SLPs, i. e., SLPs whose
S-DAG has only one root (a node without incoming edge(s)), which

are also denoted by S = (N , Σ,R, S0), where S0 is the root. Such
SLPs are usually interpreted as representing the single document

D(S0). Two single rooted SLPs are equivalent if their roots derive
the same document.

If D is given by a single rooted SLP S with root S0, then we

transform it into an equivalent strongly balanced S′
in normal

form. This can be done in time O(|S|· log |D|) as follows: We first



use the balancing result from [7] or [8] (which bound, for some

constant c , each ord(A) by c · log |D(A)| or by c · log |D|, respectively).

Afterwards, we apply the concatenation lemma (Lemma 4.5) to all

rules in a bottom-up fashion, and while doing so we ensure that the

non-terminals of the newly generated SLP S′
are disjoint from the

non-terminals already present inSDDB. Finally, we extendSDDB by

simply adding the non-terminals of S′
and their associated rules.

An obvious question is if this constuction can even be carried

out in time O(|S|), avoiding the factor log |D|. The answer is “no”,

as shown in [7].

In case that the new document D is not provided in form of

an SLP, but given as a plain text, we first compute an SLP S for

D, and afterwards proceed as before. This adds an additive term

tcompress(D) to the overall running time, where tcompress(D) is the
running time of computing S — i.e., of compressing the document

D by an SLP. This task is theoretically well-understood and there

also exists a rich toolbox of practical methods solving this task (cf.,

[2, 3, 9, 10, 20]). In fact, it is justified to assume that tcompress(D)
is linear or a low-degree polynomial in |D|; and the size of the

constructed SLP can be expected to be rather small in most practical

cases.

If we want to add several documents D1,D2, . . . ,Dm to an SLP-
represented document database, or if we want to build the docu-

ment database {D1,D2, . . . ,Dm } from scratch, then we can iterate

the approach from above. However, in order to achieve a better

compression (at the cost of a slightly increased running time), we

may, instead, proceed as follows: First, construct the document

D = D1 · D2 · · ·Dm and then proceed as described above. The thus

obtained SLP S for D can afterwards, by usingm applications of

the extraction lemma (Lemma 4.6), be transformed into an SLP that

represents the document database DDB = {D1,D2, . . . ,Dm } by

suitable non-terminals A1,A2, . . . ,Am .

6 QUERYING DOCUMENT DATABASES
This section is devoted to efficient query evaluation on document

databases in the presence of complex document editing. The sce-

nario is as follows: Assume we have represented a document data-

base DDB by a strongly balanced SLP S in normal form, we have

available the basic SLP data structure, and this basic SLP data struc-

ture has already been enriched to a query data structure that sup-
ports the efficient evaluation of queries Q1, . . . ,Qk that have previ-

ously been registered in our document database system. When

given a CDE-expression φ, the CDE extension theorem (Theo-

rem 4.3) tells us how to extend the SLPS and its basic SLP data struc-

ture such that the extension contains a new non-terminal Aφ with

D(Aφ ) = eval(φ). This section now deals with the question of how

to extend the existing query data structure to the new non-terminals

such that the queriesQ1, . . . ,Qk can be efficiently evaluated also on

the new document described by φ. It turns out that, when building

upon the framework of [22], this can be achieved in time linear

in the number of new non-terminals, for each of the registered

queries Q1, . . . ,Qk . Recall from Theorem 4.3 that the number of

new non-terminals is in O(|φ |· log d) for d := |maxφ (DDB)|.
To present details on this construction, we have to provide back-

ground on the particular query model and the approach of [22] for

evaluating these queries on SLP-represented documents.

Document spanners. The query model we adopt here is the

information extraction framework of document spanners [4]. We

assume that the reader is familiar with this framework, and we

only provide the necessary notations here. Let D be a document.

For every i, j ∈ [|D|+1] with i ⩽ j, the “tuple” [i, j⟩ is called a span
of D. Such a span [i, j⟩ obviously represents the factor D[i, j⟩ of
D. Spans(D) denotes the set of all spans of D, and we let Spans =
{[i, j⟩ : i, j ∈ N, i ⩽ j}.

For a finite set X of variables, an (X,D)-tuple (or just span-tuple
if X and D are clear from the context) is a partial function X →

Spans(D). An (X,D)-relation is a set of (X,D)-tuples. A spanner
(over terminal alphabet Σ and variables X) is a function that maps

every document D ∈ Σ+ to an (X,D)-relation. In this work, we

consider regular spanners (over Σ and X), i.e., spanners that can

be represented by a finite automaton M (cf. [1, 4–6, 14, 18, 21]).

Since we want to build upon the approach of [22], we have to use

their representation of regular spanners, whereM is a DFA or an

NFA that accepts a certain language of subword-marked words. For
describing this, we need some more notation.

For a set X of variables, we use a special alphabet ΓX = { ▷x , ◁x :

x ∈ X} of markers. An (X,D)-tuple t is represented as a marker
set t̂ := {( ▷x , i), (◁x, j) : x ∈ dom(t), t(x) = [i, j⟩}. A set Λ ⊆

ΓX × N is a partial marker set if it is a subset of some marker set

that represents an (X,D)-tuple. For a partial marker set Λ and a

documentDwithmax{ℓ : (σ , ℓ) ∈ Λ} ⩽ |D|+1, the partial subword-
marked word m(D,Λ) is obtained by inserting Λ’s markers into D,
i. e., m(D,Λ) := A1b1 . . .A |D |b |D |A |D |+1, where bi is the letter at
position i in D and Ai = {σ : (σ , i) ∈ Λ}. To avoid clutter, we will

often omit those Ai where Ai = ∅. If Λ is a (non-partial) marker set

that describes an (X,D)-tuple t , then m(D,Λ) is called a subword-
marked word. For simplicity, we shall also write m(D, t) instead of

m(D,Λ) in case that Λ is the marker-set representation of t .
Now, a finite automatonM represents the spanner JMK defined

as follows: for every document D, an (X,D)-tuple t is in JMK(D)
if and only if the subword-marked word m(D, t) is accepted byM .

Any NFA or DFA that represents a spanner in this way is called a

spanner automaton.

Example 6.1. Let X = {x, y}, Σ = {a, b, c} and D = abcbcaab.
Then t with t(x) = [2, 6⟩ and t(y) = [6, 8⟩ is an (X,D)-tuple (or,
in tuple notation, t = ([2, 6⟩, [6, 8⟩)). The marker set representation
of t is {( ▷x , 2), (◁x, 6), ( ▷y , 6), (◁y, 8)}, and m(D, t) = a { ▷x } b c b c
{◁x, ▷y } a a {◁y} b.

Figure 5 shows a regular spanner (over Σ and X) represented by
a DFAM . For example,M accepts abcbc{ ▷x }aa{◁x}b, which means
that ([6, 8⟩,⊥) ∈ JMK(D). Analogously, ([1, 3⟩,⊥) ∈ JMK(D) and
(⊥, [5, 6⟩) ∈ JMK(D).

Spanner evaluation on SLP-represented documents. We

focus on the following query evaluation task: LetM be a spanner

automaton. Enumerate, without repetitions, and with a guaranteed

bound on the maximum delay, all span-tuples in JMK(D(A)), where
A is a non-terminal of the SLP that represents our document data-

base. In [22] it has been shown that this problem can be solved

with a delay ofO(log |D(A)|) after a preprocessing phase that takes
time linear in the size of the SLP. This section’s aim is to lift this

approach to the setting of complex document editing. To do so, we
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Figure 5: A DFA that represents a spanner over alphabet
{a, b, c} and variables {x, y} (1 is the initial state and 6 is the
only accepting state).

first have to recall the auxiliary data structures that are computed

in the preprocessing phase of the algorithms of [22]. Fortunately,

we only need to argue that these auxiliary data structures can be ex-

tended when extending the SLP, so that the results of [22] still apply.
Thus, we shall present these data structures on an intuitive level

and defer more detailed definitions and technical considerations to

the paper’s full version.

LetM be a spanner automaton with state spaceQ = {1, 2, . . . ,q},
initial state 1, accepting states F and transition function δ . For
every non-terminal A of the SLP S that represents our document

database, we define (q ×q)-matrices TMA , RMA and, if A is an inner

non-terminal, IMA . These matrices are called A’s tuple matrix, A’s
reachability matrix, and A’s intermediate states matrix, respectively.
For every pair i, j of states ofM , TMA [i, j] contains all marker sets

Λ such that M can go from state i to state j by reading the word

D(A)with the markers ofΛ inserted, i.e., the wordm(D(A),Λ). Note
that this means that TMA contains a full representation of the entire

query result JMK(D(A)) — we will neither have time nor space to

precompute and store all this explicitly. But we do have time and

space available for computing and storing the matrices RMA and IMA ,

which are defined as follows.

RMA [i, j] contains one of three possible flags that indicate whether

TMA [i, j] is the empty set, whether TMA [i, j] only contains the empty

marker set (meaning that we can read D(A) between states i and
j, but only without any markers), or whether neither of these two

apply. For an inner non-terminal A with rule A → BC , we define
IMA [i, j] to consist of all the states k such that M can read some

marked version of D(B) between states i and k , and some marked

version of D(C) between states k and j.
As noted above, we will avoid to precompute and store the tuple

matrices TMA for all the non-terminals A of the SLP — we compute

and store them only for the leaf non-terminals, i.e., the non-terminals

Tx for x ∈ Σ whose rule is Tx → x .
We are now ready to precisely define the query data structure

mentioned at the beginning of this section. Let S be an SLP in

normal form that represents a document database DDB, and let

M1, . . . ,Mk be deterministic spanner automata. When speaking

of the query data structure for S and M1, . . . ,Mk we mean the

basic SLP data structure of S, enriched by the following auxiliary

information: for eachM ∈ {M1, . . . ,Mk } and every

• non-terminal A of S we have stored the matrix RMA ,

• inner non-terminal A of S we have stored the matrix IMA ,

• leaf non-terminal Tx (for x ∈ Σ) we have stored the matrix TMTx .

Using these notions, the main result of [22] is as follows (in terms

of data complexity, i.e., treating the size of the spanner automaton

as a constant).

Theorem 6.2 ([22]). Given an SLP S and given a deterministic
spanner automatonM , the query data structure for S andM can be
computed in time O(|S|).

Furthermore, given the query data structure forS andM , and given
a non-terminalA ofS, the query result JMK(D(A)) can be enumerated
with delay O(ord(A)).

If S is an arbitrary SLP in normal form, then the delay bound

O(ord(A)) can in the worst case be of the same order as the total size

of the SLP. This problem was handled in [22] by ensuring that A is

c-shallow for some constant c , since then ord(A) is inO(log |D(A)|).
As already discussed in Section 5, for single rooted SLPs with root

S0 it is known from [7, 8] that c-shallowness of S0 can be achieved

in time linear in the size of the SLP — and this was used in the

preprocessing phase of [22]. In the present paper, we enforce that

the SLP is strongly balanced, which also implies that every non-

terminal of the SLP is c-shallow (cf., Lemma 2.1). Moreover, as

demonstrated in Section 4, the property of being strongly balanced

can be maintained by our updates based on complex document

editing (note that c-shallowness for all non-terminals can also be

achieved in linear time by the result of [7], but it seems rather

difficult to maintain this property upon extensions of the SLP).

Spanner evaluation in the presence of complex document
editing. The next lemma shows how to update the query data

structure forS andM1, . . . ,Mk in case thatS is extended by adding

a number of new non-terminals Ñ along with their associated rules.

The runtime statement, again, is in terms of data complexity, i.e.,

treating the size of the spanner automaton as a constant.

Lemma 6.3. Let S be an SLP in normal form and letM be a deter-
ministic spanner automaton such that the query data structure for S
and M has already been computed. Let S′ be an extension of S by
a set Ñ of new non-terminals (and their rules). Within time O(|Ñ |)

we can extend the existing query data structure into the query data
structure for S′ andM .

The proof uses the methods of [22] and visits the new non-

terminals (and only the new non-terminals) in a bottom-up fashion

according to the S′
-DAG (i.e., the lower their order in S′

is, the

earlier they are visited). Details will be provided in the paper’s full

version.

Combining this with the CDE extension theorem (Theorem 4.3)

and with Theorem 6.2, we obtain this section’s main result:

Theorem 6.4. LetDDB = {D1,D2, . . . ,Dm } be a document data-
base that is represented by a strongly balanced SLP S in normal form.
LetM1, . . . ,Mk be deterministic spanner automata. When given the
query data structure for S and M1, . . . ,Mk and a CDE-expression
φ over DDB, we can construct a strongly balanced extension S′ of
S and the query data structure for S′ and M1, . . . ,Mk , and a new
non-terminal Ã of S′, such that D(Ã) = eval(φ). This construction
takes time O(k ·|φ |· log d) for d := |maxφ (DDB)|.

Afterwards, upon input of any D ∈ docs(S′) (represented by a
non-terminal of S′) and any i ∈ [k], the query result JMi K (D) can
be enumerated with delay O(log |D|).



7 FINAL REMARKS
We conclude with an outlook on implications and possible exten-

sions of this work.

A note on extraction and further manipulation of the ac-
tual data. In the information extraction framework of [4], regular

spanners are employed as basic extractors of span-relations, which

are then further queried or manipulated by a spanner algebra (see
also [19]). In this regard, the string equality selection plays a promi-

nent role, which, for given columns x and y of a span-relation,

selects those tuples whose x-span [ix, jx⟩ and y-span [iy, jy⟩ sat-
isfy D[ix, jx⟩ = D[iy, jy⟩. In the SLP-compressed setting it is not

entirely obvious how the actual data D[i, j⟩ for a given span [i, j⟩
can be accessed. Of course, for the non-terminal A that describes

D, we could construct the entire document D(A)[i, j⟩ as a plain

text in time O((j−i)· log |D(A)|), or just access the symbol on po-

sition i of D(A) in time O(log |D(A)|). However, the real asset of
the SLP-compressed setting is that for any span [i, j⟩, by one ap-

plication of the extraction lemma (Lemma 4.6) we can also get

in time O(log |D(A)|) a strongly balanced SLP-representation for

D(A)[i, j⟩. Moreover, if we are enumerating JMK(D(A)) with delay

O(log |D(A)|), then the application of the extraction lemma is sub-

sumed by the delay, which means that we can assume that for every

individual span we are also provided with a non-terminal that de-

rives exactly this span. Since one can decide whether D(A) = D(B)
in time polynomial in the compressed size |S|, instead of the un-

compressed size |D(A)| and |D(B)| (see [12, Section 5]), we can

even use the spanner algebra without explicitly decompressing any

SLP-represented data.

A note on other evaluation problems. In this paper, we fo-

cus on regular spanners as query class, and on the enumeration

problem in particular. However, our approach of complex docu-

ment editing is also applicable to other evaluation tasks, including

testing (i. e., checking whether t ∈ JMK(D) for a given span-tuple

t ) and non-emptiness (i. e., checking whether JMK(D) , ∅). Precise

results concerning these evaluation tasks in the setting of complex

document editing will be incorporated in this paper’s full version.

A note on a more general kind of queries. The spanner

automata considered as query class in this paper can be viewed

as finite automata that read an input over Σ and just insert some

meta-symbols (i. e., sets of markers) between symbols of this input.

Hence, spanner automata are essentially finite transducers. It is

not difficult to see that our results also extend to arbitrary finite

transducers, i.e., to the more general query class considered in [15].
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that this tree has height k , and it has exactly |D(A)| leaves. This

implies that |D(A)| ⩽ 2
k
and therefore log |D(A)| ⩽ k = ord(A)−1.

Since A is strongly balanced, we know that on any path from

A to some leaf, the order can decrease from a node to its direct

successor by at most 2, and hence any such path has length at least

⌈k
2
⌉. Since 1

2
log |D(A)| ⩽ 1

2
k , this means that any path from A to

some leaf has length at least
1

2
log |D(A)|.

In order to finish the lemma’s proof, it only remains to show

that ord(A)−1 ⩽ 2· log |D(A)| holds for all strongly balanced non-

terminals A. We prove this by induction on k := ord(A)−1.
For the induction base, k = 0 andA is a leaf non-terminal. Hence,

|D(A)| = 1 and 2· log |D(A)| = 0 = k .
For the induction step, A is an inner non-terminal with rule

A → BC , and the induction hypothesis holds for B and C . I.e., for
each D ∈ {B,C} we have ord(D)−1 ⩽ 2· log |D(D)|, i.e., |D(D)|2 ⩾

2
ord(D)−1

. Let k := ord(A)−1. Since A is balanced, one of its two

children B,C has order k and the other one has order either k

or k−1. Thus, |D(A)|2 =
(
|D(B)| + |D(C)|

)
2

= |D(B)|2 + |D(C)|2 +

2·|D(B)|·|D(C)| ⩾ 2
k−1+2k−2+2·

√
2
k−2·

√
2
k−1 ⩾ 2

k−1+2k−1 = 2
k
.

Hence, 2· log |D(A)| ⩾ k = ord(A)−1. □

B DETAILS ABOUT CDE-EXPRESSIONS
We first define CDE-expressions over a document database DDB
in more detail. For every D1,D2 ∈ DDB, all positions i, j of D1,

and every gap k of D1, each φ ∈ {concat(D1,D2), extract(D1, i, j),
delete(D1, i, j), insert(D1,D2,k), copy(D1, i, j,k)} is a CDE-expres-
sion over DDB; the value eval(φ) of φ is a document defined by the

equalities shown in Figure 2. Moreover, for all CDE-expressions

φ1,φ2 over DDB, all positions i, j of eval(φ1), and every gap k
of eval(φ1), we let concat(φ1,φ2), extract(φ1, i, j), delete(φ1, i, j),
insert(φ1,φ2,k), and copy(φ1, i, j,k) be CDE-expressions overDDB
with

eval(concat(φ1,φ2)) = concat(eval(φ1), eval(φ2)) ,

eval(extract(φ1, i, j)) = extract(eval(φ1), i, j) ,

eval(delete(φ1, i, j)) = delete(eval(φ1), i, j) ,

eval(insert(φ1,φ2,k)) = insert(eval(φ1), eval(φ2),k), and

eval(copy(φ1, i, j,k)) = copy(eval(φ1), i, j,k) .

For a CDE-expression φ over a document database DDB, we also
consider its syntax tree Tφ = (Nφ ,Eφ ), i. e., an ordered tree of maxi-

mum degree 2. Every inner node t ∈ Nφ is labelled with (concat) or
(insert,k) and has two children, or it is labelled with (extract, i, j),
(delete, i, j), or (copy, i, j,k) and has only one child; every leaf is

labelled with a document from DDB. We observe that there is a

natural bijection between φ’s subexpressions and Nφ . For every
node t ∈ Nφ , we define Dφ,t := eval(φt ), i. e., Dφ,t is the document

represented by the subexpression of node t . We also define |φ | to be
the number ofTφ ’s internal nodes. Themaximum intermediate docu-
ment size of φ is defined by |maxφ (DDB)| = max{|Dφ,t | : t ∈ Nφ }.

Next, we provide a proof of Lemma 4.2.

Proof of Lemma 4.2. Let maxDDB := max{|D| : D ∈ DDB}. By
induction we show that

|eval(φ)| ⩽ 2
|φ | ·maxDDB (2)

holds for every CDE-expression φ. Note that the lemma’s statement

is an immediate consequence of this.

First, we observe that (2) holds if φ is a single operation of

the CDE-algebra: In this case, we have |φ | = 1. Moreover, if φ =
extract(D, i, j) orφ = delete(D, i, j), then |eval(φ)| ⩽ |D| ⩽ maxDDB.
If φ = concat(D,D′) or φ = insert(D,D′,k), then |eval(φ)| ⩽
|D| + |D′ | ⩽ 2maxDDB. If φ = copy(D, i, j,k), then |eval(φ)| ⩽
2|D| ⩽ 2maxDDB.

Next, we consider the induction step. If φ = extract(ψ , i, j) or
φ = delete(ψ , i, j), then

|eval(φ)| ⩽ |eval(ψ )| ⩽ 2
|ψ | ·maxDDB ⩽ 2

|φ | ·maxDDB .

If φ = concat(ψ ,ψ ′) or φ = insert(ψ ,ψ ′,k), then

|eval(φ)| = |eval(ψ )| + |eval(ψ ′)|

⩽ 2
|ψ | ·maxDDB + 2

|ψ ′ | ·maxDDB

= maxDDB · (2 |ψ | + 2 |ψ
′ |)

⩽ maxDDB · (2 |φ |) .

If φ = copy(ψ , i, j,k), then

|eval(φ)| ⩽ 2 · |eval(ψ )|

⩽ 2 · 2 |ψ | ·maxDDB

= 2
|ψ |+1 ·maxDDB

= 2
|φ | ·maxDDB .

□

C THE CDE-ALGEBRA LEMMAS FOR THE
OPERATIONS DELETE, INSERT, AND COPY

For completeness, we state here the lemmas for the CDE-algebra

operations delete, insert and copy. Since these operations can be

expressed by the operations concat and extract, the corresponding
lemmas can easily be proven by using the Lemmas 4.5 and 4.6.

Lemma C.1 (deletion lemma). Given the basic SLP data structure
of an SLP S = (N , Σ,R) in normal form, a strongly balanced A ∈

N , and i, j ∈ {1, 2, . . . , |DS(A)|} with i ⩽ j, we can compute in
time O(ord(A)) an extension S′ = (N ∪ Ñ , Σ,R′) of S, along with
its basic SLP data structure, and an Ã ∈ Ñ , such that DS′(Ã) =

delete(D(A), i, j). Furthermore, every X̃ ∈ Ñ is strongly balanced in
S′.

Lemma C.2 (insertion lemma). Given the basic SLP data struc-
ture of an SLP S = (N , Σ,R) in normal form, strongly balanced
A,B ∈ N , and a k ∈ {1, 2, . . . , |DS(A)|+1}, we can compute in
time O(max{ord(A), ord(B)}) an extension S′ = (N ∪ Ñ , Σ,R′) of
S, along with its basic SLP data structure, and an Ã ∈ Ñ , such
that DS′(Ã) = insert(D(A),D(B),k). Furthermore, every X̃ ∈ Ñ is
strongly balanced in S′.

Lemma C.3 (copying lemma). Given the basic SLP data struc-
ture of an SLP S = (N , Σ,R) in normal form, a strongly balanced
A ∈ N , and i, j ∈ {1, 2, . . . , |DS(A)|} with i ⩽ j, and a k ∈

{1, 2, . . . , |DS(A)| + 1}, we can compute in time O(ord(A)) an ex-
tension S′ = (N ∪ Ñ , Σ,R′) of S, along with its basic SLP data
structure, and an Ã ∈ Ñ , such that DS′(Ã) = copy(D(A), i, j,k).
Furthermore, every X̃ ∈ Ñ is strongly balanced in S′.



By these lemmas, together with Lemma 4.5 and Lemma 4.6, we

have a lemma for each of the basic operations of the CDE-algebra.

Using this, the proof of Theorem 4.3 is straightforward.
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