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Abstract 

The numerical simulation of the horizontal solidification of pure tin under natural convection 

and under forced convection induced by Electromagnetic Stirring (EMS) is presented and 

compared with experimental results obtained by the ‘AFRODITE’ benchmark setup, 

described in several previous publications [6-10]. The experiment consists in solidifying a 

rectangular ingot (100×10×60 mm) using two lateral heat exchangers which allow the 

application of a controlled horizontal temperature difference. The experimental temperature 

difference between the two lateral sides of the sample DT = 40 K and the cooling rate CR = -

0.03K/s. Under these conditions the solidification front is planar throughout the experiment. 

Enthalpy formulation based on fixed-grid techniques is used for the numerical simulations of 

the phase-change problems, accounting for buoyancy convection and forced convection 

created by Lorentz forces generated by an external Travelling Magnetic Field (TMF). The 

temperature distribution obtained by numerical simulation is demonstrated to effectively 

reproduce the temperature maps obtained from the experimental measurements. The proposed 

3D numerical model has demonstrated its effectiveness in predicting the effect of EM stirring 

on the solidification process in terms of thermal field, dynamic field and the shape and 

localization of the solidification front. 

 Keywords Solidification; natural/forced convection; 3D model; phase change; 

Electromagnetic Stirring; Lorentz force. 

1. Introduction 

Over the last few decades, many researchers have been interested in the solidification 

process because of its role in major pathways to producing materials, especially metals and 

alloys. The conditions for the transformation from liquid to solid (phase change process), such 

as the temperature gradient and the growth rate, vary from process to process and also within 

a process as a function of time and space. For this reason we need numerical simulation when 

the simulated problems are complex, in order to obtain more significant results. This is 

especially the case for the solidification of metallic liquids in convective conditions, which 

can be seen as a complex problem. An example is the case of a rectangular ingot, given the 

simplicity of both the numerical resolution and the experimental characterization. The work 
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presented in this paper is rooted in the experimental work by Hebditch and Hunt [1], in which 

the mechanism of action of natural convection on macrosegregation formation was studied. 

By promoting horizontal solidification (perpendicular to gravity) of tin alloys displaying large 

density variations during solidification, significant macrosegregation was observed. The 

experiment was designed as quasi-2D and has been used as a basis for many numerical 

studies, including benchmark problems [2, 3] and studies of the impact of microsegregation 

modelling [4]. Hachani et al. [5] report binary tin alloy solidification experimental work and 

show that, though regular patterns are expected in the solidified ingot mesostructure, 

significant statistical variations in their location are also to be expected. This is a strong new 

argument in favour of the development of models using statistical approaches. The directional 

solidification benchmark setup AFRODITE, which is the subject of this paper, was proposed 

as a ‘quasi-2D’ experiment by Fautrelle and co-workers [6–10]. The solidified samples are 10 

cm long, 6 cm high and only 1 cm thick. A very tricky issue in comparing computational 

models with this form of experimental study is the need to introduce adequate practical 

boundary conditions for the problem of heat transfer [11, 12]. Boussaa et al. [9, 10] validated 

a model based on a two-phase volume-averaged technique using Sn-3wt % Pb alloy 

experimental results. They concluded that the 2D calculation approach overestimates the 

velocity field by a factor of 1.5, leading to inconsistency with respect to the experimental 

results. They also found that the damping effect of the lateral walls taken into account in the 

3D models provides significant agreement with the experiment measurements, as it could 

predict the main behaviour of meso/macrosegregation in the solidified ingot. Botton et al. [13] 

suggested that assuming the temperature field to be 2D is a close estimate, because the cavity 

is confined, the liquid metals are good thermal conductors (fairly low Prandtl number) and the 

heat flux is in the horizontal longitudinal direction. In contrast, the velocity field cannot be 

assumed to be close to 2D, because of its changes throughout the transverse direction due to 

the no-slip condition on the lateral sides. In order to take the three-dimensionality of the 

velocity field into consideration, an alternative to fully 3D simulations can be obtained by 

integrating the motion equations in the transverse direction, assuming the specified forms for 

velocity, temperature and electromagnetic stirring. Note that a reliable representation of the 

temperature field is one of the major keys to the simulation of solidification problems. We 

consider that a very first compulsory step towards the implementation of an effective binary 

alloy solidification model is to validate its ability to: (1) reproduce the temperature field in 

natural convection configurations; (2) predict the shape and position of the solid-liquid 

interface in pure metal solidification cases. The uncertainty posed by phase-change problems 

is the latent heat release at the moving solid/liquid interface, whose position is usually an 

unknown function of time and space and can determined as a part of the solution. The 

apparent heat capacity method [14] (AHCM), which has some special computational 

attributes, is one of the techniques that are applied to process latent heat release for the 

solidification problems. In the case of forced convection, the application of a magnetic field in 

the solidification process controls the microstructure and enhances the mechanical alloy 

characterisations [15-20]. Johnson et al. [21, 22] studied the influence of EMS on the 

microstructure of pure Sn and Sn-Pb alloy. Another aim was to examine in detail the effect of 

natural convection and forced convection (caused by an induction magnetic field) through the 

thermally controlled solidification of the pure metal in the pool. 
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Table 1. Nomenclature 

Cp specific heat, J kg-1 K-1 µ dynamic viscosity, Pa s gl liquid fraction 

λ thermal conductivity, 

W m-1 K-1 

v�� intrinsic velocity, m/s gs solid fraction 

g acceleration of gravity, 

m.s-2 

p pressure, Pa K permeability, m2 

ρ density, kg m-3 T temperature, K L latent heat, J kg-1 

CR Cooling rate, K/s DT Thermal gradient, K h enthalpy, J kg-1 

ΔT melting temperature 

range, K 

D gaussian distribution S porosity 

UT projected velocity e half-width of liquid domain 

in y direction, mm 

Dimensionless number 

Am Coefficient of mushy 

zone 

B magnetic induction, T B0 amplitude of the magnetic 

field, T 

Re Reynolds number 

β thermal expansion 

coefficient, K-1 

F body force, N Rm Magnetic 

Reynolds number 

k* wave number in narrow 

liquid domain, m-1 

Fx, 

Fy, 

Fz 

components of the Lorentz 

force, N 

GrT thermal Grashof 

number 

Pr Prendtl number 

I 

A0 

current, A 

amplitude of the vector 

potential, T.m 

� 

 

electric potential, V 

 

�� non-dimensional 

interaction 

parameter 

F0 The magnitude force σ electrical conductivity,  

Ω-1m-1 

x, y, 

z 

directions 

J0 current density, A.m-2 ω basic angle frequency, 2πf Subscripts 

exp,

num 

experimental, 

numerical 

L, 

H, 

W 

length, height and width of 

the cavity 

l  

s 

 

liquid  

solid 

 

 

This paper is based essentially on a comparative experimental and numerical study of 

solidification problems under the influence of natural convection in which the movement of 

the fluid is not driven by any external force, but rather by variations in the density of the fluid 

produced by temperature gradients. Then we examine the case of forced convection generated 

by Electromagnetic Stirring (EMS) applied in the same direction as natural convection. The 

effect of both natural convection and EMS on the solidification process was analyzed by 

using an enthalpy formulation based on a fixed-grid technique solidification model. The 

numerical results obtained from the full 3D model for natural convection are compared with 

the experimental results, illustrating the ability of this model to simulate solidification in the 

presence of natural convection. However, the case of forced convection is only investigated 
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numerically, and unfortunately not validated against experiment, because there have been no 

solidification experiments performed on pure tin under electromagnetic stirring carried out 

with the AFRODITE set-up. 

2. Experiment 

The benchmark experiment established in the SIMAP / EPM laboratory is a reference 

tool for the validation of the simulations by comparison with the accurate experimental data 

obtained with the well-controlled initial and thermal boundary conditions. In its design, the 

experiment is similar to the well-known Hebditch and Hunt experiment [1], with a particular 

focus on acquiring reproducible quantitative measurements. A three-dimensional 

solidification experiment was proposed by Hachani et al. [5, 8, 23], with the aim of providing 

useful quantitative data for the validation of numerical models. The experiment has been 

performed with pure tin. The experiment consists in solidifying a rectangular sample using 

two heat exchangers, one on each side, which enable independent control of the sample, 

horizontal temperature gradient and cooling rate. In the present experimental study, the 

temperature difference DT between the two lateral faces, i.e. left and right exchangers, is 40K 

and the same cooling rate (CR = -0.03 K/s) is applied in both the right and left walls so that 

they are cooled simultaneously. This benchmark experiment is a solidification experiment in 

which the cooling temperature gradient is perpendicular to gravity. Such a setup ensures 

natural convection and thus macrosegregation in the case of alloys. The choice of the -0.03 

K.s-1 cooling rate is justified by the fact that macrosegregation and segregated channels can be 

observed in the solidified ingot at a suitable cooling rate, typically 2-5 K.min-1. This slow 

cooling rate was maintained in order to give sufficient time for thermal convection to become 

well established in the case of pure materials, and also for rigorous control of the 

experimental conditions, in particular the heat losses. 

To record the instantaneous temperature distribution, fifty thermocouples are welded on 

the lateral walls. The temperature field time profile is measured and analysed. This helps us to 

analyse the change caused by natural convection, as well as its effect on the initial conditions 

of macrostructure solidification. To help understand the results given below, the configuration 

of the benchmark experiment is shown in Fig. 1. The selected temperature measurements are 

made on a grid of fifty points numbered from 1 to 50. The heat flux is measured by two 

groups of thermocouples: FL1 to FL9 and FR1 to FR9 (Fig. 1). The experimental setup 

consists of five main parts: the sample of pure tin, the stainless-steel crucible with welded 

thermocouples and the temperature measuring system, the two heat exchangers, the linear 

motor used to produce a travelling magnetic field, and the Kirchhoff box and the vacuum 

chamber.                    

2.1. Measurement procedure 

The pure tin pre-sample is enclosed in a rectangular cavity of 100 mm in length, 60 mm 

in height and 10 mm in width. All walls except for two narrow vertical ones are held in 

approximately insulating condition during the whole process by means of a Kirchhoff box and 
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the vacuum chamber. The molten metal is solidified by two controllable heat exchangers. The 

position of each exchanger is shown in Fig. 1.  

Rigorous temperature control is necessary for the two exchange faces and the extracted flux. 

This is enabled by the high thermal conductivity of copper (��	 = 380 �. ������) used to 

make the two exchangers. The choice of copper is deliberate as, although it poses chemical 

constraints (interaction of copper with tin), it is important thermally. Chemical neutrality is 

ensured by a thin layer of chromium on the contact face of each exchanger with the liquid 

metal. Thermocouples FL3 for the left exchanger and FR3 for the right exchanger (closest to 

the sample-exchanger interface at mid-height) enable control of the temperatures imposed on 

the exchanger walls, through instructions transmitted to the two thermocouples by a PID 

(proportional-integral-derivative) automatic controller, which controls the electrical power 

output of the heating element of each exchanger. 

Fig. 1. Diagram illustrating the distribution of all the thermocouples (L1 to L50) welded on 

one of the larger faces of the crucible, and thermocouples (FL1 to FL9) of the left exchanger 

and (FR1 to FR9) of the right exchanger. 

An array of 50 type K thermocouples placed on the larger surfaces of the stainless-steel 

crucible records the temperature field every second, tracking solidification progress. The 

thermocouples have a diameter of 1.5mm, for all the thermal considerations described 

previously. The fastening of the thermocouples on two side walls of the crucible is the result 

of a compromise between mechanical resistance, heat losses and easy reproducibility of the 

fastening process if necessary. All thermocouples are laser spot welded. The welding of all 

thermocouples is appropriately reinforced to obtain optimum measurement uniformity. It is 

important to note that all the thermocouples are flush with the load-bearing internal faces of 

the crucible in order to avoid any effects on the dynamic configuration, in particular the 

friction with the melt. 

The whole experiment comprises five stages shown in Fig. 2: melting, first temperature 

stabilization to obtain a homogenous temperature field, application of the temperature 

difference DT between the heat exchangers, second stabilization of the temperature field, 

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 FR1 FR2 FR7 FL7 FL2 FL1 

L21 L22 L23 L24 L25 L26 L27 L28 L29 L30 FR3 FR4 FR8 FL8 FL4 FL3 

L41 L42 L43 L44 L45 L46 L47 L48 L49 L50 FR5 FR6 FR9 FL9 FL6 FL5 

L11 L12 L13 L14 L15 L16 L17 L18 L19 L20 

L31 L32 L33 L34 L35 L36 L37 L38 L39 L40 

0.5cm 0.5cm 1cm 

1
cm

 

1.5 cm 1.5 cm 

2
 c

m
 

2
 c

m
 

10 cm Left exchanger Right exchanger 
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sample cooling. The solute was homogenized in the melting phase by electromagnetic 

stirring, which applies the principle of a linear motor generating an electromagnetic field. This 

step is very important to control the initial conditions. 

Several solidification experiments on pure tin and metallic alloys were carried out. In 

this work pure tin was chosen in order to validate the numerical approach adopted. The 

experimental conditions of the present example are: DT = 40 K, cooling rate CR = -0.03 K/s.  

 
Fig. 2. Time profile of the measured temperature during the solidification of a tin ingot 

without electromagnetic stirring. The process for all solidification experiments performed 

consists of five stages: (1) melting, (2) temperature stabilization and electromagnetic stirring 

to acquire a homogenous temperature field, (3) application of the average thermal gradient, 

(4) second temperature field stabilization stage and (5) solidification. Applied temperature 

difference DT = 40 K, cooling rate CR = - 0.03 K/s. FR3, FL3, and L21, L23, L25, L27 and 

L29 respectively correspond to thermocouples located on the side of the heat exchangers and 

along the horizontal centreline (mid-height as shown in Fig. 1). The discontinuous black line 

at 505 K represents the melting temperature. 

2.2. Thermal boundary conditions  

As discussed in previous work [5, 9 and 10], there may be contact resistance between the two 

exchangers and the sample. It is significantly dependent on the wettability of the walls by the 

melt, on liquid motion configurations, and on the distribution and level of the liquid fraction 

in the sample due to the well-known shrinkage effect during solidification. This means that 

the actual temperature difference across the bulk of the sample could be small compared with 

that imposed on the heat exchangers and varies with the transition from liquid to solid state. 

Furthermore, the cooling rate applied in the lateral sides during the experiment may deviate 

from the programmed rate if there is intense solidification followed by significant heat release 

or if the water cooling is inadequate. In order to take these aspects into consideration, the 

temperature at the inner face of the lateral sample walls is corrected using temperature 
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measurements obtained by the thermocouples mounted on the heat exchangers and on the 

front of the cavity near the lateral faces. 

 

 

 

 

 

 

   

 

 

Fig. 3. (a) Diagram of the experimental set-up (AFRODITE) showing the position of some 

thermocouples: L21 (x = 0.5 cm), L22 (x = 1.5 cm, L25 (x = 4.5 cm), L29 (x = 8.5 cm) and 

L30 (x = 9.5 cm) all at the same height z = 3 cm and (b) contact resistance between the two 

heat exchangers (left and right) and the solidifying volume. 

In order to estimate the effective temperature difference actually applied to the ingot, it is 

necessary to extrapolate from the temperatures at the interfaces between the ingot and the two 

exchangers. These temperatures represent the actual thermal boundary conditions for the 

numerical simulation. The measurement is based on the concept of conservation of the heat 

flux exchanged on each side (details of this approach are given in appendix D). Following 

what is proposed in [8]: 

�� = ���� ������ � ��!�"#���$%&'                                                                                                      (1) 

�( = ���� ��)*��!�+,� � ��!�"#�&'                                                                                                    (2) 

Where � ��� is the thermal conductivity of the ingot, e = 5 mm is the distance between the 

vertical exchange interfaces and the closest thermocouples (L21 and L30 for the left and right 

side respectively). The calculation shows that there are differences between the temperatures 

measured by the thermocouples FL3 and FR3 (partially in contact with the sample) and the 

extrapolated temperatures (TInterface_Left, TInterface_Right) of up to about 13 K for the left side and 

about 7 K for the right side. This can be explained by the existence of significant thermal 

resistance on each side between the exchanger and the sample.  

Note that this resistance needs to be quantified in order to estimate the effective temperature 

difference applied to the walls of the ingot and to determine the thermal boundary conditions 

in the numerical simulation models. An extrapolation calculation of the temperature at the 

exchange interfaces for the case of the solidification of pure tin under an average 

experimental temperature difference of 40 K and a cooling rate of 0.03 K/s without any 

Sn sample 

L22 L21 FL3 FL4 FL8 

Left exchanger 

Heat flux 

Left contact resistance 

0.5 cm 

T interface left 1.5 cm Thot Tcold 
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o
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(a) 
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Right contact resistance 

0.5 cm 

T interface rightt 1.5 cm 
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stirring is shown in Fig. 4. The curves of the two extrapolated temperatures show that the 

effective temperature difference varies around 20 K. An extrapolation method is proposed 

(finite elements) in order to estimate the heat fluxes exchanged. The development of this 

approach is explained in Appendix D, including equations (D.7) and (D.8) estimating the heat 

flows exchanged in the left and right sides. 

 

Fig. 4. The experimental time profile of the extrapolated temperatures during the 

solidification of pure tin. Effective temperature difference DT ≈ 20 K, cooling rate CR = 0.03 

K/s. The time profiles of the right (FR3) and left (FL3) exchangers (see Fig. 1) are also 

shown. The black discontinuous line represents the melting temperature. 

2.3. Control of heat losses  

The variation of the heat fluxes measured by the thermocouples located in the heat exchangers 

with time is shown in Fig. 5. Heat flux conservation is not fully satisfied. However, the 

relative difference between the left and right heat fluxes is not greater than approximately 

12%. Note that the accuracy of the heat flux measurements is limited by the small temperature 

differences measured in the copper heat exchangers. Despite these issues, the decay of the 

temperature gradient in the upper-left part of the sample, closer to the end of the 

solidification, is verified by the low heat flux value given by the thermocouples situated at the 

top-left of the heat exchanger (i.e. FL1-FL2). This means that the heat flux removed on the 

wall of the sample is far from uniform. 
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Fig. 5. Time profile of the heat flux density -.�/01 obtained from the temperature 

differences recorded in the two heat exchangers (the thermal conductivity of the copper is 380 

W.m-1.K-1). The solidification parameters are DT = 40 K, CR = - 0.03 K.s-1. FL1, FL2, FL3 

and FL4 are the thermocouples placed at the left exchanger, and FR1, FR2, FR3 and FR4 are 

the thermocouples placed at the right exchanger, as shown in Fig. 1. 

Knowing that from the second stage of the experimental process (first thermal stabilization, 

see Fig. 2), the most dominant heat transfer mode between the crucible and its environment is 

radiation. In order to compensate this radiation losses and consequently achieve adiabatic 

boundary conditions on the lateral walls, a temperature controlled Kirchhoff box surrounding 

the sample was used. It includes a temperature-regulated system comprising the cooling part 

and the electrical thermal resistance part. An estimate by Stefan-Boltzmann's law of the 

radiative heat losses through the crucible walls gives an order of less than 1.8 W. 

Furthermore, heat exchanges by convection and conduction are negligible since the sample is 

located in a vacuum chamber. In addition, the top surface of the sample was covered with an 

insulating material, which was sealed in aluminum film to reduce radiant heat transfer.  

Special attention is paid to several connections of all thermocouples flushed with the internal 

lateral faces of the stainless-steel crucible in order to avoid parasitic currents. Indeed, an 

additional electric current (called the Seebeck current) can be created by any existing parasitic 

thermal gradient on connections, which relatively distorts the results. In order to avoid this, all 

connections are contained in a controlled temperature box. The relative accuracy of the 

temperature measurement is approximately ±0.1 K. However, an offset value could still be 

present in the temperature measurement. We have corrected this offset by a calibration 

acquired by pure tin solidification/melting experiments. Since the exact melting temperature 

of this metal is known, it can be linked to the measured melt temperatures. The remaining 

uncertainty regarding the absolute value of the temperature is of order of 1 K. All 

measurements are recorded in ASCII files via a computer.   
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2.4. Electromagnetic stirring 

In the present study, we are mainly interested in analyzing the forced convection effect 

generated by an external magnetic field (TMF) on the solidification process. The traveling 

magnetic field is generated by a linear motor placed 5mm under the bottom face of the 

stainless-steel crucible. Two types of solidification were simulated numerically: 

� Case I: The tin melt solidifies only under natural convection. The temperature 

difference between the two lateral sides of the sample causes a clockwise eddy flow, 

where the cold wall is situated on the right. 

� Case II: The conditions are the same as in Case I, but with application of an 

electromagnetic force in the same direction as the natural convection. The direction of 

the flow generated by the electromagnetic force is also in the clockwise direction (see 

Fig. 3-a). The electromagnetic force is applied during the entire experimental process, 

i.e. from the beginning of sample melting until the end of solidification, with a working 

frequency f = 50 Hz.  

The main basic equations governing the electrical behaviour of a conductive charge subjected 

to a magnetic field are the Maxwell equations and the generalized Ohm’s law. Within the 

framework of the magnetohydrodynamic approximation, Maxwell’s equations may be found 

for example in R. Berton [24] and R. Moreau [25]. The body force (Lorentz force) produces 

stirring inside this fluid. The physical characteristics of the stirring are strongly influenced by 

the frequency and intensity of the magnetic field used. The expressions of the electromagnetic 

force were developed by Wang et al. [26] for a confined configuration identical to that of our 

case (Fx, Fy and Fz), and are given in appendix B.  

The two components of the active averaged electromagnetic force in the melt can be 

expressed as follows: 

2 〈45〉 = 789∗; <=>?@-.2B∗C1
〈4D〉 = E*$; FGHI∗ . J K;'L 9∗M N >?@-.2B∗C1                                                                               (3)  

with B∗; = B; + J K;'L;
and I∗ = . M78;9∗ .                                                                                   

where σ, ω, k*, A0 and e are the electrical conductivity, basic angle frequency, wave number in 

narrow liquid domain, amplitude of the vector potential and the half-width of liquid domain in 

y direction, respectively. In this work, the upper index ()* refers to quantities that take into 

account the narrowness of the fluid domain. 
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                                       (a)                                                                        (b) 

Fig. 6. Variation of (a) Lorentz force averaged in time in the driving direction (x) and (b) 

vertical magnetic flux density (Bz) for several vertical levels (z) taken at mid-thickness of the 

cavity (y = 5 mm). f = 50 Hz, J = 8 A and A0 = 2 10-4 T.m. 

The magnetic Reynolds number is defined as Rm= uH/νm, where νm= 1/σμ is the magnetic 

diffusivity and u a typical melt velocity. This number, equal to 0.013 in the present 

experiment, gives an estimate of the relative effects of advection of the magnetic field 

compared with magnetic diffusion, i.e. the magnetic field will tend to relax towards a purely 

diffusive state. A numerical simulation of a traveling magnetic field using COMSOL software 

was carried out under identical geometry and conditions of AFRODITE configuration set-up.  

Fig. 6 gives the profile of the Lorentz force contribution in the horizontal direction (x) and the 

vertical component of the magnetic field (Bz), calculated at mid-thickness of the cavity (y = 5 

mm) for various vertical levels (z = 0, 5, 10, 15 and 20 mm). Fig. 6 also shows that the 

corresponding effective skin depth of the magnetic field is approximately δ ≈ 5 mm and the 

corresponding magnetic field amplitude is around 45 mT for an applied current I = 8 A and 

frequency f = 50 Hz.  

3. Numerical model  

For simulation of the experiment described above we have used the enthalpy formulation 

approach, one of the most popular fixed-domain methods for solving phase change problems. 

The major advantage is that the method does not require explicit treatment of the moving 

boundary. However, the Stefan problem is based on the assumption that the solid and liquid 

regions share a moving boundary, which is the phase change front. This corresponds to the 

multidomain approach previously proposed by Wolf et al. [28] and recently used by Avnaim 

et al. [29, 30] to simulate the solidification of pure metals under natural convection. In the 

multidomain approach the defined domain, corresponding to the chosen geometry, is divided 

into two regions (one for each phase). The advantage of this method is that the physical 

properties of the liquid and solid phases are defined separately in each region. It also allows 

the use of two different mesh refinements. 



12 

 

Enthalpy methods basically account for latent heat in energy equations by allocating a nodal 

latent heat value to each numerical cell, based on the temperature of the cell. However, the 

distinction between solid and liquid poses a numerical difficulty, as pure material properties 

change immediately at the melting temperature Tm. In order to circumvent convergence 

problems, the enthalpy-porosity formulation implemented in the COMSOL software proposes 

the introduction of a mushy zone where the thermophysical properties of the solid and liquid 

phase are spread over a user-defined melting temperature range ΔT (in our study ΔT = 1.2 K). 

It is well known that the phase transition occurs in a very narrow zone, although the model 

uses a transition half-width, ΔT. It would be even more evident if pure metal were cast, but 

somewhat wider if the cast materials were an alloy with a larger ΔT. If we want to reduce ΔT 

further to model the casting of some pure metal (as in our case: ΔT = 1.2 K for pure tin), we 

would need to increase the mesh resolution and consequently the simulation becomes very 

costly in terms of computing time, more particularly for a 3D geometry. 

From the numerical simulation point of view, the choice of the temperature transition range 

ΔT requires careful consideration. The sharp gradients of the modified heat capacity may lead 

to convergence issues if ΔT is small (e.g. ≈ 0.1 K) and the mesh resolution at the interface 

does not cover the imposed range. A small ΔT means higher accuracy but with greater 

computational effort. A qualitative initial choice in the range of 5 K may be used (Murray and 

Groulx, [27]). A reasonable trade-off between precision and computational effort is obtained 

in the test cases of the present analysis with the chosen value of 1.2 K. The work is carried out 

with the commercially-available COMSOL MultiphysicsTM software, which offers a suitable 

user-input environment for implementing the enthalpy-porosity method. 

The principal advantage of the porosity formulation is the use of only a single mesh to solve 

the equations governing fluid flow and heat transfer. However, stable coupling to CFD for 

buoyant and Lorentz forces requires additional user treatment by defining the set of 

complimentary algebraic equations for material proprieties. Latent heat during a phase change 

is incorporated in the energy equation using the following definition of enthalpy for each 

phase: 

ℎ = Q@0 + ∆S                                                                                                                         (4) 

where ΔH = gl (T).L, L is the latent heat, CP the specific heat coefficient and gl (T) the liquid 

fraction defined by Eq. 5 and shown in Fig. 7(a): 

TU-01
VWX
WY1 [\] 0 > 0� + ∆0 2_

����̀ �∆� ;_ &∆�0 [\] 0 < 0� . ∆0 2_
[\]  0� + ∆0 2_ ≥ 0 ≥ 0� . ∆0 2_                                         (5) 

The specific heat is expressed as a function of the latent heat L (see Fig 7(b)) and the 

Gaussian distribution function D (T) as follows: 

Q@-01 = Q@c + TU-01. -Q@U . Q@c1 + d-01. e                                                                        (6) 
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With:  

d-01 = 'fghfh`∆h/j k$
√K∆�/m         (see Fig. 7(c))                                                                                       (7) 

During solidification, latent energy is released at the interfaces that separate the liquid and 

solid phases. Thus, the energy equation can be written as, [31]: 

nopn� + ∇-rsℎ1 = ∇-�∇01                                                                                                         (8) 

By using Eq. 4 and ΔH = gl (T).L, the energy equation will be defined as follow: 

n-otu�1n� + n-ov��1n� = .∇-rsℎ1 + ∇-�∇01                                                                                 (9) 

               
          (a) Melt fraction function gl(T), implemented                         (b) Gaussian distribution function D(T),        

                                  as a piecewise function                                                             for ΔT = 1.2 K. 

              
         (c) Heat capacity function Cp(T), rising to a                        (d) Carman-Kozeny function to model                           

the maximum value of D(T).L = 120000 J.kg-1.K-1.                  sink-term and viscosity of the solid fraction. 

Fig. 7. Temperature-dependent modelling functions implemented in the numerical model for 

pure tin. 

where ρ is the density, λ is the thermal conductivity and u is the flow velocity, and the 

unsteady latent heat L content term on the left side of Eq. 9 is equal to zero for T < Tm-ΔT/2 

and T>Tm+ΔT/2 (it influences the energy equation only within a user defined temperature 

range ΔT).  
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An important basic assumption with fixed-grid solution techniques is that establishment of a 

zero-velocity condition is required in cells when a liquid area becomes solid. Numerous 

methods may be used, in principle, to "switch off" velocities in computing cells that are 

freezing (or "turn on" velocities in the case of melting). The momentum equation part of the 

study requires an additional modelling term w-01. s in the governing equations (Eq. 10), 

accounting for the porosity of the mushy zone. The porosity function S(T) is derived from the 

Carman-Kozeny equation (Eq. 11).  

The incompressible momentum equation assumes constant density yielding: 

r n	n� + r-s. ∇1s = ∇-x-01. ∇s1 . ∇@ . w-01. s + 4                                                            (10) 

w-01 = <� -��v�-�11$v�-�1)yz                                                                                                               (11)                        

with:  

4 = rTI∆0{|}|~�	������ ����' + -� × �1{|}|~���'��D ����'                                                                                         (12) 

with the modelling constants Am = 106 kg.m-3.s-1 and � = 10-3 (Samara et al., [32]; Kheirabadi 

and Groulx, [33]). The function S(T) is a sink-term in the momentum equation. In the case of 

a solid fraction, the momentum equation (Eq. 10) provides a trivial (u = 0) solution to ensure 

immobility. As illustrated in Fig. 7(d), the S(T) impacts both the solid fraction and the solid-

dominated part of the mushy zone (T < Tm). The simulating term S(T) overrides any other 

term in the momentum equation in the solid zone. However, it is proposed that the viscosity 

[33] in COMSOL MultiphysicsTM be further updated in order to achieve convergence in the 

model as follows: 

x-01 = xU�1 + w-01&                                                                                                             (13) 

with the empirical viscosity-temperature relation (E. V. Rozhitsina et al., [34]), for pure tin, 

x-01 = 31 × 10�� J�.���×�=)(� L                                                                                               (14) 

where T is given in [K] and the dynamic viscosity μl in [Pa s]. Consequently, the dissipation 

term in the momentum equation overrides the other terms within the solid regime. This 

method guarantees that flow is induced only in the liquid fraction within the computational 

domain despite the solving of the momentum equation for both solid and liquid fractions. 

The conservative form reads for a pure substance (e.g. pure tin): 

∇-rs1 = 0                                                                                                                              (15) 

The Amush is an important factor for specifically modelling phase change heat transfer in 

particular, high Amush values coinciding with slow solidifying rates and low Amush values 

resulting in unphysical predictions of the solidification front. In addition, it was found that 

Amush and ΔT are not independent of each other directly in their functions modelling the 
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solidifying rate. One value of ΔT would require different values of Amush to obtain a 

satisfactory solidification front showing good consistency with the experimental results. A 

reasonable compromise obtained from several tests, avoiding the slower solidifying rates and 

also the unphysical predictions of the solidification front in this study for a temperature 

transition range ΔT equal to 1.2 K, is Amush = 106 kg.m-3.s-1. 

4. Results and discussions  

Three-dimensional simulations are performed with the grid comprising 242125 elements and 

their results are presented in this section, obtained with J = 8 A and magnetic vector potential 

A0 = 2 10-4 T.m in the expression for the electromagnetic force (Eq. 3). The Delaunay 

tetrahedralization mesh generator is used. The time stepping method used in the implicit time-

dependent solver is a free backward differentiation formula (free BDF). A segregated solver is 

used, where a Newton method is still applied at each time step, but for the different variables 

separately and with minimal Jacobian update and the Newton corrections are obtained by an 

iterative solver (GMRES) for the velocities and pressure and by a direct solver (PARDISO) 

for the temperature. As well known in the case of solidification simulation, prospective strong 

nonlinearity can arise as a consequence of physical domain properties being a function of the 

solution, or to feedback of solved equations. Indeed, to avoid this problem, the implicit time 

dependent BDF solver (free backward differentiation formula) chosen in our numerical model 

is computing the solution to a possibly nonlinear system of equations at each time-step via a 

set of iterative techniques based upon Newton's method. If these iterative techniques fail at 

any time-step, the predefined algorithms in the free-BDF solver increment the resolution 

column called NLFAIL. These Newton's method techniques for solving a nonlinear system of 

equations evaluate a function, as well as its derivative, at every time-step. This derivative is 

also known as the Jacobian and is relatively expensive to compute. Therefore, the COMSOL 

software will try to minimize reevaluating the Jacobian, by default. If the nonlinear solver has 

difficulty converging, it will reduce the requested time-step size and try to compute the 

solution. When the time-step is reduced, another column (TFAIL) is incremented. This is a 

suitable approach if the solution fields vary rapidly in time, as the case of phase change 

problems. In addition, numerous mesh refinements were used to examine the convergence of 

the model implemented and the minimal refinement to ensure the mesh independence of the 

given solution was used. Physical properties of the pure tin are given in the Table B.1 (in 

Appendix B).  

The initial step in numerical simulations corresponds to the uniform distribution of the 

temperature gradient inside the cavity corresponding to the temperatures 541.29 K and 521.24 

K applied at the left and the right lateral sides, respectively. This corresponds approximately 

to 16900 s of the physical time in the solidification experiment shown above in Fig. 4. 

Multiple physical phenomena are strongly coupled in this multidisciplinary process. The 

configuration of fluid flow which is governed by electromagnetic and buoyancy forces 

significantly affected the temperature distributions and consequently the phase transition. 

Furthermore, solidification is accompanied by heat release that also affects the temperature 

field. The evolution of the temperature distribution was measured every second during the 

experiment, which could serve as principal reference for validation between numerical results 
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and those obtained experimentally. Therefore, analysis of the results begins with presentation 

of the effect of electromagnetic stirring on the dynamic behaviour before solidification i.e. 

during the second thermal stabilization stage (stage 4), and then the evolution of the 

temperature field during solidification. The analysis continues with description of the 

solidification process with evolution of multiphase flow and phase fraction. 

4.1. Effect of electromagnetic stirring on dynamic configuration 

The ability of the 3D model to predict the velocity and temperature fields before solidification 

(stage 4 in Fig. 2) within the cavity is shown in Fig. 8. The velocity fields are represented as 

coloured magnitude levels and black vectors, while the temperature fields are represented by 

black isotherm lines.  

The purpose of this study is to verify the effect of the EMS on the velocity and thermal 

behaviour by comparing natural and forced convection (with and without EMS). 

 
(a) (b) 

Fig. 8. Velocity fields (coloured magnitude levels and arrows) and temperature field 

(isotherms) obtained without solidification and with different convection: (a) 3D model for 

natural convection (view in the vertical middle plane), (b) 3D model for forced convection 

(electromagnetic stirring in the same direction as natural convection).       

The results obtained for the case of natural convection are reported in Fig. 8(a) in a cross-

section plane (xz) located at mid-thickness in the transverse direction (y =5 mm) over the 

small width W, while Fig. 8(b) shows results obtained with forced convection. One vortex 

appears in each case, the first (case (a)) located at the centre of the cavity and the second (case 

(b)) located in the middle-left part of the sample near the hot wall, with a highly convective 

flow. It can clearly be seen that the isotherms are more deformed in case (b) than in case (a), 

especially in the region where the velocity is maximum at the level of the magnetic skin. 

There is also a marked increase (about 10-fold) in the velocity value due to the application of 

EMS, which can generate large motions in the liquid bath. This comparison confirms that the 

application of EMS has a direct effect on the velocity field and thermal behaviour in the liquid 

bath in term of the velocity value and the shape of the isotherms. 

It is important to introduce the thermal Grashof number based on the vertical aspect ratio, 

(H/L), which is set at (3/5) in the present work as follows: 
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�]� = v�h��g�j� k
�$                                                                                                                      (16)  

where ν is the kinematic viscosity (ν = 2.54 10-7 m².s-1). 

Before the solidification stage, parameter GrT (8.67×106) is the most relevant parameter for 

describing natural convection. It is also important to compare electromagnetic forces with 

buoyancy using a dimensionless interaction parameter Nm, expressed as the ratio of Lorentz 

forces to buoyancy: 

�� = �*vo�h�h                        (17) 

With F0 the force obtained from (Eq. 3): 

4= = Q 789∗�*$;                         (18) 

Where C ≈ 0.05 is a coefficient that takes into account the finite size of the inductor [25]. 

In the present study, the value of Nm is 4 for B0 = 45 mT (or J = 8 A). Electromagnetic forces 

are thus dominant compared with buoyancy. Lastly, before solidification, the Reynolds 

number based on the average velocity (uaver = 0.01 m/s) is:  

�> = 	-	��1g�$� k
� = 1440                                                                                                         (19) 

The value of Re indicates that the bulk flow regime is likely to be laminar for the case of 

rectangular cuboid geometry.       

4.2. Comparison of projected velocity between experiment and numerical simulation 

This paragraph is devoted to the comparison between the velocity field obtained in the 

simulations for pure thermal convection, i.e. during stage 4, and a particular approach in 

experimental analysis: projected velocity. The experimental data from the temperature field 

are analysed to obtain some clues about the dynamic configuration during the solidification 

process, including the magnitude of the velocity field in the liquid zone. The method consists 

in calculating the magnitude of the projected velocity UT on the temperature gradient vector at 

each node corresponding to the position of a thermocouple. Such an approach is valid as long 

as the Peclet number is high, meaning that convection is significant. L. Hachani et al [8] 

provide further details concerning this approach.  

The principle of the method [23], is based essentially on integrating the heat equation over the 

thickness of the sample in the liquid region as follow: 

� n�n�'= �C +  � ����'= . ∇���0 �C = � � ∇;'= 0 �C                                                                                (20) 

where ����, � and e are the instantaneous velocity field, the liquid thermal diffusivity and the 

thickness of the sample, respectively. If we assume that the temperature field is uniform in the 
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transverse direction, which is confirmed experimentally, then the integral of Eq. 20 is reduced 

to: 

n�n� + s��. ∇���0 =  �∇;0   with s�� = �' � ����'= �C                                                                              (21)                                        

The estimated algebraic velocity UT is defined as follows: 

�� = s��. /��0/�/��0�                                                                                                                    (22) 

The vector s�� is the average value of the instantaneous velocity across the thickness of the 

sample, where �/��0� is the norm of the temperature gradient. 

 
(a)                                                                          (b) 

Fig. 9. (a) Time profile of the modulus of the projected velocity U for different internal nodes 

(L22, L23, L24, L25, L26, L27, and L28) located at mid-height of the ingot. Fig. 8 also shows 

the extrapolation to zero used to estimate the time when the solidification front passes through 

the position of the nodes. Pure Sn, DT = 40 K, CR = 0.03 K/s. (b) zoomed-in view of 

projected velocity at the node corresponding to thermocouple L28. 

In order to obtain the value of UT, we have discretized the heat equation in the liquid state 

(without latent heat release) using the finite difference method. Details of this method are 

given in appendix A. We then obtained and introduced the measured temperature data, and 

the results are shown in Fig. 9. 

Fig. 9 shows the time profile of the projected velocity on the thermal gradient vector at nodes 

L22, L23, L24, L25, L26, L27 and L28 (see Fig. 1) located at mid-height in the ingot, where 

the scalar products of the velocity vector s�� and the temperature gradient /��0 are assumed to be 

not too small. The velocity decreases as the solidification front reaches the node. The velocity 

is observed to increase during solidification (for example, node L25 in Fig. 9(a)), then 

decreases almost to zero (node L28 in Fig. 9(b)). We have calculated the time when the 

velocity decreases to a value near to zero by extrapolating the velocity curve to zero using the 

tangent measured at the inflection point (see Fig. 9(b)). The use of this technique was justified 

by the fact that the approach described earlier in this paragraph is no longer accurate when the 

node coincides with the solidification front, because the latent heat release has not been taken 

into account. 
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   (a)                                                                               (b) 

Fig. 10. The time profile of the projected velocity on thermal gradient [8] between the 3D 

model (black discontinuous line) and the experiment (blue continuous line) for nodes L22 (a) 

and L23 (b). 

In Fig. 10 the projected velocity UT for nodes L22 and L23 obtained from the experimental 

data (continuous line) and 3D numerical simulation (discontinuous line) are shown for a 

period of 160 seconds during the pure convection period (before solidification and without 

any stirring). It can clearly be seen that the projected velocity profiles obtained by simulation 

and by experimental measurement are in good agreement. Furthermore, the projected value of 

UT at node L22 is higher than at node L23, where the velocity is almost perpendicular and the 

velocity at the sides is higher than in the centre. 

4.3.Temperature evolution: experiment/numerical simulations  

The instantaneous temperature maps in Fig. 11 show the thermal changes during the 

solidification process (stage 5 in Fig. 2). The maps of pure thermal convection (case I) and 

forced convection with EM stirring (case II) are compared with the experimental results (Exp 

in Fig. 11). The temperature field is recorded in the vertical middle plane at the same level as 

the thermocouples. However, it is shown that the temperature field illustrated as 2D gives a 

clear representation of the main circulation side. It is important to note that the experimental 

results are obtained within the zone covered by the array of 50 thermocouples shown in the 

central column in Fig. 11 for the experimental results. This zone is marked by the white 

rectangle on the numerical results for both cases simulated, i.e. natural convection (left 

column) and forced convection (right column). The time profile of the solidification process is 

illustrated in Fig. 12, showing a good agreement between the numerical and experimental 

results (case I and Exp). 

At t = 7609 s the sample is completely liquid. The behaviour of both numerical cases and 

experimental temperature fields shows that, despite the low value of the Prandtl number (Pr ≈ 

0.015), the isotherms are strongly deformed by convection, especially in the case of forced 

convection. The convection, generated by the application of a horizontal temperature gradient 

in case I and by electromagnetic stirring in case II, takes the form of a single vortex, which 

occupies almost the whole cavity and goes up the hot wall and down the cold wall. The 
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maximum velocities obtained by simulation at this stage are 0.739 cm/s and 2 cm/s for natural 

and forced convection, respectively (Fig. 11(a)).  

 

 

 

 

Case I                                                       Exp                                               Case II 

       (a) t = 7609 s 
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       (b) t = 7897 s 

 

 

 

 

 

 

 

 

 

                       Case I                                                       Exp                                                  Case II 

      (c) t = 8735 s 

Fig. 11. Temperature maps at selected instants during the solidification of a pure tin: (a) t = 

7609 s, (b) t = 7897 s and (c) t = 8735 s. Case I, Exp and Case II correspond to the numerical 

calculations for the case of natural convection (on the left), the experimental data (in the 

centre), and the numerical calculations for the case of forced convection (on the right), 

respectively. The white dashed rectangle on the numerical snapshots represents the part of the 

domain in which thermocouples are present. Conversely, the white stripe all around the colour 

map in the experimental snapshots corresponds to the part of the domain in which no 

thermocouple is present. The temperature colour bar scales are in Kelvins. 

At t = 7897 s (Fig. 11(b)), the sample is still mainly liquid. However, the first solid crystals 

appear on the colder side (right end of the sample) because the cold temperature is now below 

the melting temperature. The isotherms in the right part of the sample, which is now 

solidified, gradually become vertical with mainly conductive transfer and progressively move 
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towards the left side as the temperature decreases. It can also be noted that the flow is still 

strong enough to deform the isotherms. In contrast, the isotherms in the case of forced 

convection are more deformed than in the case of natural convection. This behaviour is due to 

the higher velocities generated by the electromagnetic force.  

At t = 8735 s, a second solidification front has appeared on the left side of the sample, because 

the temperature imposed on this side (the hotter side) is now below the melting temperature of 

pure tin (505 K). The solidification front has progressed from the right to the left compared 

with the previous snapshots. The isotherms in the liquid zone are also less deformed than the 

first snapshots. However, the thermal gradient is low in the liquid bath, as shown by the 

increased space between successive isotherms at t = 8735 s. The liquid phase located between 

the two fronts is progressively disappearing to give an overall solid zone. The left and right 

solidification fronts will meet at 8770s (Fig. 11(c)).  

 

Fig. 12. Numerical (subscript N) and experimental (subscript E) time profiles of the 

temperature at some thermocouple positions (see Fig. 1) during the solidification process 

(without any stirring). The melting temperature Tm is represented by the dotted line. 

The temperatures of all the thermocouples decrease slowly until they reach the melting 

temperature. They stabilize at the phase-change plateau, then continue to decrease. The 

thermocouple L30 (yellow line) near the colder wall is the first temperature signal to decrease 

below Tm. The temperature of the latter will leave the plateau value at Tm, indicating the front 

appearing on the right side, which then advances to the left. The second solidification front 

appears on the left side when L21 (thermocouple closest to the hot wall) decreases below Tm. 

In addition, it can be seen that the thermocouples L21 and L26 (the black and the red lines, 

respectively) leave the phase-change plateau of pure tin at the same time. This means that the 

solidification front which advances from the right (the first front) arrives at L26 at the same 

time as the second front arrives at L21. 
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4.4. Deviation between temperature fields   

Fig. 13 shows the temperature deviation between simulation and experimental measurements 

during the solidification stage without any external force applied (natural convection only) 

measured by the thermocouples in middle line of the sample (L21, L22, ... L30). We define 

the following estimators of the difference between the experimental and the numerical 

solutions in the vertical middle plane: ���?� �0>�@_>?@�  .  0>�@_ s�� ���5                                                                                (23) 

where Temp_exp and Temp_num are the experimental and the numerical temperatures in the 

case of natural convection. 

Using the temperatures at the 50 thermocouple positions, we can also define the relative 

deviation Δnum/exp between the numerical prediction and the experimental measurements: 

� ��= ∑ ��'�u_'5u�  � �'�u_�	��¢� ��=��� �	�/'5u                                                                                 (24) 

Fig. 13 presents three different snapshots of the spatial evolution and normalized deviation of 

the temperature field during the solidification process, for the given Grashof and Prandtl 

numbers. The maximum relative deviation was estimated by the temperature profiles of 

numerical simulation and experimental measurements in the horizontal middle line of the 

cavity represented by the thermocouples L21 to L30 (see Fig. 1). Normalized deviation of the 

temperature field in the middle plane at different times was also estimated for Gr = 8.67×106 

and Pr = 0.0015. 

Fig. 13(b) also gives a typical map of the deviation, obtained for Gr = 8.67×106 and Pr = 

0.0015. It can be seen that the region of high deviation corresponds to the zones where the 

flow exhibits separation from the wall and recirculation in the centre. This shows that the 

effectiveness of this type of model is linked with its ability to predict the convection heat 

transfer and heat losses in the corners of the cavity. The relative deviations are 4.82%, 4.59%, 

3.66% and the maximum deviations Δmax are 2.16, 2.31, 2.99 at t = 7609 s, t = 7897 s and t = 

8735 s, respectively. The comparison between the experimental and numerical results on the 

longitudinal temperature profile along x1 at mid-height is plotted in Fig. 13 (a) and (b). It can 

be seen that the 3D numerical profile is very close to the experimental values of the 

temperature, with deviation principally at the left and right boundaries of the sample 

(thermocouples L21, L22 and L29, L30). This behaviour is due to the shrinkage that occurs at 

the cold and hot sides. 
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(a)                                t = 7609 s                                   (b) 

Δnum/exp = 4.82%,   Δmax = 2.16 

 

   
(a)                                  t = 7897 s                                     (b) 

Δnum/exp = 4.59%,   Δmax = 2.31 

 

  
 

(a)                                  t = 8735 s                                     (b) 

Δnum/exp = 3.66%,   Δmax = 2.99 

 

Fig. 13. (a) Numerical (black) and experimental (blue) spatial evolution of the temperature 

field along the line defined by thermocouples L21, L22, ... L30. (b) corresponding deviation 

maps. 
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4.5. Comparison of the solidification front evolution between experiment and numerical 

simulations  

In the light of the previous comparisons between the three cases in terms of temperature 

behaviour, we have shown the need to study the effects related to the morphology of the 

solidification front with the same initial boundary conditions as defined in the previous part. 

Solidification starts when the first solid crystal is formed in the liquid bath and continues until 

there is no trace of any liquid in the system (see Fig. 11). In Fig. 14 below, three different 

instantaneous colour maps of the progress of the solidification process over time show an 

exposition between the two numerical simulations and the experimental results during the 

process.  

At t = 7840 s, TC is the first temperature in the sample to go under Tm. The solidification starts 

from the right side where the sample is mainly liquid. A tilted vertical solid front appears on 

this side under the effect of the thermal gradient. Electromagnetic stirring also has a strong 

effect on the shape of the solidification front, as illustrated in Fig. 14 (b) and (c) case II.  

At t = 8450 s and t = 8510 s, the three cases clearly show the progress of the solidification 

front from right to left. The shape of solidification front is fairly similar in the experimental 

measurements and the numerical simulation for natural convection (Exp and Case I in Fig. 

14). The inclination of the solidification front is caused by the thermal gradient. At about 

8450 s, the solidification front moves back towards the sidewall, indicating that remelting has 

occurred. The phase change releases a certain amount of latent heat from the melt, and there is 

not enough time for it to be extracted by the heat exchangers. It is important to note that the 

curvature of the solidification front is relatively accentuated and its advance is delayed in case 

II due to the effect of electromagnetic stirring compared with that of natural convection. The 

solidification resumes its progress as the latent heat is extracted. Natural convection becomes 

weak, and the liquid volume decreases. In contrast, a second solidification front appears later 

during the process on the left side of the cavity (see Fig. 14 (b) and (c)), when the hot 

temperature of the left heat exchanger drops below Tm. 

Lastly, at t = 8680 s, both fronts progress, reducing the liquid region. The last liquid in the 

cases of natural convection simulation (case I) and experiment (Exp) is located in the upper-

middle portion of the sample. In contrast, in the case of forced convection, the last liquid is 

located in the left bottom-middle portion of the sample (case II in Fig. 14(d)) due to the higher 

velocity generated by the electromagnetic force. The application of electromagnetic stirring 

also prevents the germination of solid crystals. The latent heat release plays a predominant 

role, more significant than natural convection, during this period. 
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                     Case I                                                         Exp                                              Case II 

(a) t = 7840 s 

                                                               
                     Case I                                                         Exp                                               Case II 

(b) t = 8450 s 

         

                     Case I                                                        Exp                                                     Case II 

(c) t = 8510 s 

                                                                 
                     Case I                                                        Exp                                                        Case II 

(d) t = 8680 s 

 

Fig. 14. Solid-liquid front positions at different times during the solidification process. 

Simulation results for natural convection (case I), experimental results for pure convection 

(Exp) and simulation results for forced convection (case II) are shown in the left, middle and 

the right columns, respectively. The colour bar gives the liquid fraction. 

 



26 

 

Conclusion: 

A 3D solidification model, implemented in COMSOL software, is used to simulate the 

solidification of the pure material (tin) in a horizontal differentially heated rectangular cavity. 

The configuration is related to the AFRODITE solidification benchmark experimental setup. 

The experimental results are also available as temperature data recorded during the 

solidification phase, allowing comparison between numerical and experimental results. The 

solidification model has been derived on the basis of an enthalpy formulation based on fixed-

grid techniques. With this model, very good agreements are obtained with the measured 

thermal fields and front progress during the solidification process. This implies that the 

buoyancy convection is correctly taken into account in the 3D simulation. The model used has 

also shown its effectiveness in predicting the process of tin solidification under forced 

convection generated by electromagnetic stirring in terms of velocity field, temperature field 

and morphology of the solidification front. The primary application of the EMS is to 

homogenize and control the temperature field during the stabilization stage (stage 2). 

However, EMS can be also used during solidification stages (stages 4 and 5 in Fig. 2). Our 

approach to calculating the interface temperature had shown good results to validate our 

model as obtained in Fig. 12. 

Lastly, a full experimental solidification process run in the AFRODITE setup and its 3D 

numerical counterpart is reported. The experimental temperature data has been processed 

thoroughly to define appropriate unsteady thermal boundary conditions for the numerical 

model. Reasonable agreement is observed between the numerical and experimental results in 

terms of the evolution of the solid-liquid front positions over time, despite discrepancies in the 

shape of the fronts. 

Looking forward, the application of EMS has demonstrated its effectiveness on the velocity 

and thermal fields through the homogenization of the temperature in the liquid bath. This 

offers the opportunity to apply this external electromagnetic force to alloys in order to avert 

defects due to segregation (concentration heterogeneity). Such defects are due to the effect of 

convection in the mushy zone. 
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Appendix A. Velocity field calculation 

Table A.1 

Time of passage of the solidification front recorded by each measurement point (10 

thermocouples) (line located at mid-height of the sample). The table also gives the values of 

the velocity of the columnar front. 

Nodes Time of passage of the 

solidification front (s) 

Estimation of the solidification front velocity 

Vi = Δx / (Tagi+1- Tagi) in μm/s 

L30 7900 V30-29 = 45.45 

L29 8120 V29-28 = 47.61 

L28 8330 V28-27 = 57.14 

L27 8505 V27-26 = 60.60 

L26 8670 V26-25 = 83.33 

L25 8790 V25-24 = 90.90 

L24 8900                           V24-23 = 95.23 

L23 9005   V23-22 = 181.81 

L22 9060                           V22-21 = -250 

L21 

 

9020                           V30-22 = 68.96 

 

• Finite difference method 

This appendix provides details concerning the discretization of the heat equation in the liquid 

zone (without latent heat).  

The controlling heat equation: 

n�n� + ����. /��0 = �/;0 , 

 where α is the thermal diffusivity of the pure tin.  

The heat equation is discretized by means of the finite difference method centred in space and 

a second order leap-frog scheme in time. 

Fn�n�N-�,¤1 = J�-�,¤,91��-�,¤,9�¥�1¥� L  

¦∇���0§-�,¤19�¥�/; = FJ�-�,¤y�,9�¥�/;1��-�,¤��,9�¥�/;1;¥5 L J�-�y�,¤,9�¥�/;1��-���,¤,9�¥�/;1;¥� LN  
¨∇;0©-�,¤19�¥�/; =FJ�-�,¤y�,9�¥�/;1y�-�,¤��,9�¥�/;1�;�-�,¤,9�¥�/;1;¥5$ L J�-�y�,¤,9�¥�/;1y�-���,¤,9�¥�/;1�;�-�,¤,9�¥�/;1;¥�$ LN   
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Fig.  A. 1. Grid of points chosen for calculation of the field dynamic shown in the zone 

delimited by a discontinuous line. 

Appendix B. Physical properties of the metal 

Table B.1 

Thermo-physical properties of pure tin 

Property     Unit      Value 

Thermophysical data pure Sn 

Density, ρ                                                                                                           kg m-3                 7070        [35] 

Coefficient of thermal expansion, β                                                                    K-1                     2.2e-5      [35] 

Sn melting temperature, Tm K                        505          [35] 

Enthalpy jump, dH J kg-1                  59600      [35] 

Solid metal heat capacity at constant pressure, Cp1                                          J/(kg.K)               200         [23] 

Liquid metal heat capacity at constant pressure, Cp2 J/(kg.K)              318.81     [23] 

Thermal conductivity, λ  W/ (m.K)              60          [35] 

Dynamic viscosity, μ                                                                                          Pa.s                    0.00191   [35] 
Kinematic viscosity, «                                                                                        m2 s-1                  2.5e-7     [35] 
Hot temperature, Th                                                                                            K                          528 

Cold temperature, Tc                                                                                           K                          508 

Cooling rate, CR                                                                                                 K s-1                     0.03 

Electromagnetic forces, Eq. 

Electrical conductivity, ¬                                                                                  Ω-1m-1                3.4 x 106  [23] 

Frequency, f                                                                                                        Hz                         50    
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• The development of the electromagnetic force expressions  

The expression of the electromagnetic force F = J × B was developed in reference [26], for a 

confined configuration identical to that of our case, as follows: 

VW
WX
WW
Y 45 = 789∗; <= >?@- . 2B∗C1 + 9∗E*$; >?@- . 2B∗C1 J K;'L; c��-;®∗1M . GH ¯\°- 2±∗1²

4� = . K9∗�∗E*$;M' >?@- . 2B∗C1 ¯\°- 2±∗1 + KE*$mM' I∗; >?@- . 2B∗C1 °³ - 2±∗1
4D = E*$; GHI∗ . J K;'L; 9∗M ² >?@- . 2B∗C1 . E*$; GHI∗ . J K;'L; 9∗M ² >?@- . 2B∗C1 ¯\°- 2±∗1

 -
E*$; GHI∗ . J K;'L; 9∗M ² >?@- . 2B∗C1 °³ - 2±∗1

       (B.1)                                                

with       ±∗ = B∗? . K�;' + I∗C . H´ 

Appendix C. Instantaneous temperature matrices 

Table C.1 

The instantaneous temperature matrices recorded for the case of experimental natural 

convection 

Time (s) Temperature distribution (K) 

 

 

7609 

 

519.80        515.16        513.88        513.54        513.71        513.22        512.42        511.83        511.15        507.91 

519.75        516.90        515.96        515.65        515.76        515.53        514.76        514.57        513.82        510.51  

521.30        518.65        517.88        517.56        517.94        517.51        516.85        516.51        515.84        513.00 

524.56        521.25        519.69        519.27        519.22        518.99        518.22        517.80        516.37        512.33 

527.67        523.29        520.81        520.01        519.62        519.47        518.65        517.81        515.43        510.35 

 

 

 

7897 

 

515.15        511.51        510.39        510.12        510.38        510.04        509.19        508.09        505.23        500.00 

515.11        512.75        512.01        511.64        511.84        511.68        510.81        510.06        506.89        501.56 

516.30        514.07        513.41        513.12        513.47        513.06        512.31        511.55        508.99        503.81 

518.73        516.14        514.80        514.44        514.40        514.19        513.36        512.64        510.06        504.30 

521.06        517.68        515.56        514.83        514.46        514.33        513.46        512.48        509.42        503.24 

 

 

 

8735 

 

504.49        505.13        505.19        505.60        504.14        500.49        496.07        491.31        486.59        479.31 

504.98        505.28        505.47        505.43        504.50        501.31        496.83        492.70        487.82        481.18 

505.11        505.19        505.42        505.45        504.98        501.98        497.74        493.49        488.86        482.70 

505.02        505.64        505.43        505.39        504.86        502.50        498.55        494.32        489.26        482.76 

504.42        505.47        505.18        504.88        504.13        502.41        499.01        494.85        490.31        485.21 
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Appendix D. Thermal flux estimation method, based on complete quadratic element 

This method uses a one-dimensional Lagrangian quadratic approximation in both directions ξ 

and η. 

 

 

 

 

 

     

 

Fig.  

D1. Diagram illustrating the distribution of the thermocouples of each exchanger on a 

complete quadratic element. 

- Interpolation functions 

{N} {µ¶ µ·⁄ } 

FR1 -1 + 2¹1-1 + º1º4  

FR2 .-1 +  º1 ¹ º 

FR3 -1 + 2¹1-1 . º²12  

FR4 .2-1 .  º²1 ¹ 

FR5 .-1 + 2¹1-1 . º1º4  

FR6 -1 .  º1 ¹ º 

FR7 .-1 . 2¹1-1 + º1º4  

FR8 .-1 . 2¹1-1 . º²12  

FR9 -1 . 2¹1-1 . º1º4  
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- Application of the method 

It interpolates the temperature field using the functions Nn (x, y) defined previously: 

0-?, ¼, ´1 = ∑ ��-?, ¼1. 0�-´1½���                     (D.1) 

Or: 

�. Jn�n5L¾ = �. ∑ 0�-´1 Jn¿ -5,�1n5 L½���                     (D.2) 

Γ : the exchange surface 

- Integration method on complete quadratic element 

In the exchange surface ξ = 1 and η [-1 ; +1] 

�. °. Jn�n5L¾ = Á.cpÂ � FJ-�y;Ã1-�yÄ1Äm L 4�1-´1 + -.-1 +  º1¹ . º14�2-´1 +y���J-�y;Ã1-��Ä²1; L 4�3-´1 + -.2-1 .  º²1 ¹14�4-´1 + J�-�y;Ã1-��Ä1Äm L 4�5-´1 + --1 .
 º1 ¹ º14�6-´1 + J�-��;Ã1-�yÄ1Äm L 4�7-´1 + J�-��;Ã1-��Ä²1; L 4�8-´1 +
J-��;Ã1-��Ä1Äm L 4�9-´1NÉ�� �º          (D.3)  

�. °. Jn�n5L¾ = Á.cpÂ � FJÊ-�yÄ1Äm L 4�1-´1 + -.-1 +  º1 . º14�2-´1 + JÊ-��Ä²1; L 4�3-´1 +y���-.2-1 .  º²1 14�4-´1 + J�Ê-��Ä1Äm L 4�5-´1 + --1 .  º1 º14�6-´1 + J-�yÄ1Äm L 4�7-´1 +
J-��Ä²1; L 4�8-´1 + J�-��Ä1Äm L 4�9-´1NÉ�� �º                    (D.4)  

�. °. Jn�n5L¾ =     Á.cpÂ FJÊË º; + Ê�; ºÊL 4�1-´1 . J�; º; + �Ê ºÊ L 4�2-´1 + JÊ; º .
�; ºÊL 4�3-´1 J.2º + ;Ê  ºÊ1 L 4�4-´1 + J. ÊË º; + Ê�; ºÊL 4�5-´1 + J�; º; . �Ê ºÊ L 4�6-´1 +
J�Ë º; + ��; ºÊL 4�7-´1 + J�; º . �� ºÊL 4�8-´1 + J. �Ë º² + ��; ºÊL 4�9-´1N��

y�
               (D.5) 

 

�. °. Jn�n5L¾ = Á.cpÂ J�(�-�1; . ;Ê 4�2-´1 + 24�3-´1 . ËÊ 4�4-´1 + �; 4�5-´1 . ;Ê 4�6-´1 +
                        �� 4�7-´1 + ;Ê 4�8-´1 + �� 4�9-´1L                  (D.6) 

 

 

 

� Heat flow on the right side 
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Ì(-´1 = Á.cpÂ -. �(�-�1; + ;Ê 4�2-´1 . 24�3-´1 + ËÊ 4�4-´1 . �; 4�5-´1 + ;Ê 4�6-´1 .
�� 4�7-´1 . ;Ê 4�8-´1 . �� 4�9-´11                                                                                       (D.7) 

� Heat flow on the left side 

Ì�-´1 = Á.cpÂ -���-�1; . ;Ê 4e2-´1 + 24e3-´1 . ËÊ 4e4-´1 + �; 4e5-´1 . ;Ê 4e6-´1 + �� 4e7-´1 +
;Ê 4e8-´1 + �� 4e9-´11                                                                                                            (D.8) 

Where �t	 is the thermal conductivity of copper -�t	 = 386�. ���. ���1, S the heat 

exchange surface -w = 6.10�m�;1 and ℎÃ  is the step in the horizontal direction �ℎÃ =15��&. (FL1, FL2, ...FL9) and (FR1, FR2, ..., FR9) are the thermocouples of the left and 

right exchanger respectively. 
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