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Abstract 

Basics: In recent years, breast cancer is the most common cancer among women and 

the average age of its incidence is decreasing. Due to the dense breast tissue in 

younger women (less than 49 years old), which reduces the sensitivity of 

mammography in the diagnosis of carcinoma, the use of high-resolution ultrasound 

as a complement to mammography is very useful in its diagnosis. Most of common 

methods in Automated breast ultrasound lesions detection use classical machine 

learning method for classification of lesions that have big recognition lack in 

complex images. In this paper we propose a novel method for breast cancer lesions 

images classification, with significant result in complex breast cancer images . 

Methods: In this paper we propose a method based on fusion of Convolutional 

neural networks. 

Results: The mean age of patients was 46 years with an age range of 32-76 years. 

Out of 22 suspected masses reported by ultrasound, 21 cases of cancer and 1 case of 

abscess were reported. The mean mass diameter was 29 mm and the mean lymph 

node diameter was 17.3 mm. Mammographic findings due to dense breast tissue 

reported 94.21% and 97.10% acuuracy for final classification with two proposed 

method based of fusion of tree and four CNN classifiers. 

Conclusion: Although mammography is the gold standard method of diagnosing 

breast cancer, but due to its occurrence at a younger age in recent years and the 

presence of dense breast tissue at this age, complementary ultrasound 

(supplementary screening method), especially in the lower age group to increase the 

sensitivity of diagnosis Will be effective.. 

Keywords: Breast cancer, lesions classification,Convolutional Neural Networks,fusion of 

classifiers.  

 



1. Introduction  

Breast cancer is the most common cancer in women and the second most common 

cancer overall. Evidence suggests that breast cancer incidence rates increase every 

year [1]. In fact, one in 8 women in the United States and two in 5 are diagnosed 

with cancer [2]. The number of cancer cases is projected to increase to 6.2 million 

people by 2030 [3]. The average annual cost of health care for a new cancer patient 

in the United States was $21,222 during 2001-2008 [4]. Therefore, early diagnosis is 

essential for guiding appropriate and timely treatments and a higher chance of 

survival[5]. 

Various imaging techniques have been developed to improve the sensitivity and 

specificity of breast cancer diagnosis [4]. Conventional screening techniques include 

complicated imaging methods. Meanwhile, there are some limitations to the use of 

these techniques, such as the pain experienced during mammography, damage 

caused by long-term exposure to radiation, and high costs [3]. Generally, the 

sensitivity of mammography depends on the physical characteristics of the tumor, 

and mammographic sensitivity is rendered a less sensitive tool in younger women 

with dense breast tissues. Ultrasound is another breast cancer screening tool, which 

is mostly used in young women to reduce unnecessary radiation exposure. 

Nonetheless, certain issues must be taken into account in this method, including 

noise conditions and operators’ imaging expertise. In fact, they could cause failure in 

the discovery of deep breast microtissue[6]. The final technique is thermography. 

Infrared imaging is a non-contact method, used widely by the medical community in 

recent years [7]. Given the fact that infrared thermal imaging does not use ionizing 

radiation or additional invasive techniques, patients undergoing examination by this 

method feel no discomfort. Owing to its high sensitivity and specificity, 

thermography has been extensively used as an auxiliary screening tool [8]. 

Thermography results can be correct 8-10 years before detection by mammography 

[1]. In addition, infrared thermography shows skin surface temperature as a 

qualitative and quantitative tool. It is also able to minimize small temperature 

changes in the anomalies of arteries and reflects angiogenic areas due to breast 

cancer [9]. Given the higher chemical changes and activities of blood reservoirs in 

cancer tissues, relative to adjacent areas, cancer breast tissues are detected in 

thermography due to high temperature[5]. 

Various image processing and artificial intelligence techniques have been proposed 

to detect breast cancer by thermography images in the last few decades, which can 

be more efficient and reduce costs. The clinical interpretation of a breast 

thermogramis primarily based on the asymmetry analysis of these heat patterns 

subjectively. The heat patterns are symmetrically distributed in both breasts. 

Therefore, bidirectional asymmetric analysis has been widely evaluated in previous 

studies. In fact, it is the classic breast screening method in thermography [10].  

There is an asymmetric temperature distribution of heat in two breasts with hot areas 

due to abnormal growth of blood vessels [1]. While the quantitative analysis of these 

hot areas provides useful information about breast pathology, its success requires the 

extraction of some features from the left and right breast to perform asymmetric 

analysis [11]. Normally, the extracted features are the first moments, such as mean, 

standard deviation, and the difference between the maximum and minimum 

temperature of two sides of the breast[12].  

Some studies use morphology information, such as the number of veins with higher 

temperatures, tissue features, the number of hot areas, the geometry of the hot center 

and the histogram of thermal images [13]. Ultimately, the extracted features are 



classified by artificial intelligence algorithms. In this regard, some of the algorithms 

applied in previous studies include fuzzy classification, Bayesian network, support 

vector machine (SVM), neural networks and wavelet transform [13-15]. 

A literature review revealed some limitations to the use of breast thermography, 

including lack of researchers, especially image processing engineers’ access to free 

databases, the small number of images on the database, and, most important of all, 

different breast morphologies (various geometrical shapes) in people.  

This significance is also related to the asymmetry analysis, which is the main 

thermography technique. Lack of proper selection and separation of breast area will 

lead to failure to implement analyses such as the first and second moments by using 

the asymmetry technique. Another problem is reduced sensitivity and accuracy of 

result classification in terms of being sick or healthy . 

According to what was mentioned and with regard to our knowledge or authors of 

previous works [8, 24, 25] in the area of breast cancer thermography, it is suggested 

that breast separation and feature extraction be avoided and diagnosis be made based 

on the raw thermal image. In this regard, deep learning is a novel technique that can 

significantly contribute to this area. Various architectures have been proposed for 

image classification problems in deep networks. In this study, attempts were made to 

diagnose breast cancer based on thermal images by assessing several deep learning 

methods. 

Table 1. A summary of the analysis of bilateral asymmetry in mammograms 

based on screening diagnosis methods of thermography  

Author  Method  Type of 

Classifier  

Accuracy  Sensitivity  Specificity  # Database 

images 

Schaefer et al. 

[16]2009 

Stochastic tissue 

features 

A classifier 

based on hybrid 

fuzzy law 

80% - - 146 

Ng et al. 

[17]2007 

Patient temperature 

and clinical data 

Radial basis 

function neural 

networks 

80.95% 81.20% 88.20% 82 

Mookiah et al. 

[18]2012 

Tissue properties 

and DWT 

coefficients  

Decision tree 93.30% 86.70% 100% 50 

Acharya et al. 

[13]2012 

Tissue features SVM 88.10% 85.71% 100% 50 

Francis et al. 

[19]2014 

Stochastic tissue 

features 

SVM 90.91% 81.82% 100% 22 

Araujo et al. 

[20]2014 

Symbolic features 

 

Temperature time 

interval 

Distance-based 

classifier 

- 85.70% 86.50% 50 

Zadeh et al. 

[21]2012 

The first moments Self-organizing 

neural networks 

70% 50% 75% 200 

Sathish et al. 

[22]2017 

Stochastic tissue 

features 

SVM 90% 87.5% 92.5% 80 

Borchartt et al. 

[12]2011 

The first moments 

stochastic 

SVM 85.71% 95.83% 25% 28 



morphology 

features 

 

Lashkari et al. 

[23]2016 

Frequency, 

amplitude, 

histogram 

Adaboost 85.33% 63.33% 90.83% 67 

Gogoi et al. 

[10]2018 

Singular values SVM 98% 98% 98% 145 



 

 

2. Materials and Proposed Methods 

In this study, we used the breast thermography images derived from the 

BUS database [26], Based on[26] accumulated dataset, contain 2673 

images werecollected in three batches in HunanXiangya Hospital over 

the years, of which 1425 were Benign images and 1248 

Malignantmammograms from405 patients. For this paper we use 

randomly selected.163 images. 

As observed, the images are analyzed individually in two pattern 

categories. Some images are in the form of Figure 1-a, where the chest 

area is symmetrical and elliptical, which are isolated in previous studies 

by parabolic separation techniques or methods such as a decision tree. 

Some other images are in the form of figure 1-b, where the chest area is 

spherical and can be isolated by methods such as circular Hough 

transform or contour detection. However, some images (e.g., figures 1-c 

and 1-d) are not morphologically symmetrical, and the simultaneous use 

of a single technique on both left and right breast might not yield a 

suitable result. There are other images (e.g., 1-e), where the breast area 

cannot be accurately detected. In some images (e.g., 1-F), the breast 

might have been biopsied or operated on shortly after imaging, which 

required dressing of the chest area. This leads to lack of responsiveness 

of asymmetry.  

Convolutional Neural Network (CNN) is one of the most important deep 

learning techniques, through which several layers can be trained in a 

robust manner [28]. CNN is extremely efficient and has been a dominant 

method in computer vision tasks. Figure 2 shows an overview of CNN 



 

 

architecture. In general, a CNN encompasses three main substructures, 

including convolutional layers, pooling layers, and fully connected 

layers, each having different functions. There are two stages of feed-

forward and backpropagation hcnt  nrararnt art roftNCC[93t .] rt  f than  t

  rn t , f t arn  t airn t  r  n t  f t r  tcn t g t i i ani arnt f t ncar  t

g  t  rt the arn  t rrct nrnri   n t cht  roft r  ncrt .sh  ntrnc t ,

convolutional operations are applied to each layer. In the next step, the 

network’s output is calculated, and the output results of the networks are 

used to tune the parameters related to network training by estimating the 

network error rate. To this end, the output of the network is compared to 

the accurate response (favorable solution) using an error function and the 

error rate is calculated. In the next step, the backpropagation stage 

initiates based on the estimated error rate. At this stage, the gradient of 

each parameter is calculated based on the chain rule, and all parameters 

are changed based on their effect on the error created in the network. The 

feed-forward stage starts following tuning all parameters. Ultimately, 

network training is terminated after repeating an appropriate number of 

steps.  



 

 

 

Fig.1 Sample of dataset images 

 

 

 

Fig.2 overview of CNN 

 

Now, the following steps must be taken to perform the process based on 

the mentioned pre-training tasks. In the first stage, the input image is 



 

 

applied to the network. However, preprocessing must be performed on 

the images before entering the images into CNNs as input in order to 

prepare them for processing. In this regard, preparation could involve 

cutting, changing the size of the image, normalizing the image and 

zeroing. Therefore, the size of the input image must be changed, if 

required, to match the dimensions of the input layer of the network. 

Therefore, the input images must be the standard size of these pre-

trained networks in the first stage. Afterwards, the size of the collected 

color image is changed to 224×224×3. The third dimension is related to 

the red, green and blue colors. Each entry of the three-dimensional 

matrix is valued at 0-255, and the minimum and maximum values show 

the lowest and highest amount of brightness, respectively.  

Following the preprocessing of images and adjusting them to the 

standard size, the first convolutional layer receives the image as input. In 

the second stage, the images must be convolved by the convolution 

kernels of the first layer. Each convolution layer comprises three 

sublayers. In the first sublayer, the pre-processed image is convolved by 

prespecified convolution kernels. However, these convolution kernels 

have different amounts and dimensions depending on the type of 

convolutional network used. In addition, the output dimensions can be 

the same size as the input image or smaller and larger depending on the 

image zeroing number. Moreover, several convolution kernels can be 

used at this stage. Hereon, the convolution operator for data means a 

local operator that does not change with displacement. The input-to-

output mapping for the convolution operator is shown in the equation 

below: 
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As observed, the convolution operator presented here is 

mapping from 3D data to another three-dimensional data and is in the set 

of real numbers. The following equation shows the operation of the 

convolution operator mathematically:  

 
          

                     

   

 

 

Where w is a convolutional filter bank and a four-dimensional data. In 

fact, the fourth dimension is the filter number in the filter bank, and the 

filter itself is a three-dimensional weight mass. In other words, in any 

location that the convolutional 3D filter number 1 is placed after sliding 

over the 3D data, the dot product is found by multiplying the 

corresponding values in each vector and adding them together. Since 

only the value of one pixel is attained in each placement position, a 2D 

feature map is obtained by sliding the filter number 1 over the entire 

data. Similarly, the next filters are applied, and a 2D feature map is 

obtained per each filter. The ultimate 3D feature map will be developed 

by putting the feature maps in a row in the third dimension. 

After applying the first convolutional sublayer, the output of the first 

sublayer is given to the non-linear sublayer. At this stage, a non-linear 

activation function is applied to the obtained values to achieve higher-

level features. In addition, a Rectified Linear Unit (RLU) activation 

function is applied in all three models as the non-linear function. In 

general, there is a higher tendency for using RLUs in deep 



 

 

convolutional networks, compared to other non-linear functions since 

the mentioned function can be easily solved and does not engage 

several computational resources. Based on experience, the mentioned 

function has acceptable accuracy. The following equation defines the 

RLU:   

 

                

        

 

Ultimately, the obtained values are given to the third sublayer to perform 

the combination operation. In the combination sublayer, a statistical 

summary of neighboring pixels of the central pixel replaces the value of 

the central pixel in the merge window. The combination increases the 

stability of features and reduces sensitivity to unwanted changes. The 

output data dimensions of this sublayer can be equal to the dimensions of 

the input data or can have different dimensions depending on the values 

of zeroing or step parameters. Therefore, another use of this sublayer is 

maintaining more valuable features and eliminating less significant 

features in case of a decrease of dimensions in the combination 

operations. There are different types of combinations, the most popular 

of which is max pooling, which is described below: 

' 'max{ : ' , ' }ijk i j k
y y i i i p j j j p        

At this point, an entire convolutional layer is applied to the preprocessed 

image. This step is repeated a certain number depending on the type of 



 

 

convolutional network used. After finishing the convolutional layers, 

one or several fullyconnected layers can be used for the final mapping of 

the obtained features. While a fullyconnected layer is exactly similar to a 

convolutional layer, their difference is that no sporadic interactions 

occur in the former, and just like traditional neural networks, a complete 

connection is established between this layer and the previous layer. The 

output of the last layer is a one-dimensional vector, and the number of 

members of this vector is equal to the number of classification classes. 

In fact, this layer carries out the classification process. The last 

fullyconnected layer of all convolutional architecturesis connected to a 

softmax layer. In fact, a softmax layer performs the classification 

process in convolutional networks. The layer encompasses a number of 

neurons that is equal to the number of classes in the classification 

problem and is used for the final mapping of features and applying the 

classification [31]. 

At this point, the output result is used to calculate the network error rate 

in order to tune its parameters (i.e., network training). To this end, the 

network’s output is compared to a correct solution using an error 

function, which leads to the calculation of the error rate. The 

experimental error estimation method is shown below:  

;( ) 1/ ( ; ( ))i iL w n l Z f X w   

In the equation above,  ( ; )l Z Z
)

is a loss function that determines the 

penalty for incorrect prediction of Ẑ instead of Z. In the next stage, 

backpropagation starts based on the estimated error rate. At this point, 

the gradient of each parameter is calculated based on the chain rule, and 



 

 

all parameters change based on their impact on the error made in the 

network.  

1 ( )t t t

t

f
w w p w 

   

The next step (i.e., feed-forward) starts following updating the 

parameters, and the network training stage terminates after repeating an 

appropriate number of these stages. 

Nevertheless, one of the most important challenges of deep learning and 

CNNs is their training. Training these networks is very difficult due to 

the high volume of the layers and their weights and the need for 

powerful high-speed processors. Therefore, using deep learning 

networks does not require the training of the entire network, and pre-

trained models and algorithms can be applied in this regard. 

Accordingly, a pre-trained network can be considered instead of 

designing a deep convolutional neural network from the base, which can 

be used as an input feature to learn a classification task. During the 

process, a number of layers that express the generalities of images are 

frozen based on the existing database so that their weight does not 

change during training. If there is a low amount of data in the database, 

only the last layer of the fullyconnected block is trained. Otherwise, a 

higher number of layers are trained. The latest advancements in the use 

of CNNs in the field of computer vision have led to the emergence of 

famous CNN models, including VGG, GoogleNet and ResNet, which 

can be uploaded. Table 2 shows the characteristics of each layer in the 

CNN applied in the present study. 

Weeused Matlab, which was applied on a high-performance computing 



 

 

system, which encompasses several computational clusters and 

integration among them leads to the centralized management of the 

tasks. Hardware characteristics were: two nodes, 2x NVIDIA® Tesla 

K80 GPUs, 8x16GB memory, and2x Intel® Xeon® E5-2695 v3 @ 

2.30GHzprocessor. It is worth noting that only one specific model was 

used on an HPC system in all results obtained from various techniques. 

Table 3 exhibits characteristics related to the neural network adjustment 

parameters. 

3.Results 

In this study, three evaluation criteria of accuracy, sensitivity and 

specificity are used to facilitate the assessment of function of our 

proposed breast anomaly detection system: 

The variables of Sen, ACC and SPE are related to sensitivity, accuracy 

and specificity of the model, whereas the variables of Tp, Tn, Fp and Fn 

show the number of true positives, true negatives, as well as false 

positives and false negatives, respectively. Therefore, accuracy will be 

high if both sensitivity and specificity are high. Out of the 1960 available 

images, 70% of the data are considered as training data and 30% of the 

data (588 samples) are considered as a test. Table 2 presents the results 

related to the sensitivity, accuracy and specificity obtained from the test 

data. 

The level of accuracy and area under the ROC Curve will increase when 

there is an increase in the amount of sensitivity and specificity. Figure 3 

includes a diagram related to the amount of accuracy of the validation 

data used for the three neural network models. 

In addition, Figure 4 shows the diagram related to the amount of error of 

the validation data applied for the three neural network models.. 

Table 2. Evaluation of extracted features using the classifications 

Model TP TN FP FN ACC SPE Sen 



 

 

GoogleNet 74 426 49 39 85.03% 89.7% 65.48% 

Resnet 87 406 36 59 83.8% 91.9% 59.58% 

Vgg16 95 405 40 48 85.03% 91.01% 66.43% 

Fusion of 

GoogleNet 

and Resnet 

117 437 18 16 94.21% 96.04% 87.96% 

Fusion of 

GoogleNet 

and Resnet 

and Vgg16 

126 445 9 8 97.10% 98.01% 94.02% 

 

Figure 3. Diagram of accuracy measured at each iteration 

 



 

 

 

Figure 4. Diagram of error measured at each iteration  

Finally figure 5 shows the two proposed method,  Accuracy and Error 

plots. 

We propose votingmethod for combining classifiers. 

 

Figure 5. Diagram of accuracy and error measured at each iteration 

for proposed method 

 



 

 

3. Discussion 

 

In the previous section, result of simulations presented. In this section, 

brief discussion presented.The present study was performed to implement 

and evaluate a decision support system (DSS) to assist the detection of 

breast cancer with the use of deep neural networks. The use of deep 

neural networks in the detection of breast cancer by thermographic 

images can be discussed in two areas, including the application of deep 

neural networks in comparison to previous works and analysis of the 

deep neural network itself . 

Most previous works relied on combining stochastic tissue features with 

a classifier such as SVM, including an article by Acharya and Francis 

[13, 32]. While the accuracy values of the mentioned research and 

present study were almost equal, the former used a much lower number 

of images, compared to the latter [1960 images]. In addition, the 

accuracy of the proposed model was higher than other articles[16, 17, 21] 

but similar to studies [12, 20, 23] with a close error rate. 

The traditional breast anomaly prediction approach is the two-way 

analysis of asymmetry, the accuracy of which depends on the proper 

separation of the left and right breasts from a thermogram. Similar to 

some studies, Schaefer and Ng proposed the manual extraction of 

features, which involved a difficult task by the system’s developer [16, 

17]. Nonetheless, the proposed method detects breast cancer without the 

need for the feature extraction process in thermal patterns . 

The architecture of the proposed method can also be assessed. Some 

studies have analyzed certain aspects of computational costs (e.g., 

memory use and inference time), which was similar to a study by Bianco 

et al., who evaluated the effect of computational costs on detection 

accuracy.At this point, we compare and analyze the architectures used in 

the proposed method. VGG16 has five convolutional blocks and one 

block that is fully connected to four layers. This method is improved by 

replacing large filters with core size (11 and 5 in the first and second 

layers, respectively) using size three filters one after the other. However, 

there are some barriers to the use of the VGG algorithm, including large 

computational necessities, both in terms of time and memory. On the 

other hand, the ResNet algorithm is deeper than the VGG algorithm. The 



 

 

mentioned algorithm also includes feedback, which is due to the error 

backpropagation education algorithm. The deeper the algorithm becomes 

and the more increase occurs in the number of layers, the impact of 

weights and layers might become zero due to the presence of gradient 

function in the education function by entering deep space. This led to the 

proposal and use of ResNet algorithms that include feedback [33]. 

Similar to other neural networks, data placement order during 

convolutional network training affects the method of network training. 

Weight tuning is based on calculating the error between the predicted 

value and the expected value. Evidently, the more network training data 

there is, the more the model adapts to the training event. If the data 

consecutively given to the network do not all belong to one class, the 

network adapts itself during the training in such a way that it can better 

distinguish the data of these classes. Therefore, the order of data 

placement is disturbed before entering the convolutional network and 

data are not entered into a class in a row. 

Compared to previous studies implemented on this database[34], the 

proposed method achieves better results. For example in [35] final 

accuracy is 94.8% and less than our accuracy also in [36] accuracy is 

87.3% about 10% less than our method. More than this result we can 

refer [37] and [38] that achives 86.4% and 90.6% respectively. 

Despite all the benefits of deep neural network models, they have some 

limitations as well. One of the major drawbacks of these methods is the 

accurate tuning of parameters based on the duration of each program run 

to achieve favorable results. This forced the authors to run the program 

several times. Access to a computer hardware system with optimal 

processing capability is another feature required for such tasks in the 

field of deep neural networks. Another limitation is the lack of access to 

large datasets. there is currently only one rich database available to the 

public. Notably, a deep neural network requires a rich database to 

achieve good accuracy in such tasks.  

 

 

4- Conclusion 

Breast cancer has been the cause of mortality of many women 

worldwide. A review of articles revealed that making advancements in 

the breast cancer detection field could be a great help to this area from 



 

 

the perspective of computer sciences. While thermography can be an aid 

in the early detection of breast cancer, it certainly has advantages and 

disadvantages. Different architectures of CNN and fusion with 

voatingmethod  were used in the present study to classify breast cancer 

patients using thermography images. The present study aimed to make 

significant improvements in the accuracy of breast anomaly detection by 

using deep neural networks and raw thermal images without extracting 

features. Three pre-trained architectures of Google Net, ResNet18 and 

VGG16  and fusion of these classifiers with voating method, were used 

to classify breast cancer in thermal images. According to the results, the 

GoogleNet architecture was the most table one among the three 

architectures and yielded excellent results regarding the classification of 

thermography images. Meanwhile, VGG had a better performance, 

compared to ResNet. Therefore, CNNs were recognized to be extremely 

efficient in breast cancer screening. The most important novelty of the 

present study, compared to previous works in the field of breast 

thermography, was the lack of effective involvement of different breast 

morphologies in the results and the lack of manual extraction of features. 

In addition, the accuracy of the results was due to the proper tuning of the 

parameters and choosing an appropriate loss function.It is recommended 

that the classification accuracy be increased by using larger datasets for 

training and validation. In fact, CNNs will yield better results if there is 

an increase in the number of training samples. In addition, the deep 

learning approach will definitely perform well with the use of color 

datasets, compared to grayscale datasets for static protocols.  
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