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Abstract

ECOGEN, a new open-source computational fluid dynamics code is presented. It is a multi-
model tool devoted to the simulation of compressible flows. A large range of problems
can be solved, from single-phase gas dynamics to multiphase, multiphysics flows including
interface problems between pure fluids. This code is suited for strongly unsteady flows.
The numerical solver of ECOGEN is implemented in a flexible structure making the code able
to compute such complex flows on different kind of discretization grids. The implemented
hyperbolic solver is able to deal with Cartesian geometries as well as unstructured grids. A
recent adaptive mesh refinement method is also implemented. Its numerical implementation
is presented in details to help the enthusiastic developer to contribute to this open-source
project. Representative test cases are presented to show the tool abilities and to open the
gate for future developments.

Keywords: CFD code, multiphase flows, compressible, multiphysics, unstructured mesh,
adaptive mesh refinement
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Program title: ECOGEN

Licensing provisions: GNU General Public License 3 (GPLv3)

Programming language: C++ and XML

Supplementary material: MPI Library required

Nature of problem: The code solves sets of partial differential equations of compressible,
multiphase flows in the framework of diffuse-interface methods. It is dedicated to unsteady
flows involving acoustic waves, shock waves and material interfaces between liquids and
gases. Phase change problems (heating or cavitating flows) can be treated with respect of
physical conservation principles and thermodynamics consistency.
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Solution method: The numerical method is based on finite volume discretization involving
approximate Riemann solvers on different multi-dimensional grids: Cartesian (with or with-
out AMR algorithms) or unstructured. Time and space integration scheme is based on first
and second-order methods using the MUSCL approach. The time integration is explicit,
the time step obeys a CFL condition. The algorithm is using Message Passing Interface
library for the treatment of communications in parallel simulations. Geometrical domain
decomposition is automatically generated for Cartesian grids.

Official web site: https://code-mphi.github.io/ECOGEN/

Official documentation: https://code-mphi.github.io/ECOGEN/docs/sphinx_docs/
index.html

1. Introduction

Multiphase, compressible, multiphysics flows are present in numerous industrial and med-
ical applications involving physical phenomena such as:

e Bubble dynamics and cavitation for the treatment of kidney stones in the context of
shock-wave and burst-wave lithotripsy [1, 2, 3, 4, 5, 6, 7, 8, 9, 10|, for the improvement
of the artificial heart valves and pumps [11], for the understanding of injury mechanisms
during blast trauma [12, 13, 14] or of syringe failure by an autoinjector device during
drug delivery [15, 16], for liquid flows around hyper-velocity projectiles and submarine
airfoils, or inside nozzles such as fuel injector systems [17, 18, 19, 20, 21, 22].

e Breakup of liquid droplets induced by high-speed flows or shock waves for combustion
systems where a liquid jet is atomized [23, 24, 25, 26, 27, 28], for the erosion of aircraft
surface during supersonic flights [29, 30, 31, 32] or for nuclear security issue involving
shock-wave attenuation [33, 34].

e Formation and fragmentation of liquid jets [35, 36] as for example for needle-free in-
jections into skin with highly focused microjets [37, 38].

e Impact of solids at high velocity for fracture and fragmentation in ductile materials

undergoing impact loading, for hypervelocity impact on satellites or for blast effects
on structure [39, 40, 41, 42, 43, 44].

e Boiling flows [45, 46, 47].

e Deflagration-to-detonation transition in granular energetic materials [48] or detonation
waves in condensed energetic materials [49].

Among the previous references, many have participated to the improvement of diffuse-
interface models and schemes with the objective to understand, to precisely describe and
to reliably predict the behavior of these complicated flows. One can also note additional
contributions to the associated numerical methods from authors such as Toro [50], Dumbser
et al. [51] and Shyue and Xiao [52] to name a few.



However, only home-made computational research tools have been developed in parallel
by researchers in different teams. It appears that these home-made tools are developed for
similar applications and involve similar methods. Their specifities often rely on the use of
a given discretized grid or a given mathematical model. This is the reason why ECOGEN has
been developed: It utilizes the modular aspect of the C++ language to treat different kinds
of problems with different appropriate physics in a unique code by sharing common features
issued from academic works (grids, equations of state, numerical solver). This sharing of
complex features makes developers of the code able to implement quite simply a new flow
model without paying any attention to what is already existing in the tool. Moreover, a
peculiar attention is paid to conserve this virtue that makes it able to deal with different
problems without compromising the performance.

If ECOGEN is one of the first open-source package for compressible, multiphase flow solu-
tions in the framework of diffuse-interface methods, a little alternative exists with compara-
ble features. OpenFOAM [53] can integrate interface-capturing methods but through external
projects (not natively). Caltech develops an open-source package named MFC! [54] based on
a WENO scheme for multiphase flow with similar approaches. In Schmidmayer et al. [55],
one can find comparisons between ECOGEN’s MUSCL and MFC’s WENO schemes for treating
spherical-bubble-dynamics problems. A trend is observed where the higher-order-accurate
WENO scheme shows slightly better results than the lower-order-accurate MUSCL scheme
for relatively slow interface dynamics while the opposite is observed for relatively fast inter-
face dynamics. Note that the latter correspond to our previously cited, problem interests.
Few of the main results of this comparison and single-node performance comparison of both
codes are given herein. Furthermore, ECOGEN offers an Adaptive Mesh Refinement (AMR)
technique [26] specifically made to treat fast dynamics problems in a very efficient manner
and an unstructured mesh option.

ECOGEN means:

1. Evolutive: Because of its modular aspect, it is quite obvious that the tool is dedi-
cated to evolve according to the new models resulting from the last research works on
multiphase flows.

2. Compressible: The tool is devoted to compressible applications. The numerical solver
is based on an hyperbolic solver using Godunov method and Riemann problems for
intercell flux calculations [56].

3. Open-source: It is free and distributed under the GNU General Public License (http:
//www.gnu.org/licenses/gpl.txt).

4. Genuine: The aim is to provide a truthful tool able to help the community for a better
understanding on multiphase, compressible, multiphysics flows.

IMFC is a multi-component flow code made in the computational flow physics group at Caltech (California
Institute of Technology).



5. Easy: The code structure is designed for easier implementations of new models.

6. N-phase: If numerical tools already exist for solving single-phase flow problems, ECOGEN
is more specifically designed for multiphase flow problems.

This paper presents in details the version 1.0 of ECOGEN. Section 2 is an overview of the
code, describing downloaded package, installation instructions, main CFD features and a
brief description of Input/Output (I/O) files. Section 3 describes the code structure and the
base ideas making ECOGEN modular. In Section 4, grid structures embedded in the code are
detailed. Section 5 is devoted to the implemented mathematical models showing how the
code is able to treat a variety of equations of state, low models and their physical extensions.
The numerical solver is also presented in this section. Section 6 presents validations against
analytic solutions as well as experimental ones. A comparison of results obtained with
MFC [54] is also presented. In Section 7, typical results obtained using ECOGEN in different
flow situations illustrate the code possibilities. Finally, Section 8 provides elements in regard
to ECOGEN’s computational performance: Parallel scaling and single-node performance.

2. Overview

2.1. Package

The ECOGEN_V1.0 package is freely available at the following url: https://code-mphi.
github.io/ECOGEN/. This package includes several folders and files organized and described
below:

Folders:

e ECOGEN/src/ folder including C++ source files.

e ECOGEN/libMeshes/ folder including examples of unstructured meshes in *.geo for-
mat (gmsh? files [57]).

e ECOGEN/IibEOS/ folder including some possible parameters for different equations
of state in XML files.

e ECOGEN/libTests folder including:
— ECOGEN/libTests/referenceTestCases/ folder organized as a test-case library

according to the flow model (Euler-equation ECOGEN solver, Kapila’s model for
multiphase-flow ECOGEN solver, homogeneous-Euler-equation ECOGEN solver,...).

— Four quick-manual XML files to help the user to create a new flow calculation
with ECOGEN.

Files:

2Gmsh is a simple and efficient free mesh generator written by Christophe Geuzaine and Jean-Francois
Remacle (see: http://gmsh.info/)



e ECOGEN.xml: Main entry file to select running cases.

e Makefile: For compilation in Unix environment. This file may require some adaptations
to the user’s environment.

e LICENSE, COPYRIGHT and AUTHORS: Information files about authors and licens-

ing.
e README.md: Information file.

e ECOGEN _documentation.pdf: User’s guide including installation instructions, full de-
scription of input and output files, test case descriptions, etc.

2.2. Installation and testing

ECOGEN must be compiled with a C++ compiler. It also requires a functional system
implementation of Message Passing Interface (MPI) library (not provided in the package).
Installation of these prerequisites can be done using one of these three possibilities:

e Online installation guide available at: https://code-mphi.github.io/ECOGEN/start/

e In the official documentation online at: https://code-mphi.github.io/ECOGEN/docs/
sphinx_docs/index.html section installation instructions.

e In the EFCOGEN_documentation.pdf provided in the downloaded package.

2.3. Features
ECOGEN is including the following features for solving compressible-flow problems:

1. Cartesian meshes with or without AMR method [26], or unstructured meshes;
2. parallel computing using a domain decomposition (MPI library);

3. first- and second-order-accurate finite volume method based on MUSCL approach [50]
and THINC interface-sharpening method for multiphase flow [52] on Cartesian grids
(with or without AMR);

4. single-phase or multiphase flows using diffuse-interface method [58]. Depending on
multiphase application, various interphase equilibrium may be selected or not (veloci-
ties, pressures, temperatures, chemical potentials).

5. Depending on the flow model, additional physical effects are implemented:

Surface tension [27];
viscosity [59, 60];

heat conduction [59];

phase transition [47, 19, 49];
volume forces (gravity).

This list of features represents a snapshot of ECOGEN features at the date of publication and
would evolve in time.



2.4. Brief description of 1/0 files

ECOGEN settings are mainly managed via input XML files and GEO files for the unstruc-
tured meshes (gmsh format). Running the code creates output files including the computa-
tional results. The global input- and output-file structure is depicted in Figure 1. ECOGEN

ECOGEM.xml

maillagel.msh

mainy¥5.xml Maillage2.msh

meshV5.xml

modelV4.xml

Figure 1: Input- and output-file hierarchy.

XML-format files are located in the different folders and subfolders:

e ECOGEN.xml: Main input file driving the name of simulations to run.



e Input files for the material equation-of-state parameters are placed in the ECOGEN /libEOS/

folder.

e mainV5.xml (input file specific to a given simulation): It includes the settings to control
the name, the time, the output mode and the precision of the numerical scheme.

e meshV5.xml (input file specific to a given simulation): It contains parameters relative
to the geometry (kind of mesh, dimensions, AMR, etc.).

e modelV4.xml (input file specific to a given simulation): It allows the user to set the
physics of the simulation: Flow model, number of phases, equations of state, additional
physics, source terms and relaxations.

e initialConditionsV4.xml (input file specific to a given simulation): All necessary set-
tings for the initialization of the computational domain are set in this input file as well
as specification of boundary conditions.

The GEO input files for the unstructured meshes are located in ECOGEN/libMeshes/ folder.
Output files can be generated under either ASCII column files or XML, standard Visual-

ization Tool Kit (VTK), ASCII (or binary) format. Output files under VTK file format can

be easily read by common open-source visualization tool (e.g. Paraview [61] or Vislt [62]).
For a complete description of the use of input and output files, please refer to the official

online documentation. The user can also look at the input-file possibilities within the four
quick-manual files present in the ECOGEN /libTests/ folder.

3. ECOGEN C++ structure

ECOGEN is developed in a way to make use of the modular aspect of the C++ language
and especially inheritance and polymorphism through classes, their attributes and methods.
Thanks to that, ECOGEN clearly distinguishes the input, the geometry, the flow model and the
thermodynamics of fluids. In other words, this is a very interesting feature for the developers
because it means, for example, that everything that belongs to the geometry (dimensions,
meshes, etc.) can be modified without any care of the physics (flow models, additional
physics, etc.) and reversely. It is also quite easy to add new equations of state as they are
described in specific classes in the code. The global simplified structure idea of the code is
summarized in Figure 2.

To help the reader in the following, base classes are written in bold characters and derived
classes are written in italic characters.

As ECOGEN is able to distinguish the geometry and the physics, links are ensured by specific
computational-cell classes: Cell and Celllnterface. Computational cells are objects from
the base class Cell. Each cell contains the following attributes:

e Information for the number of equations: Number of phases, of transport equations
and of additional physics;
e objects for phases, mixture, transports and quantities of additional physics;

e a flux object;



Input classes:
Input.h and
GeometricalDomain.h

Geometry classes:

Simulation class:
Mesh.h, Element.h and

Run.h
Face.h
3 public methods called in Output classes:
) the main.cpp file: Output.h
Flow-model classes: _— - initialize
Model.h, Flux.h, Phase.h, | _— - solver
Mixture.h, AddPhys.h and - finalize
Source.h

Thermodynamics classes:
EOS.h

Figure 2: The main classes of ECOGEN. Input, geometry, flow-model and thermodynamics are separated to
simplify the code evolution.

e AMR attributes (if activated);
e a pointer to its corresponding geometrical element;
e one pointer for each interface with other cells (e.g. 2, 4 and 8 cell interfaces per cell in

Cartesian one, two and three dimensions, respectively).

A cell possesses pointers to its cell interfaces and not to the geometrical faces. Each cell
interface will be associated to an object from base class Celllnterface that contains the
following attributes:

e Pointer to the used model;
e pointer to its corresponding geometrical face;
e pointers to its left and right cells;

e AMR attributes (if activated).

Figure 3 summarized the main architecture between the geometry and the physics.

Some specificities have to be added to these cells and cell interfaces if the second-order
scheme is used. In that case, they are instantiated to derived classes CellO2 and Celllnter-
faceO2 that contain additional attributes. For the second-order cells, there are:

e Additional phases, mixture and transports for the second-order numerical scheme;

e additional conservative fluxes for the second-order numerical scheme.

And for the second-order cell interfaces:



Geometry Link Physics

Phase
Mixture

Flux

Celllnterface Model

Figure 3: Cell and Celllnterface objects are linking the geometry and the physics in ECOGEN. Arrows
correspond to the pointers between each class objects. Black line means that a Cell object contains objects
from derived classes of Phase, Mixture and Flux.

Slopes for the phases, mixture and transports.

Computational-domain boundaries are treated as derived class BoundCond from Celllnter-
face base class. Their added attributes are only characteristics to compute the corresponding
boundary condition involved.

In ECOGEN, a simulation is ensured by creation of a general object from base class Run
that acts as a conductor between all ECOGEN classes and corresponding instanciated objects.
This class possesses several important attributes:

General information for the simulation (numbers of phases, source terms, precision
order, simulation-time control, etc.);

a Model object containing model information;

a Mesh object containing geometrical information;

an array of EOS objects containing fluid equation-of-state parameters;

an array of Cell objects containing fluid-state variables;

an array of Celllnterface objects containing information on cell interfaces.

arrays of AddPhys, Source and Relaxation objects.

In other word, the Run class object is regrouping all information about a simulation in
ECOGEN. It also contains the three main methods of ECOGEN to run a simulation. These
methods are called in the main.cpp source file for each requested simulation:

The Run::initialize method is in charge of setting initial conditions for the simulation.
The Run::solver method contains the numerical scheme.

The Run::finalize method is in charge of freeing up memory for the next simulation.

Figure 4 shows a simplified global view of the ECOGEN structure. Boxes represent base
classes and dashed arrows show the links between them with the appropriate variables in-
volved. Find more information in the ECOGEN documentation (“doc” folder) made with
Doxygen?®.

3see http://www.stack.nl/~dimitri/doxygen/



~ -
P Fn_hinurrnal =~
e Tﬂ_l:nr\r?ﬁzlt Tt~ m_position
” . m_position T ~

_- - Model Transport I Mixture I | Phase j B \I Element | | Flux l
.- .- J_ié } \_A_‘ T a ) 4
- \
\

7/
Face _ ~ . m_model \ m_con%TranspDns "' m_mixture / m_vecPhases / m_element  , m_cons
- - v m_vecTransports | ’ ’ P
- -~ N ’ - -
- \ ~ ~ I - - -

/ - \ p L _ -
, m_face _ = m_mod \ = 5] Cell =
/ ,’/ <L,—»"*’-

- -7 Fn_’ceﬁnght ’

\
\ m_model ’

’ - -
J _ -7 == m_cellLeft \ ’
‘e =T - \ /
- /
Cellinterface Symmetn Limiter Mesh ! Eos m_cells
I : | | e | . | N o
|
1
I 1 m_globalVolumeFractionLimiter | | ]
\ _9 !
1 o1 m_symmetryAddPhys | m_interfaceVolumeFractionLimiter | /
\ m_baundanes‘ m_symmetry \ m_interfaceLimiter \
N \ N m_globalLimiter . I ’ P

m_cellRef
/ N
Jm_run | m_input | N

A\
N \ \
\
Input m_run ' m_outPut
]
\ | /

. \ /
\ m_input \ ! s
N \ -
~ -
T ouput |77
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Derived classes corresponding to geometry and physics are brifely detailed below.

3.1. Geometry classes

Geometry definition is ensured by classes derived from three base classes: Mesh, Ele-
ment and Face.
A mesh object is derived from base class Mesh. It can either be Cartesian (MeshCartesian)
or unstructured (MeshUnStruct), see Figure 5.

I MeshCartesian l | MeshUnStruct

| MeshCartesianAMR |

Figure 5: Inheritance graph of Mesh class. A class arrow points to which base class it derives.
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Concerning the AMR method, only the Cartesian type of mesh is adapted yet and the
way it is implemented in ECOGEN follows the lines of Schmidmayer et al. [26]. Notice that
there is no specific Cartesian- or unstructured-parallel derived classes since the parallel part is
generalized into the mesh classes. These mesh classes define how to build a mesh object which
is composed of geometrical elements derived from base class Element and its corresponding
geometrical faces derived from base class Face (Figure 6). Element main attributes are the
position (3 coordinates), the volume and a characteristic length for CFL condition. Face
main attributes are the position, the surface, the normal, the tangent and the binormal.
This last tree attributes represent a local base of vectors attached to the face.

| ElementHexahedron I

ElementPaint

ElementPrism

ElementCartesian l

ElementMS

ElementPyramid |

ElementQuadrangle |

| ElermentSegment |

| ElementTetrahedron I

| ElementTriangle I

Face

| FaceCartesian l FaceMNS

| FacePoint | | FaceQuadrangle | | FaceSegment | | FaceTriangle

Figure 6: Inheritance graphs of Element and Face classes.

3.2. Physical classes

To entirely describe the physics of a flow, three ingredients are needed: The base math-
ematical flow model, the equations of state describing the thermodynamical behavior of

11



each fluid and the additional physics involved (e.g. surface tension, viscous effects, heat
conduction).

3.2.1. Flow-model classes

Physics of the flow model are defined using four kinds of interlinked base classes: Model,
Phase, Mixture and Flux. The flow-model object is determined by the corresponding class
derived from base class Model (see Figure 7).

Model

ModEuler ModEulerHomogeneous | l ModKapila l | ModMultiP I ’ ModThermalEg

Figure 7: Inheritance graph of Model class. 5 flow models are implemented in the version 1.0 of ECOGEN.
Similar inheritance structures are present for Phase, Mixture and Flux classes.

The model class is used to compute the different methods that are specific to a model.
There is no specific attribute for the models. As example, Riemann solvers are methods
implemented in model classes. Accordingly to the chosen model, the phases, mixtures and
fluxes are based on the corresponding derived classes from base classes Phase, Mixture
and Flux. Phase and mixture objects contain physical data of the fluids (state variables,
velocities, etc.) accordingly to the chosen model (similar inheritance structures than in
Figures 7 for models exist for phases and mixtures). They are dedicated to be included in a
computational cell (presented in the next section).

Objects instantiated as derived class from Flux (also similar inheritance structure than
for models) contain a number of attributes function of the number of equations of the model.
Fluxes are used for several purposes. The first one is to store, for each cell, either the sum
of the computed fluxes at the cell interfaces or the unknown variables (conservative or not
depending on the model), depending on which part of the time-stepping strategy is executed.
The second one is to use the corresponding methods for the determination of the fluxes at
cell interfaces.

Using inspiration of existing models to create four new classes derived from base classes
Model, Phase, Mixture and Flux thus becomes possible in a total independence of ge-
ometry considerations. In other words, the interested developer can implement quite easily
a new flow model in ECOGEN.

A typical example: The mechanical-equilibrium, multiphase flow model of Kapila et al. [48]

The multiphase flow model of Kapila et al. [48] has been widely used in the past decades
to simulate interface problems as well as mixtures evolving in mechanical equilibrium in a
flow [63, 18]. Some interesting applications have been treated with extensions of this model.
To simulate such flow with n phases involved and a mixture part, n + 1 objects will be
instantiated per computational cell. The n objects from PhaseKapila class include at least
the following attributes:

12



Volume fraction;

density;

e pressure;

pointer to the equation-of-state object.

And the object from MixKapila class includes at least the following mixture attributes:

Density;

® pressure;

velocity vector;
e total energy.

A flux object from FluzKapila includes the following attributes:

Volume fraction of each phase;

density of each phase,
e mixture momentum,;

e mixture total energy.

3.2.2. FEquation-of-state classes

The thermodynamical behavior of a fluid is described using an appropriate equation
of state. The base class is named EOS and the inheritance graph of the class is shown
in Figure 8. Two equations of state are currently implemented: Ideal-gas and stiffened-
gas [64, 65] equations of state which allow a large range of flow simulations.

| EoslG ] | EosSG |

Figure 8: Inheritance graph of EOS class. Two equations of state are implemented in version 1.0 of ECOGEN.

Each derived class contains a given number of attributes corresponding to the equation-of-
state parameters as well as the needed methods used in ECOGEN to compute thermodynamics
variables (e.g. temperature from pressure and density) or thermodynamical evolutions (e.g.
isentropic process or process on the adiabatic Hugoniot curve). One can easily implement
new EOS in ECOGEN by creating a new derived class of EOS.

3.2.3. Additional-transport-variable class

Objects instantiated as derived class from Transport class are initialized only if sup-
plementary transport equations are required in the flow model. As example, when using
the effects of surface tension coupled with the multiphase flow model of Kapila, an extra
transport equation is needed to play the role of the color function [27].

13



3.2.4. Additional-physics classes

Is named “additional physics”, the physical effects which are not taken into account in the
base hyperbolic flow models. They may appear as fluxes, relaxation steps or source terms.
In the case of class AddPhys, they are treated as fluxes following a splitting procedure,
i.€., the additional fluxes are calculated using the new primitive variables obtained from the
hyperbolic step done with the Model base class introduced in Section 3.2.1. The source
terms Source and the relaxation terms Relaxation follow the same procedure using each
time the new primitive variables.

Figure 9 shows the configurations of the different classes involved in the additional-physics
part and details about the advancing procedure and the structure of these classes are given
in Section 5 on the numerical solver of ECOGEN.

| QuantitiesAddPhys |

QAPConductivity l I QAPSurfaceTension I | QAPYiscosity

| APEuler ] APKapila

| APKConductivity | | APKSurfaceTension | | APKViscosity |

m Relaxation

SourceGravity I I SourceHeating ] | SourceMRF I | RelaxationP ‘ | RelaxationPT | I RelaxationPThiu

Figure 9: Inheritance graphs of Quantity AddPhys, AddPhys, Source and Relaxation classes.

4. Data structure

Three kinds of grids are available: Unstructured grids, Cartesian grids and AMR Carte-
sian grids. Whatever the kind of grid is, the objects of classes Element, Face, Cell and
Celllnterface are all stored in 1D arrays but with different arrangements depending on the
grid type.

4.1. Cartesian data structure
For Cartesian grids, ECOGEN is generating its own meshes. It also decomposed the Carte-
sian grid for multi-core simulations. An example of 3D Cartesian grid generated by ECOGEN

14



is shown in Figure 10. In this example, an array of 4400 Cartesian elements is initialized
for a 4-core simulation. Note that in this peculiar example, the mesh is stretched in the
X-direction forward and backward, starting from the middle. Stretching is possible in every
direction allowing refined meshed zones in Cartesian computations.

0z

CPUO-

CPU 1I
CPU ZI

CPU 3-

Figure 10: 3D Cartesian grid example. The grid is generated for a 4-core simulation.

For a mesh containing nx, ny and nyz elements in X-Y- and Z-direction, respectively,
two main arrays are generated:

e Element array: An array of nx X ny x nz Cartesian elements is generated where each
element stores its geometrical information. In this array, the element e is stored with
respect to the following formula:

V<Z7j?k> € ([OanX]7[OvnY]7[Oan]>> €:Z+j an+k Xnx X Ny.

e Face array: An array of ng.es faces is generated to store geometrical information of
each interface between two cells as well as boundary conditions with:

nfacesz(nx+1) X Ny X ng + nx X (ny+1) X Nz +nx X ny X (nz+1)
Then, the data structure is ending with the generation of arrays of cells and cell interfaces

dedicated to the storing of physical flow information. Each Cell is associated to an Element
and each Celllnterface is associated to a Face.

15



4.2. Dual-tree AMR data structure

For AMR simulations, the evolution of the flow dynamically modifies the data structure.
The implemented AMR algorithm is based on dual trees for cells and faces, which is detailed
in Schmidmayer et al. [26]. First, a base Cartesian grid is generated as presented in the
previous section. Then, additional data will be initialized during the evolution of the sim-
ulation depending on geometrical regions that need to be refined. In those refined regions,
a Cell originated from the base Cartesian grid becomes the root of a cell tree. In the same
manner, the corresponding CellInterface (those linked to the refined cell) become roots of
face trees. Both appearing tree structures are interlinked by additional information:

e A Cell is equipped with an integer for its level of refinement, a pointer to each of its
child cell nodes, a pointer to each of its Celllnterface and a pointer to new face trees
(appearing inside the split cell).

e A Celllnterface is equipped with an integer for its level of refinement and a pointer
to each of its child face nodes.

A 2D example of this complex data structure is presented in Figure 11. In this example, a cell
is refined (top of the figure) and the figure is summarizing both induced tree data structures:
The cell tree in the middle (with 4 level-1 cells) and the face trees in the bottom (4 level-0
face trees and 12 level-1 faces, including 4 new level-1 face trees). The adopted numeration
is ‘XYZ’ with X being C (for cell) or B (for face), Y corresponds to level number (here, 0
or 1) and Z is the letter corresponding to the entity (A to N in the present case). Pointers
between cells in cell tree, as well as pointers between faces in face trees, are shown with black
solid lines. These pointers are organizing the tree structure. The other pointers involved in
the method, which are pointers between cells and faces, are non-exhaustively presented in
order to facilitate comprehension. These last pointers can be classified as follows:

e Pointers from cells to their external faces (2 in 1D, 4 in 2D and 6 in 3D). Such pointers
are present for each cell and are needed for gradient calculations as well as slope
determination for second-order scheme. Examples of such pointers are shown with
yellow solid lines, where cell COA points to the 4 faces BOA, BOB, BOC and BOD of
level 0.

e Pointers from cells to internal face trees. When a cell is refined, new faces appear
between child cells (1 in 1D, 4 in 2D and 12 in 3D). These faces have the possibility to
become roots of new face trees which are linked to the parent cell thanks to pointers.
These pointers are needed for refinement/unrefinement purpose. Example of such
pointers are shown with blue dotted lines, where cell COA points to the 4 new faces
B1K, B1L, B1M, and BI1N.

e Pointers from faces to cells. Each face possesses two of these pointers which are used to
compute hydrodynamic fluxes and update hydrodynamic part of the solution. These
pointers are used only if the face is a leaf of a face tree. 3 examples corresponding
to different situations are presented. In green dash-dotted lines are shown pointers

16



from a face of level 1 (BIN) to two level-1 cells (C1C and C1D). The last example in

red dashed lines shows a face (B1A) linked to a level-1 cell (C1A) and to another cell
neighbor (level-0) of cell COA or one of its child (level-1 cell) not shown in the figure.
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Figure 11: 2D example of links between cell and face trees. Here, some details are given for a unique cell
and its level of refinement. The top represents the cells. The middle and bottom sketches are representing

the cell tree and face trees, respectively. Connections between both cell and face trees are presented for some

typical situations.
This dual-tree structure induces an over-cost in regard to memory use compared to classi-
cal fully-threaded tree methods [66], but it improves efficiency by avoiding neighbor searches

and thus simplifies the AMR global algorithm presented in Section 5.3. Full details of the

AMR data structure are presented in [26].

Because of the recursive evolution algorithm, browsing of trees will lead to an important
amount of tests to detect cell and face levels. To improve access in ECOGEN, cells and faces
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are listed for each level of the simulation in specific dynamic members of the Run class.
These members are named m_cellsLvl and m_boundariesLvl, respectively. Indeed, loops over
cells or faces become straightforward and constantly efficient.

We also note that within the version 1.0 of ECOGEN, AMR parallel balancing is not present.
A simple static domain decomposition is thus used. The dynamic parallel balancing is going
to be available within the next public version.

4.8. Unstructured meshes

For unstructured grids, the version 1.0 of ECOGEN is reading mesh files from Gmsh [57]:
version 2 of MSH file format. Please refer to the Gmsh reference manual available online.
Implemented unstructured finite elements are:

e 1D segment;

e 2D triangle;

e 2D quadrangle;
e 3D tetrahedron;
e 3D hexaedron;
e 3D prism;

e 3D pyramid.

5. Numerical solver

The present section explains the numerical methods and algorithms implemented to solve
compressible flows in ECOGEN. The solver implemented in ECOGEN is explicit and solves hy-
perbolic systems of equations (conservative or not). The solver is particularly adapted to
simulate unsteady flows. In this section is successively presented:

e The finite volume scheme and algorithm for conservation laws in the general case of
unstructured meshes at first order;

e the treatment of non-conservative terms;

e the algorithm modifications induced by simulations using adaptive mesh refinement;
e the algorithm specificities induced by second-order accuracy;

e the additional finite volume scheme for additional physics;

e the source-term integration;

e the physical-relaxation methods for compressible multiphase flows.
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The system of equations solved in ECOGEN can be written in the general vector form:

a—q—l—V-F(q)Jrh(q)V'u:P(Q)+S(Q)+Y(Q)7 (1)

ot

with q the vector of unknown variables, F the flux tensor and u the velocity field, while
the vectors p, s and r stand for the additional physics (e.g. surface tension or viscous
dissipation), the source terms due to external effects and the relaxation effects between the
phases, respectively. The vector h contains the quantities governed by non-conservative
equations (e.g. the volume fraction).

The initial solution q" is updated towards the solution at the time level n + 1 according
to the following chain of operators:

an = LrelastourceLaddPhysLhyper (qn) .

The sequence reads from the right to the left and is performed over one time step, each Ly
operator is applied independently of the others. These operators are detailed in the next
paragraphs.

5.1. Finite volume scheme for conservation laws

The base solver of ECOGEN solves a system of conservation laws in the following form:

g—?%—V-F(q):O. (2)

Integration of System (2) on a computational cell ¢ of volume V; delimited by surface A of
normal unit vector n (as shown in Figure 12) reads:

0

— [ qdV +/ F(q) -ndA =0. (3)
ot Jy. A

X

Figure 12: Schematic view of a 2D computational cell 7.

19



The time evolution of the discretized System (3) is given for cell ¢ by the following explicit
scheme:

n+1 n At a *
q; =9q; — VZ ASFS ‘g, (4)
vos=1

where F? represents the flux-tensor solution of the Riemann problem between left (L) and
right (R) states separated by a surface of area Ay with respect to normal ng. Scheme (4) is
restricted by a CFL criterion determined by solving the associated Riemann problems.

In ECOGEN, this evolution is ensured by the complementarity between cells and their
interfaces described in the data structure of the preceding section and it is expressed through
the simple following pseudo-algorithm:

1. — Flux computation and buffering —

for (each cell interface s of area A;) {
Compute the hyperbolic flux tensor F* = F* (qf', q}t) by solving the appropriate
Riemann solver and buffering it into the corresponding left and right cell flux
objects:
ﬁL = f‘L — ASF: 1 P
ﬁR = ﬁR + Ast 0 P

}

2. — Unknown-variable cell evolution —

for (each cell 7) {
At~
/(\]./z qz + V; (2]
}

This algorithm is considered as the advancing procedure Ad (I) of refinement level [ in Sec-
tion 5.3 about AMR specificities.

5.2. Particular treatment of non-conservative terms

Multiphase models implemented in ECOGEN may present non-conservative terms which
can be written under the general form h(q) V - u. Then, a special treatment dedicated to
this kind of non-conservative terms is implemented in ECOGEN. The non-conservative part of
the system of equations thus reads:

dq
E+h(q)V~u—0,
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This form of non-conservative terms is then solved in ECOGEN using the following explicit
scheme for cell i:

n+1 _qn_gh(qn)iA u* - n

7 1 sz ) — ss S

where u} represents the flow velocity solution of the previously solved Riemann problem on
interface s. The flux buffering part of the pseudo-algorithm of Section 5.1 is modified as

follows:

— Flux computation and buffering with non-conservative terms —

for (each cell interface s of area Ay) {
Fi=F,— A, (F;(af,q}) + h(ap)u3) - ny ;
Fr =Fr + A (F; (af,ar) + h(qp) u) - ng;

}

5.3. AMR specificities

ECOGEN is equipped with a new adaptive mesh refinement method using dual trees for
cells and faces. The global method is presented in [26] and here is presented a summary of
ECOGEN solver modifications needed for AMR simulations.

The efficiency of an AMR method requires the implementation of a specific time-stepping
strategy based on two key points:

e Cells at different refinement levels evolve with different time steps according to their
level of refinement. In order to maintain the global time-step coherence for unsteady
simulations, if cells of level [ evolve at a given time step, cells of level [ 4+ 1 (two times
smaller in each direction than cells of level [) will then evolve 2 times with a time
step 2 times smaller. It thus avoids to compute the smallest time step of the entire
computational domain, necessary for stability, for every cell but only for the ones where
it is necessary, i.e., the cells at the highest level (I.c). Then, it results in a saving of
CPU time.

e This time-stepping strategy allows interleaving between time integration and tree re-
finement. It results in a saving of memory as it limits excessive buffer layer of refinement
ahead a discontinuity [66].

Time steps at various levels thus are:
At (1) = 2=t At

where [,;, is the minimum tree (refinement) level and At is the global time step.

The general integration procedure occurs at the different levels of the tree as an inter-
leaving of advancing and refinement procedures. It is expressed as a recursive procedure
I(linin) with:

1 (lmin) = Ad (lmln) ( min T 1) R( mln) >
1(1) Ad()I(1+1)Ad() I (I+1) R () for [ # (Imin, lmax) ; (5)
1 (lmax) = Ad (lmax) Ad( max) (lmax> 5
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where Ad(l) represents the advancing procedure of level [ described in the preceding section
and R([) is the refinement/unrefinement procedure of level [ detailed in [26]. All procedures
in (5) are performed from right to left, i.e., R (I) first, and Ad (l) last.

5.4. Second-order scheme

The second-order scheme used in ECOGEN is inspired by the MUSCL method where spacial
reconstruction is achieved through cell slopes and where a two-step integration in time is used
(the first step is a prediction for the second step). However, the prediction step in ECOGEN is
not accomplished using the only geometry but also by computing a Riemann problem. The
sequence is thus the following:

Determine the boundary extrapolated values qi and qf for each cell using the usual
piece-wise linear MUSCL reconstruction [50]: Determine the slope at each interface
using the values q" of its two neighboring cells and then, in each cell, use a slope
limiter between its face slopes to determine the final cell slope. Finally, from these cell
slopes, the boundary extrapolated values are obtained (Figure 13).

Compute the hyperbolic flux tensor F* (qf, qit) by solving a first Riemann problem.

Evolve the cell unknown variables " to a half time step to obtain q”+% and thus finish
the prediction step.

1
Repeat the process to obtain the new boundary extrapolated values q?r and qy?

from the piece-wise linear MUSCL reconstruction and then compute the new hyperbolic
1 1
flux tensor F* <qz+2 , q?;r?) by solving a second Riemann problem.

1
2

Evolve the cell unknown variables q™ to a full time step to obtain q®™! and thus finish
the sequence.

/qi_é’R qi+1
\l‘l\/‘/
1—1 7 141

Figure 13: Piece-wise linear MUSCL reconstruction for three successive computing cells ¢ — 1, 7, ¢ + 1.
Boundary extrapolated values at interface i — % from cells ¢ — 1 and ¢ are q,_ 1L and q;_ 1R respectively.

In ECOGEN, the slopes are computed using the primitive variables and the available slope
limiters are:
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e Minmod [67, 50];

e van Leer [68];

e van Albada [69];

e MC (Monotonized Central) [70];
e Superbee [71, 67];

e THINC (Tangent of Hyperbola for INterface Capturing) interface-sharpening method [52,
72] for interface between two fluids.

The simplified pseudo-algorithm of the second-order scheme to solve System (2) is:

1. — Determination of boundary extrapolated values —

for (each cell interface) {
Determine the cell-interface slope using the values q" of the two neighboring
cells;

}

for (each cell) {
Determine the cell slope using a slope limiter between its face slopes;
Extrapolate the values at the cell boundary to obtain qf and qg;

}

2. — Flux computation and buffering —

for (each cell interface s of area Ay) {
FL =FL - AF{(qf,qr) - ns;
Fr = Fr + AF7(qr, qp) - ng;

}

3. — Unknown-variable cell evolution for the prediction step —

for (each cells i) {
f\l}' - qz 2‘/1 (3]

}

4. — Determination of boundary extrapolated values —
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for (each cell interface) {

Determine the cell-interface slope using the values q”+% of the two neighboring
cells;

}

for (each cell) {

Determine the cell slope using a slope limiter between its face slopes;
1

1
= /n/+7
> and qp ?;

Extrapolate the values at the cell boundary to obtain qz+

}

5. — Flux computation and buffering —

for (each cell interface s of area Ay) {
n-‘,—% n—i—%

i:/‘L - i:ﬁL - ASF: <QL 7qR ) - g,

1
n+j

f‘R = ﬁR + AF; (qL 7q§+5> ‘N,
}

6. — Unknown-variable cell evolution for the hyperbolic part —

for (each cell 7) {
At~

h n
‘Ez q; v,

}

where q!' corresponds to the vector of unknown variables with the only hyperbolic part
of System (1) taken into account. The Lyype operator is thus a combination of the four
algorithms previously described in this section: The finite volume scheme is its basis, AMR
and second-order method are optional extensions while the non-conservative algorithm is
applied accordingly to the form of the equations.

5.5. Additional Physics

The Lagapnys operator describes additional physics not solved in the hyperbolic part of
the multiphysics model (previous sections) and not related to the integration of source terms
or relaxation procedures. Typically, this operator is applied to models that are split to be
solved through particular procedures when these models either involve complex structures
of Riemann solvers or when they have second-order terms, such as for surface tension [27],
solid mechanics [41], shallow water [73], or viscosity and heat conduction [59, 60, 74]. Those
types of physics often involve the calculation of gradients to compute the fluxes and the
associated pseudo-algorithm is thus the following:

7. — Gradient computation —
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for (each cell i) {
Compute the necessary gradients g; = g; (q?);
}

8. — Flux computation and buffering with non-conservative terms —

for Leach Eell interface s of area Ay) {
Fi =F — A, (F® (af, ai, 8, 2r) + 0™ (af, gr) ub) - ny;
Fr =Fr + A, (F? (qf, qi, 81, 8r) + h™ (g}, gr) ul) - n,;
}

9. — Unknown-variable cell evolution for the additional physics part —

for (each cell 7) {
At~

ap h
?Z qz V;

t

where the superscript “ap” stands for the additional physics.

5.6. Source-term integration

The source-term operator Lg,,c performs a time integration of a system of ordinary
differential equations. In this ECOGEN released version, the gravity acceleration, the terms
due to rotating frame used for rotating flows (Coriolis force, centrifugal force) and heat
exchange through duct walls may be considered. Because there are constant source terms, a
simple solver based on first-order Euler method is sufficient and leads to a one-step scheme:

10. — Unknown-variable cell evolution for the source-term integration part —

for (each cell 7) {
q; = q;" + Als; (g™);
}

where the superscript “s” stands for the source terms.

5.7. Physical-relaxation methods

ECOGEN is primarily dedicated to multiphase flows simulation in the framework of diffuse-
interface method [58]. The present released version only treats single velocity flows. More
precisely, implemented models are particularly adapted to describe flows composed of sev-
eral phases evolving with the same velocity. In other words, drag effects between phases
are considered to locally (at the cell scale) be intense enough to consider that the time
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scale under interests does not require to take into account for multiple velocities. Never-
theless, thermodynamics variables may be considered as evolving separately. This concerns
the pressure p, the temperature 7" and the chemical potential p (or Gibbs free energy ¢).
For several implemented models, ECOGEN allows to occasionally perform a simulation with
additional constraints on thermodynamics variables. These constraints are obtained by us-
ing physical-relaxation procedures. This kind of procedure is popular in the multiphase flow
theory [75, 76, 77, 78]. Implemented procedures systematically consist in finding the final
equilibrium state “f” of an isolated thermodynamic system (the cell) from an initial dise-
quilibrium state “0”. This initial state is obtained at each time step as the solution result
of the previous operator and the relaxed state corresponds to the application of the L,
operator. The corresponding pseudo-algorithm is:

11. — Unknown-variable cell evolution for the relaxation part —

for (each cell 7) {
q@ﬂ—i_l = Lielax (Qf),
}

where L. corresponds to one of the relaxation procedures presented in the Appendix.

6. Simulation validation

Several test cases that validate and verify ECOGEN’s capabilities are presented in this
section. These include one-, two-, and three-dimensional test cases that span a wide variety
of flow problems.

6.1. Validation against analytic solutions

ECOGEN has been validated against analytic solutions over 1D and multidimensional, single
phase and multi-phase flows:

e Simple 1D and 2D transport tests for single phase and multi-phase configurations [79,
26};

e 1D liquid-gas shock tubes with high-density and high-pressure ratios [79, 26, 55];

e 2D and 3D surface-tension tests to verify Laplace’s law [27, 79, 26];

e 3D spherical bubble collapse to compare ECOGEN’s numerical modeling to the semi-
analytic solution given by the Keller-Miksis equation [80] (a compressible form of the
Rayleigh—Plesset equation) [55]. Figure 17, presented in Section 6.3, shows few of the
main results of [55]. An example of spherical-bubble-collapse validation is given below
in a 2D-axisymmetric context.
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pw = 500x10° Pa
pw = 1000 kg.m ™3

pp = 1x10° Pa

:::E .pp=12kgm"
11:;\‘ R, = 0.5 mm

3

Figure 14: Initial configuration of the test case of the spherical bubble collapse.

A spherical air bubble is initialized at atmospheric state in the corner of a 2D-axisymmetric
domain filled with water at high pressure of p,, = 500x10° Pa (Figure 14). The domain size is
6 mm x 6 mm. The initial radius of the bubble is R;, = 0.5 mm. The left and bottom bound-
aries imply both symmetry condition. Non-reflecting (absorption) boundary conditions are
used elsewhere.

The hyperbolic model of Kapila et al. [48] is used:

(O, v ~ KV
88_t+ u 051 - u’
«
; altpl + V- (alplu) = 0,
(gzth + V- (062,0211) = 0, (6)
Jdpu
W—I—V (pu®@u+pl) =0,
OpE
SV ((pE+p)u) =0,

where subscripts “1” and “2” correspond to one of the two phases, respectively. o and py

1
are the volume fraction and density of phase k. p = > appr, u, p, E = e + EHuH2 and
k
e =Y, ayprer are the mixture density, velocity, pressure, total energy and internal energy,

respectively. The term KV - u accounts for the differences in the acoustic behavior of both
phases or in other words, for the differences in expansion and compression of each phase in
mixture regions. K is given by:

/725% - 018%

p2s3 | st

&%) (651

K =

si being the speed of sound of phase k. A relaxation procedure is also used to solve the

27



model. Complete details are available in [18].

The stiffened-gas parameters for the water are v, = 4.4 and 7, = 6x10°® Pa [81, 18, 45,
5, 27, 26], and the ideal-gas parameter for the air inside the bubble is v, = 1.4. The mesh
initially presents, in each direction, 150 cells between 0 mm and 1.5 mm and it is stretched
over 40 cells, with an aspect ratio of 1.1 between each cell, until it reaches 6 mm. AMR is
used with 3 levels of refinement and thus allows to obtain an effective resolution of 400 cells
per initial bubble radius. In addition to the AMR, the THINC interface-sharpening method
is used.

Figure 15 shows the evolution of the bubble radius R for the solution given by the sim-
ulation and for the semi-analytic solution given by the Keller—-Miksis equation for spherical
bubble collapse with compressibility effect taken into account [80]. The radius of the simu-
lation is computed from the gas volume by assuming the shape is spherical. The simulation
solution is in very good agreement with the semi-analytic solution for the collapse and slightly
less for the rebound. However, one should note that the Keller-Miksis equation holds un-
der the assumption of low-Mach interface speed [82] while in the present test case, a Mach
number of 1.189 is measured at the instant just before reaching the minimum bubble radius.
The rebound part is thus not fully shown in Figure 15.

1

0.8+

0.6 -
g
~
S
0.4+
0.2+
— Keller—Miksis
----- ECOGEN
0 L L L L I
0 0.2 0.4 0.6 0.8 1

t/te

Figure 15: Radial bubble-wall evolution. Bubble radius R is non-dimensionalized by the initial radius Ry
and time t is non-dimensionalized by the theoretical Rayleigh—collapse time t. [83]. Comparison between
the solutions from the Keller-Miksis equation [80] and the simulation.

6.2. Validation against experimental results
In ECOGEN’s validation process, it has also been compared to experimental results, where
good agreements were observed, for flows such as:

e Shock wave traveling through a bifurcation in a attenuation-study context [84]. The
experiment used a shock tube and a branch with a trap, while the modeling used an
unstructured mesh for this single-phase configuration (Euler equations). The incident
Mach number was 1.44;
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e dynamics of microbubbles at the surface of urinary stones [10]. Ultra-high-speed video
microscopy was used and the lipid-shell microbubbles designed to accumulate on stone
surfaces were driven by bursts of ultrasound in the sub-MHz range with pressure ampli-
tudes on the order of 1 MPa. Microbubbles were observed to undergo repeated cycles
of expansion and violent collapse. At maximum expansion, the microbubbles’ cross-
section resembled an ellipse truncated by the stone. Approximating the bubble shape
as an oblate spheroid, this study modeled the collapse by solving System (6) within
a 2D-axisymmetric configuration and with AMR [26] for fine resolution of the gas—
liquid interface. Modeled bubble collapse and high-speed video microscopy showed a
distinctive circumferential pinching during the collapse. Modeled pressure spikes had
amplitudes two-to-three orders of magnitude greater than that of the driving wave.
Micro-computed tomography was used to study surface erosion and formation of mi-
crocracks from the action of microbubbles. This study suggests that engineered mi-
crobubbles enable stone-treatment modalities with driving pressures significantly lower
than those required without the microbubbles;

e interaction of a shock wave with a water column and aerobreakup of a water column
and of a water droplet by a high-speed flow [27, 79]. The latter being initiated by
shock wave. The waves propagation and the first stages of a water-column breakup
for a Mach number of 1.3 were compared to the experiments of Igra and Takayama
[32]. In the experiments, two transparent optical windows were placed in a shock tube.
A separation of 4 mm in height was present and the authors claim that the shock
wave propagating inside the 4 mm high channel was only very slightly perturbed by
the windows. The water column was initially produced and maintained between those
two windows. The height of the water column was thus equal to the height of the
channel. On the side of the modeling, surface tension [27] and AMR [26] were taken
into account. The column displacement, the flow-direction and the lateral deformations
were assessed and showed good agreement. Few of the 2D and 3D results produced by
ECOGEN are presented in Figure 16 for illustration purposes. For the 2D water-column
atomization case, the initial column diameter is Dy = 6.4 mm and it is exposed to a
shock wave of Mach number 1.3 in atmospheric air. For the 3D water-droplet breakup
case, Dy = 1.3 mm and the flow conditions are similar to the ones of the 2D case. The
corresponding initial Weber numbers in these conditions are 3690 and 750, respectively.

6.3. Comparison of ECOGEN with MFC

There is a few open-source codes able to solve compressible multiphase flow equations.
MFC [54] is one of them and some comparisons with ECOGEN have been performed on a very
challenging test case in Schmidmayer et al. [55] about dynamics of a spherical gas bubble.

The numerical results must properly treat the compressibility effects in the mixture re-
gion, the discrete conservation must be enforced while the sphericity of the bubble should
be maintained in the presence of large density and pressure ratios. Both codes use diffuse-
interface methods and, in this study, solved the multi-component model presented in Sec-
tion 6.1: System (6). ECOGEN uses the second-order-accurate MUSCL scheme presented in
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Figure 16: 2D water-column atomization (a)-(d) and 3D water-droplet breakup (4)-(i¢) [79]. (a) 200 us, (b)
600 ps, (c) 1400 ps, (d) 2200 us and (i)-(éi7) 281 us after the first interaction between the shock wave and
the column or the droplet. In (a)-(d) is shown in red a threshold on the volume fraction of water for values
equal or superior to 0.1 (« > 0.1) and in blue what is considered as a mist of micrometer water columns (2D
droplets). In (i) is shown contours of o = 0.01 (cyan), while in (4i)-(¢4¢) vorticity contours are represented
and colored by the velocity magnitude. (a)-(d) () 2017, Aix-Marseille Université.

Section 5.4 (labeled here as MUSCL2), while MFC uses either a third- or a fifth-order-accurate
WENO scheme (labeled here as WENO3 and WENO5, respectively).

A collapsing and rebounding air bubble at pressure p, in water at 10 or 1427 times higher
pressure p., was considered. Simulation specifications were presented in [55]. Figure 17 shows
the evolution of the bubble radius; it reaches a minimum near the nominal Rayleigh collapse
time ¢, [83], then rebounds, as expected. This closely matches the solution expected following
the Keller-Miksis equation [80]. Note that for the p./py, = 1427 case, the Keller-Miksis
solution is not sufficiently trustworthy after such a strong collapse and is thus not represented
(gray area). We also observe that MFC is performing slightly better for the relatively slow
bubble dynamics (p/py = 10 case) when using the WENO5 numerical method. This is due to
the more substantial numerical diffusion intrinsic to the lower-order schemes, even though the
WENO5 scheme required an initially smeared interface to maintain simulation stability. One
can note ECOGEN has a slight lead for the fast bubble dynamics (ps/ps = 1427 case). Similar
trend was also observable for the bubble sphericity [55]. Further, they noticed that the
relatively small bubble size at the collapse time resulted in significantly distorted interface
shapes. However, these shapes were shown to be more spherical for finer spatial meshes.
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Thus, an adaptive-mesh-refinement technique, such as the one developed in ECOGEN [26],
would help maintain bubble interface sphericity at the same computational cost as a uniform
mesh near the bubble. Finally, this validates again ECOGEN’s simulation quality.
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Figure 17: Radial bubble-wall evolution for (a) peo/pr = 10 and (b) poo/pp = 1427 [55]. Solutions are
computed using MUSCL2 (ECOGEN), WENO3 and WENO5 (MFC [54]) and the Keller-Miksis equation [80].

7. Illustrative examples

To complement the simulation validation presented in the previous section, three illus-
trative examples to show typical abilities of ECOGEN are presented:

1. 2D droplet impact on a wall to show its ability to manage surface tension and gravity.

2. 2D-axisymmetric, shock-induced bubble collapse near a wall to show its ability to
reproduce complex physics while using AMR method and mesh stretching.

3. 3D pump rotor to show its ability to deal with complex geometries using an unstruc-
tured mesh and rotating frames.

7.1. 2D droplet impact on a wall

A 2D droplet of liquid is introduced in a box filled with air. At the initialization, thermo-
dynamical equilibrium between the liquid and the gas is present and the droplet is moving
with an oblique direction to the upper wall (Figure 18). Wall boundary conditions are used.
Surface tension is taken into account which explains the higher pressure inside the droplet.
Gravity effects is also present to force the droplet to drop down after the impact on the
upper wall. Initially, the Weber and Bond numbers are the following:

o 2
_ pd“udHD _ 3178, Bo = M — 2737’

o g

We
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where pq, uq, D, p., 0 and a are the density, the velocity and the diameter of the liquid
droplet, the density of the air, the surface-tension coefficient and the magnitude of the gravity
acceleration, respectively.

pa = 1000 kg.m 3

pa = 1x10° Pa
pa=1kgm™3

Figure 18: Initial configuration of the test case of the 2D droplet impact on a wall.

The hyperbolic model of Schmidmayer et al. [27], taking into account surface tension, is
used with additional gravity effects:

(

oM v — KV
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The capillary energy is equal to e, = o||V¢|| and ¢ is the color function. a is the gravitational
acceleration.

The surface tension is treated with a splitting methodology and is thus considered as
additional physics, while the gravity is considered as source terms. Note that a relaxation
procedure is also used to solve the model. Complete details are available in [27]. The
stiffened-gas parameters for the liquid droplet are 74 = 2.1 and 7 = 10° Pa [27, 26], and
the ideal-gas parameter for the air is 4, = 1.4. AMR is used and the effective resolution at
the vicinity of the interface is of 32 cells per initial droplet diameter.

Results at different typical times are presented in Figure 19 and 20. In the first figure
is shown the complete domain with the droplet impacting the upper wall, spreading over it,
forming three smaller, spread droplets and then with the effect of surface tension, the spread
droplets are gathered and finally have enough mass and inertia to drop down from the upper
wall under the effect of gravity. The second figure shows a magnified part of the complete
domain (bottom, right quarter of the domain) and its first frame (frame 9) shows the two
biggest droplets just before they touch the lower wall. This time, the stronger impacts
enhance the formation of multiple, even smaller droplets. In frame 10, one can observe the
third, smallest droplet flowing downward along the right wall appearing into the magnified
domain, as well as a cavity pocket formed under the first droplet impacting the lower wall.
In frame 12, detached droplets from the second droplet impacting the lower wall are lowing
upward along the right wall. Between frames 12 and 13, the droplets on the right wall are
impacting each others. In frame 14, the highest droplet is at its highest elevation and is thus
falling down in the subsequent frames. The smallest droplet in frame 15 is going downward
and is going to be absorbed by the droplet directly under it (frame 16).
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Figure 19: Results at different typical times for the test case of the 2D droplet impact on a wall. The impact
on the upper wall and the drop of the subsequent droplets are shown.
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Figure 20: Results at different typical times for the test case of the 2D droplet impact on a wall. A magnified
view, corresponding to the region of the black, dotted box in the last picture of Figure 19, is shown with the
impact of the droplets on the lower wall.
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7.2. 2D-azisymmetric, shock-induced bubble collapse near a wall

A spherical bubble collapse in a 2D-axisymmetric configuration and under strong pressure
ratio was presented in Section 6.1 for comparison against the semi-analytic solution of Keller—
Miksis [80]. Here, a similar configuration is considered but where the bubble collapses near
a wall in a non-spherical manner.

The spherical air bubble is still initialized at atmospheric state but it is placed at a
standoff distance (ratio between the distance from the center of the bubble to the wall
and the bubble radius) of 1.5 from the wall. The rest of the 2D-axisymmetric domain
is separated in two parts: One is filled with water also at atmospheric pressure allowing
thermodynamical equilibrium with the initial bubble, and the other one is filled with shocked
water at high pressure of p, = 500x10° Pa, density of p, = 1018.31 kg.m =3 and velocities
of ug = —29.95 m.s~! and v = 0 m.s~!, representing the conditions of a shock propagating
parallelly to the wall (Figure 21). The domain size is 6 mm x 6 mm. The initial radius of
the bubble is R;, = 0.5 mm. The bottom boundary implies symmetry condition while the
left one represents a wall condition. Non-reflecting boundary conditions are used elsewhere.

ps = 500x10° Pa

(_ -—

; : ps = 1018.31 kg.m 3
po=1x10"Pa = 99,95 m.s!
pp = 1.2 kg.m B

I vs =0 ms !

Ry = 0.5 mm I 3

w, =0ms' |
Lo
L =0.75 mm I
A > :
[
1

Figure 21: Initial configuration of the test case of the shock-induced bubble collapse near a wall.

The model used is the same than for the spherical-bubble-collapse test case of Section 6.1.
The mesh initially presents, in each direction, 100 cells between 0 mm and 2 mm and then it
is stretched over 32 cells, with an aspect ratio of 1.1 between each cell, until it reaches 6 mm.
AMR is used with 4 levels of refinement and thus allows to obtain an effective resolution
of 400 cells per initial bubble radius. An example of the mesh at the initialization and at
time t = 0.5125 ps is shown in Figure 22 for a simulation using 24 cores. We recall that
in addition to the AMR, the THINC interface-sharpening method is used and that within
the version 1.0 of ECOGEN, AMR parallel balancing is not present. The latter is going to be
available within the next public version.
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Figure 22: Meshes for the test case of the shock-induced bubble collapse near a wall. Top, left picture shows
the full domain at the initialization with the apparent stretched mesh. Top, right picture shows a magnified
view of the initial mesh at the location of the bubble and of the shock. Bottom picture shows a magnified
view around the bubble at time ¢ = 0.5125 us. In the last two pictures, different level of refinement are
observable. Colors either change for cores or levels of refinement.

In Figure 23 are shown results of the simulation for different times. On the upper half of
each picture is shown the pressure field, while the lower half shows the velocity magnitude.
Logarithmic color bars are used to allow visualization of the different physical phenomena
appearing at different scales. The pressure and velocity fields are overlaid by the volume
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fraction of gas shown in black and white, with an opacity function to render translucent
surfaces. The black shows regions of high gas content. The opaqueness decreases with volume
fraction until the gas volume fraction is zero (100% liquid) depicted as 100% transparent.
One can observe the initial shock propagating from the right to the left and crossing
the bubble. The shock is then reflected on the wall to cross another time the bubble. The
bubble progressively collapses in a non-spherical manner. A jet to the wall is produced by
the bubble, accompanied by a shock wave of locally stronger amplitude than the initial one.
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Figure 23: Results at different times for the test case of the shock-induced bubble collapse near a wall.
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7.3. 3D pump rotor with cavitation

A 3D pump rotor is simulated using the simplified geometry presented in Figure 24. A
liquid is entering from an annular inflow zone represented by a red color in (b) and considered
as a tank boundary condition in the simulation. The pump rotor is equipped with 16 blades
and is rotating at 1500 rpm around Z-axis. The fluid is exiting the pump rotor from an
annular outflow zone at imposed pressure represented by a white color. The pressure ratio
between outlet and tank is r, = 0.25.

(a) (c)

Y Z
e V_x

Figure 24: Views of the 3D pump rotor geometry. White and red annular zones in (b) represent fluid outflow
and inflow, respectively. The mesh surfaces are visible in (c). It is composed with 227,062 tetrahedrons and
96,172 triangles. Mesh colors represent the core decomposition (24 cores here).

The model solved here is similar to those solved in Petitpas et al. [19] in the limit
of a two-phase flow model taking into account the effect of phase change. As a rotating
flow is simulated, the model is written in the rotating reference frame with a constant
angular velocity w corresponding to the rotor angular velocity. Thus, the model contains
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the centrifugal and Coriolis accelerations:
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Ty, 'y and g are the temperature, the Griineisen coefficient and the Gibbs free energy of
phase k, respectively. H and v are relaxation coefficients for heat and mass transfers. This
complex model involves solving equations under conservative form and then complementing
them with non-conservative, source and relaxation terms as described in Section 5. The
parameters of the stiffened-gas liquid and ideal-gas vapor are presented in Table 1 [19].

EOS parameters | v | 7o (Pa) | ¢, (J/(kg.K)) | erer (J/kg) | Srer (J/kg)
Liquid 2.45 | 1.06x10° 695 —2.8x10° 0
Vapor 1.47 0 530 6.9x10° —9.2x10°

Table 1: Equation-of-state parameters for the 3D pump rotor test.

Simulation results are presented in Figure 25 when a pseudo steady state is obtained.
In (a) and (b) are shown velocity vectors colored by the magnitude of the mixture velocity
to observe the rotational phenomenon and colored by the pressure, respectively. While the
volume fraction of vapor is represented in (c¢) where one observes that decreasing pressure
produces cavitation pockets filled with vapor along blades.

8. Code performance

ECOGEN’s performance is tested regarding parallel scaling for AMR and non-AMR meth-
ods and single-node, time-to-solution comparison to another recent open-source code, here
MFC [54].
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Figure 25: Simulation results at pseudo steady state for the 3D pump rotor geometry (1500 rpm). Velocity
vectors colored by velocity magnitude (a) and pressure (b), and field of vapor volume fraction (c) are
represented. In the latter, cavitation pockets are observed.

8.1. Parallel performance

The parallel scaling is presented herein through the strong and weak speedups:

T

Speedupstrong = T;Cb (9)
T

Specdip, ey, = 11Ci. (10
k

where T is the computational wall time of the total simulation and C' corresponds to the
number of cores. Subscripts 1 and k refer to the base and the current simulations, respec-
tively. Here, the base simulation uses a single node of 24 cores (C} = 24). The strong scaling
uses the same total number of cells for each case, while the weak scaling adapts this number
to correspond to an ideal constant time-to-solution, e.g. 1000 cells for 1 node and 2000 for 2.
One can note that performing a weak scaling configuration when using AMR is challenging.
Therefore, only the strong configuration for AMR is presented in the following.

Figure 26 shows ECOGEN’s scaling in four different configurations, all starting with a single
node. The non-AMR scaling (Cartesian) was performed on the Comet supercomputer from
the San Diego Supercomputer Center for both the weak and strong configurations and on a
small portion of the 3D, water-droplet-breakup test case of Section 6.2. The AMR scaling
was also performed on Comet but on a 3D, bubble-dynamics test case involving a shock-
wave interaction with three successive gas bubbles [26]. The latter was done for two AMR
configurations: One with a maximum refinement level of [,,,,, = 2 and another with [,., = 3.
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The non-AMR method shows for both configurations good scaling performances: Close to
perfectly linear until about a 1000 cores where the performance decreases of a few percent
from the ideal solution. Concerning the AMR method, one can note that even if adaptive
parallel load balancing is not present in the code yet, the algorithm is performing reasonably
well and the trend seems to stay approximately constant until about a few hundred cores.
The speedup gives slightly better results for the cases with l,., = 2 than the ones with
lmax = 3. On average, the speedup factor when increasing the number of cores by two is 1.76
and 1.72 for l,.x = 2 and 3, respectively, instead of an ideal factor of 2. The latter and the
fact that the present AMR version of the code doesn’t perform well for a high number of
cores are explained by the lack of the previously mentioned adaptive parallel load balancing.
Improved speedup for AMR is thus expecting in future versions of the code.

——Non-AMR, strong

103 + ——Non-AMR, weak

—e— AMR, strong, lmax = 2
—=— AMR, strong, lmax = 3

Speedup

102 103
Number of cores

Figure 26: Speedup function of the number of cores. Four configurations are presented: Two non-AMR
(strong and weak scaling) and two AMR (liax = 2 and lnax = 3, both strong scaling).

8.2. Single-node performance

ECOGEN’s time-to-solutions on a single node for 3D, spherical-bubble-collapse test cases
with a pressure ratio of p,,/p, = 10 and 1427 are compared to the ones performed by MFC
with its third- and fifth-order WENO methods. Initial conditions and simulation details are
specified in [55]. Non-AMR (Cartesian) method is used for ECOGEN. For this comparison, the
simulations are performed on a personal cluster where a single node also has 24 cores.

Table 2 shows the different time-to-solutions and we observe for the lower pressure ratio
a factor 2.10 and 6.19 of better performance in favor of ECOGEN in comparison to MFC’s
third- and fifth-order WENO, respectively. In the case of the higher pressure ratio, ECOGEN’s
relative performance gives even better results with a factor 5.43 and 12.99, respectively.
Those differences are mainly explained by the fact that the codes are using different methods
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(MUSCL and WENO) using different stencils and different CFL restrictions to maintain
stability. As additional information, one should note that the order of accuracy of the
method may not matter as much as expected for problems involving interfaces where first-
order is recovered [55].

. Simulation’s time-to-solution (hour)
Pressure ratio

2nd-order ECOGEN | 3rd-order MFC | 5th-order MFC
Poo/Po = 10 11.93 25.09 73.84
Doo/Pp = 1427 11.36 61.70 147.53

Table 2: ECOGEN’s and MFC’s single-node time-to-solutions for two test cases.

ECOGEN’s good performance are then demonstrated. One should note that these perfor-
mance tests are test-case dependent. However, the trend would be respected. Furthermore,
considering last developments, one should expect noteworthy performance improvements in
the next release version of the code.

9. Conclusion

The new open-source, computational-fluid-dynamics code ECOGEN has been presented. It
is a multi-model tool devoted to the simulation of multiphase, compressible, multiphysics
flows and the code is suited for strongly unsteady flows. The numerical solver of ECOGEN
is implemented in a flexible structure making the code able to compute such complex flows
on different kind of discretization grids (AMR, stretched and unstructured). Its numerical
implementation has been presented in details to help the enthusiastic developer to contribute
to this open-source project. Validation, parallel scalability and representative test cases have
been presented to show the tool abilities and to open the gate to future developments.

10. Metadata

The essential metadata of ECOGEN are summarized in Table 3.
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Nr. | ECOGEN metadata description

C1 | Current code version V1.0
C2 | Permanent link to code/repository | https://github.com/code-mphi/
used of this code version ECOGEN
C3 | Legal Code License GNU General Public License 3
(http://www.gnu.org/licenses/
gpl.txt)
C4 | Code versioning system used git

C5 | Software code languages, tools, and | C++ and XML
services used
C6 | Compilation requirements, operat- | C++ compiler with MPI library
ing environments & dependencies
C7 | Link to developer documenta- | https://code-mphi.github.

tion/manual io/ECOGEN/docs/sphinx_docs/
index.html
C8 | Support email for questions ecogen@code-mphi.fr

Table 3: ECOGEN metadata.

Initial disequilibrium state “0” Final state at mechanical equilibrium “f’

0 0 .0
Phase 1 (p1, p1, 21) Pressure relaxation Phase 1 (pf pf af)
procedure e

Phase k (pf, i, @)

Phase k (pf , p,{, a,’:)

Figure 27: During the pressure relaxation process, volume occupied by phases in the cell may change.

Appendix: Physical-relaxation methods

Pressure relaxation

The procedure to constrain the pressures in a n-pressure model follows the lines of Pe-
titpas et al. [20] and can be schematized as in Figure 27. During the relaxation procedure,
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the following system is considered:

Ja
vk, aﬁ_tk = w(pr — ps),

QK Pk
Vk =0
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Qg pre
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S
ot ’

(11)

where e, represents the internal energy of phase k. The mixture variables p and e are both
constant during the relaxation procedure. w is a relaxation parameter and p; represents an
interfacial pressure. The pressure p* should be seen as a common target pressure. Those
terms do not need any explicit closure relations since the present relaxation procedure will
lead to an equilibrium pressure state for all phases. More sophisticated relaxation models can
be found in literature (e.g. [77]), but leads to solve the same relaxation procedure. Solving
System (11) in the limit w — oo is equivalent to look for the solution of the following
algebraic system where superscript “0” stands for the initial disequilibrium state and “f”
for the final equilibrium state:

vk, 6£(23f,p£) — e, ) +pf(pl — ) = 0,
«
Z ( P)k 1

o

(12)

Solving this system to find the final equilibrium state “f” is strongly linked to the choice of
the equations of state. In ECOGEN, System (12) is solved in the general case using an iterative
Newton-Raphson method. Achievement of this relaxation procedure relies on the possibility
to reverse the first equation of System (12). The corresponding function pj° % (p) has to be
provided in the corresponding EOS classes. In the released version of ECOGEN, these functions
are provided for ideal-gas and stiffened-gas equations of state. Full details of this particular

pressure-relaxation procedure are available in [18, 20].

Pressure—Temperature relaxation

In a similar manner than for the pressure relaxation procedure, from an initial disequi-
librium state, one can obtain the corresponding Pressure-Temperature equilibrium state as
schematized in Figure 28.

Introducing mass fraction Y, and specific volume vy, of phase k, conservation law during

the relaxation procedure for the isolated system imposes that v = > Yiv, and e = > Yiex
k k
remain constant. The following algebraic system of equations is thus solved:

S Y0l (p!, TT) =,

i 0, f(nf Tf 0 (13>
ZYkek(paT):€7

k
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Final state at thermal and mechanical
Initial disequilibrium state “0” equilibrium “f’

Phase 1 (0’ , T/, a’

0 m0 0
Phase 1 (py, T1, 1) Pressure-Temperature

relaxation procedure

Phase k (p2, TY, a)

Phase k (pf , Tf, a,{)

Figure 28: During the Pressure—Temperature relaxation process, the final state can only be obtain by
equilibrium assumptions.

with unknowns p/ and T/. Solving System (13) is also strongly linked to the choice of the
equations of state.

Pressure—Temperature—Chemical potential relaxation

Relaxation to Pressure-Temperature-Chemical potential holds for a liquid—vapor mix-
ture in equilibrium. From an initial disequilibrium state, one can obtain the corresponding
Pressure-Temperature-Chemical potential equilibrium state as schematized in Figure 29.

Final state at thermodynamical
Initial disequilibrium state “0” equilibrium “f’

Pressure-Temperature-
Chemical potential
relaxation procedure Mixture Liquid+Vapor

@177, al,a))

Vapor phase (pd, T, a9)

Figure 29: During the Pressure-Temperature-Chemical potential relaxation process, the final state is a
mixture of liquid and its vapor at thermodynamical equilibrium.

Equilibrium assumptions coupled with conservation constraints of mass and energy for
the isolated system (cell) lead to the following algebraic system:

el (pf, T7) = 5(p°, 1),
Yol (0, T7) + (1= Y )l (pf, 1) = 0", (14)
Y/ el (. T9) + (1= Y)el (0!, T7) = ¢,

with unknowns p/, T and Ylf . The first equation of System (14) together with expressions

of the corresponding equations of state for liquid and vapor phases leads to the link between
saturated pressure and temperature 7'(p) = Tsut(Psar). Solving System (14) is also strongly
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linked to the choice of the equations of state. In the released version of ECOGEN, the method
is implemented for a liquid and its vapor governed by the stiffened-gas EOS and the ideal-gas
EOS, respectively. A full description of the method can be found in Le Métayer et al. [77].
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