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4: Université Paris-Saclay, ENS Paris-Saclay, CNRS,
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Abstract

Registering experimental and simulated electron diffraction patterns is increasingly used for advanced electron

backscatter diffraction indexation (EBSD) analysis, yet the accuracy of registration is limited by several effects

not accounted for in pattern simulation, such as the Kikuchi band asymmetry, gray level reversal, optical

distortion and non-uniform electron energy. Though some of these phenomena can be simulated by Monte Carlo

method and dynamical simulation, the computation is highly demanding and their effects on EBSD calibration

are seldom analyzed. Here a simple weighting of energy for simulated diffraction pattern is proposed based

on several master patterns calculated before-hand, to effectively account for the electron energy distribution.

Integrated digital image correlation is alternatively applied to quantify the electron energy field and calibrate

geometry parameters. A metric of the accuracy of indexed crystal orientation is proposed based on a large-area

high-definition experimental EBSD acquisition on a (100)-face single crystal Si wafer. The consideration of

inhomogeneous energy distribution reduces the crystal orientation discrepancy by 0.128° for the Si dataset.

Keyword: EBSD calibration, High-angular-resolution EBSD, Integrated digital image correlation, electron

energy distribution, error analysis.
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1 Introduction

Electron BackScatter Diffraction (EBSD) technique has evolved as a technique of choice to obtain crystallographic

orientation fields in scanning electron microscopes. This technique aims principally at obtaining orientation maps

from the analysis of the Kikuchi diffraction pattern (thereafter denoted as EBSP for Electron BackScatter Pattern)

by Hough-transformation [1] or the newly emerged convolutional neural network [2]. Standard EBSD usually pro-

vides results with an angular resolution of about 0.5°. Such an uncertainty is sufficient to evaluate local orientation

maps but cannot reveal elastic strains or small angle grain boundaries, which are associated with low deformations

of diffraction images.

High-(angular) Resolution EBSD (HR-EBSD) — exploiting high-definition EBSPs registered onto a reference

one through Digital Image Correlation (DIC) — has been proposed to obtain relative crystallographic orientations

with a much higher accuracy [3, 4]. It has been shown that HR-EBSD enables the elastic strains to be measured with

acceptable uncertainties and excellent spatial resolution [5]. Both local DIC algorithm based on cross-correlation [3]

and (integrated) global DIC framework [6, 7, 8, 9] have been adopted in HR-EBSD. The latter method proves fast

and precise for both simulated and experimental EBSPs. Global DIC can also measure grain-level absolute stress

without simulated reference EBSP [10]. Yet, for both algorithms, the final results of HR-EBSD are limited by the

accuracy of the projection parameters [11, 8].

Full pattern matching (FPM) EBSD calibration methods have known a rapid progress in the recent years. The

basic idea is to tune the projection parameters (in particular the three coordinates of the PC and the Euler angles

of crystal orientation) in order to maximize the similarity between experimental and simulated EBSPs. Dynamical

EBSP simulation proves to have a higher similarity with experimental pattern than kinematic simulations [12]. To

achieve the optimization of the projection parameters, many algorithms have been suggested, such as a Nelder-

Mead algorithm [13, 14, 15], cross-correlation with log-polar transform [16], evolution algorithm [17], SNOBFIT

algorithm [15], integrated DIC algorithm [18] or non-disclosed ones used in commercial software [19]. IDIC is able

to calibrate overlapped EBSPs at grain boundaries, to obtain multiple sets of Euler angles, one set of PC and the

contribution ratio for each crystal orientation [20]. The PC calibration uncertainty has been shown to reach values

as low as 10−5 times the pattern width for simulated EBSPs. The reported Euler angles uncertainty is also very

low: 0.03° for a 640×480 pixel EBSP used for the analysis of a tungsten carbide sample [21]. The same crystal

orientation uncertainty level is obtained at grain boundaries for both grains [20].

However, different groups studying FPM EBSD calibration on polycrystal samples have very recently reported

grainwise discontinuity in PC fields [15, 18]. The shift of PC components across grain boundaries could reach 1-2

pixels, that cannot be due to the sample topography nor to the elastic strain. This intriguing phenomenon highlights

the imperfection of registering experimental EBSP with a simple projection of simulated master pattern. Researchers

have pointed out several secondary effects in experimental EBSPs that need to be considered. For example, the

brightness of Kikuchi band is closely linked to the sample tilt angle, and when the latter is smaller than 60°, it

could even lead to reversed gray level distributions [22]. Recent studies have also reported the inhomogeneous

distribution of backscattered electron (BSE) energy [23, 24], explicitly, that of electrons diffracted to the top of the

detector is several keV lower than that of the bottom. Horizontal Kikuchi bands have brighter upper edges and
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darker lower ones, a phenomenon named excess-deficiency (abbreviated as ED hereinafter). This effect is due to the

anisotropic diffracted electron distribution, a phenomenon well described in Ref. [25]. If these secondary effects are

not accounted for, systematic errors in PC and crystal orientation will be inevitable for EBSD calibration methods,

regardless of the choice of optimization algorithm. Besides, this systematic error depends on crystal orientation, as

ED effect depends on the tilt angle of each Kikuchi band.

The aforementioned phenomena, i.e., gray level reversal, non-uniform energy distribution and ED effect, can be

included in dynamical simulations with specific simplification assumptions, and results in a better similitude with

experimental EBSPs [25, 22]. The effect of a better similitude on EBSD indexation has recently been addressed,

and a difference in PC calibration about 1% of EBSP width could exist [26]. However, only a few individual EBSPs

have been analyzed, and the accuracy and precision of the indexed orientation are not addressed. The simulated

EBSP of different crystal orientation or different acquisition condition requires lengthy and dedicated calculation,

and cannot be efficiently projected from a pre-calculated master pattern. Besides, the complex theory of dynamical

simulation and sizable coding works have limited its development to only a few groups, namely mostly those led by

Winkelmann [27, 25, 22] and De Graef [28, 29].

The present work proposes to apply a weighted average to the simulated EBSPs in order to account for the

effect of non-uniform electron energy, then rely on the IDIC framework to calibrate EBSD, including calibration of

electron energy distribution, refinement of both Euler angles and PC position. Section 2 distinguishes the precision

and accuracy of crystal orientation measurement, and stresses the importance of accuracy assessment. Section 3

introduces an IDIC algorithm for EBSD calibration that aims at retrieving electron energy distributions, crystal

orientation and projection parameters. Section 4 analyzes high-resolution EBSPs of a single crystal Si wafer,

and demonstrates the accuracy improvement of the algorithm. The application of energy weighting improves the

similarity between experimental and simulated EBSPs and the accuracy of indexed Euler angles.

2 Precision and accuracy of EBSD indexation

When a quantity is measured from experiment, it is natural to inquire about its precision and accuracy. Ram et al.

has provided a detailed comparison of these two notions [30]. The crystal orientation precision for Hough transform

and dictionary approach has been assessed separately [30, 31].

Here, as defined by Ram et al., the accuracy describes the distance between the measured value and the true

value (the ground truth), and the precision is the standard deviation of several repeated measurements of the same

physical object. The true crystal orientation is generally unknown, and as EBSD is the most commonly adopted

technique to obtain crystal orientation, its measurement is often used as a reliable ground truth to characterize the

accuracy of other measurement techniques [32]. One way to circumvent the absence of ground truth in accuracy

assessment is to exploit the known sample features, such as twins in metallic samples. The measured misorientation

across twin boundaries can be compared to the theoretical value, thus provide a metric of the accuracy. However,

an error up to several degrees on each side of the twin boundary may hardly affect the apparent twin misorientation.

Thus a favorable measurement of the latter is not a guaranty for an absolute precision of the indexation.

Figure 1a shows the inverse pole figure (IPF) map of a polycrystal Ni sample, which is provided by Wright et
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al. [33] and shared with the community by Jackson et al., including the indexation results by Hough transformation

and dictionary indexation [34]. Many twin boundaries exist in the map, and a vertical profile across two boundaries

is selected for misorientation analysis. Figure 1b plots the between-neighbor misorientation along the profile with

three EBSD indexation algorithms: Hough indexation, dictionary indexation, IDIC EBSD indexation with floating

or filtered PC values. As the Ni sample is not strained, between-neighbor misorientation could be attributed to

indexation uncertainty. The former three indexation algorithms have comparable uncertainty levels around 0.40°,

while the peak values reach 1.5°. The IDIC EBSD with filtered PC coordinates lead to the lowest uncertainty

around 0.15°. Figure 1c-1d plot the misorientation to the central EBSP along the profile, with zooming on 60°,

the theoretical misorientation across the FCC twin boundaries, and 0° respectively. Figure 1c shows that all

4 misorientation profiles fluctuate closely with the theoretical value, including those EBSPs that have between-

neighbor as high as 1.5°. This phenomenon demonstrates that the relative misorientation across twin boundaries

is not a sufficient proof of sub-degree EBSD indexation accuracy. Besides, the low uncertainty of IDIC EBSD

indexation especially with filtered PC values is confirmed in Figures 1b-1d.
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Figure 1: Analysis of misorientation across twin boundaries. (a) IPF map of a polycrystal Ni, where a black line

marks the EBSPs across twin boundaries analyzed for misorientation; (b) Neighbor misorientation evaluated by

different algorithms along the profile marked in (a); The misorientation between all EBSPs in the profile and an

EBSP inside the red twin stripe is shown in (c) and (d), where the former focuses at 60° misorientation and the

latter at 0°.

Another accuracy evaluation method is to use a standard sample with known crystal orientation to calibrate

the EBSD system. It is vital to avoid or correct the experimental setup errors in this procedure, to name a few, the

sample tilt angle, the misalignment of the tilt axis, the intentional or unintentional tilt of EBSD detector around

different axes. These errors pose a severe threat on EBSD characterization, especially on the ‘global optimization’

approach of all EBSPs of an EBSD acquisition, which takes the EBSD geometry as a key input [15, 35]. There

could exist unknown errors in all these aspects, and one remedy is to use the calibrated PC coordinates to correct

all these potential sources of errors. To calibrate the sample surface plane more accurately, a large EBSD scan

with high-definition EBSPs is preferred, the roughness of sample surface should be as low as possible, and ideally

the sample should be unstrained, as the strain state influences the calibrated PC coordinates [11, 36, 18]. These

requirements converge to a large-area EBSD scan with full definition on an unstrained single crystal sample, for

example the single crystal Si wafer. The manufacturing of large high-purity Si wafer and its cut along a specific

lattice plane is a mature technical question, thus it provides a cheap (the Si wafer piece used in this work costs 10
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US dollars) but adequate standard sample to evaluate the accuracy of EBSD systems. Note that the uncertainty

of Si wafer plane index is below 0.5°, as stated by most manufacturers.

3 EBSD calibration algorithm with a non-uniform BSE energy distri-

bution

Integrated Digital Image Correlation (IDIC) has been introduced to measure directly and optimally the geometric

transformation of interest (or parameters quantifying it) from image registrations. The projection geometry of

EBSP is recalled in figure 2 together with the reference frame used in the paper.

Figure 2: EBSD setup, with the projection center marked as a red star. The coordinate systems (x, y, z) associated

to the EBSP detector and (X,Y, Z) associated to the sample are also defined here.

The IDIC EBSD algorithm is based on the assumption that only 6 projection parameters matter. Namely, the

three coordinates of the projection center x∗ = (x∗, y∗, z∗) and the three Euler angles (φ1, ϕ, φ2) of the crystal

orientations which are collectively denoted as P . In the present study, it is argued that several additional parameters

are to be included in the calibration to account for the BSE energy distribution.

3.1 Monte-Carlo simulations

A way to study the energy distribution of BSEs is stochastic simulation such as Monte-Carlo methods. The software

CASINO v2.5.1 [37] is used to simulate the interaction of 100,000 electrons of acceleration voltage 20 kV with a

70° tilted Si sample. The incident beam hits the sample at the calibrated PC coordinates, and the trajectories of

BSEs inside the Si sample is shown in Figure 3a. The last segment of the trajectories are straightly prolonged until

hitting the EBSD detector. The deviation angle α between the scattered BSE and the incident beam direction is

also defined in Figure 3a. The relationships between scattering time, deviation angle and BSE energy are shown
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in Figure 3b-d. A linear relationship exists between BSE energy loss and its scattering time inside the sample, as

shown in Figure 3b. This is as anticipated, as more scattering times imply more inelastic collision and thus more

energy losses. Figure 3c plots the data points of BSE scattering time and deviation angle, together with the mean

profile and the errorbar. For BSE deviation angles lower than 60°, the scattering time and BSE energy loss is also

lower. Yet when the deviation angle reaches 60°, the accompanying mean energy does not change.

(a) (b)

(c) (d)

Figure 3: BSE energy analysis by Monte-Carlo simulation. (a) Examples of trajectories of BSEs inside the tilted

sample, whose surface is marked with a dashed line; (b) The data points collecting the BSE energy and the number

of scattering events inside Si sample. (c) The number of scattering events as a function of BSE deviation angle. (d)

The BSE energy against the BSE deviation angle. The mean profiles and errorbar are plotted in (c) and (d).

The results of BSE energy distribution for EBSP are summarized in Figure 4. The locations of the hitting,

plotted in Figure 4a, spread all over the detector with sufficient densities. The average energy distribution is shown

in Figure 4b, and the energy at the bottom is 1 keV higher that at the top, a similar distribution as reported in
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Ref. [23]. Not that the energy interval, 1.3 keV, is between the reported 2.5 keV in Ref [23] and 0.8 keV in Ref. [24].
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Figure 4: Monte-Carlo simulation of the backscattered electrons. (a) The hitting point of BSEs on the EBSD

detector; (b) The average electron energy field of the EBSP, e(x), expressed in keV.

3.2 Accounting for energy distribution in EBSPs

Let G(u, e) be the dynamically simulated master pattern by EMsoft projected on the equatorial plane u, as

illustrated in Figure 5 for two values of BSE energy, e = 16 keV and 26 keV. Note that this large interval is chosen

to highlight the Kikuchi band width differences.

(a) (b)

Figure 5: Examples of G(u, e) for electron energy of e = 16 keV (a) and e = 26 keV (b) respectively. The selected

region for projection, a function of projection parameters P , is plotted in both figures. The Kikuchi bands are

narrower for higher electron energies.

Without considering the energy distribution, the EBSP pattern is obtained by projecting the master pattern,
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and is denoted g(x,P ), with

g(x,P ) = G(u(x,P ), e) (1)

The Monte-Carlo simulations prompt one to account for the fact that the energy e should no longer be considered

as a constant, but rather as a field. Hence the previous equation, Eq. 1, is generalized to

g(x,P ) = G(u(x,P ), e(x)) (2)

The selected region for projection, u(x,P ), is plotted on both patterns in Figure 5. Note that u does not depend

on the BSE energy distribution by nature. This property helps the rapid construction of simulated EBSP of any

energy distribution from the pre-calculated master patterns for a predetermined set of energies ei, according to the

following approximation

g(x,P ) =
∑
i

ηi(e(x))G(u(x,P ), ei) (3)

where ηi are weights designed to allow for an interpolation of the patterns for any value of energy e. More precisely,

if ei ≤ e(x) < ei+1, then

ηi =
(ei+1 − e(x))

(ei+1 − ei)

ηi+1 =
(e(x)− ei)

(ei+1 − ei)

(4)

In the present study, the chosen energies are 17, 18, 19, 20, 21 keV, and the corresponding master patterns are

calculated and stored beforehand, so that the final pattern can be obtained from the above weighted sum. It is

acknowledged that this BSE energy modeling is a simplification of the real case, as in experimental EBSPs each pixel

does not correspond to a single energy level, but rather a spectrum of continuous BSE energy levels. Nonetheless,

the attribution of different BSE energy levels to an EBSP is already a progress in EBSD analysis. Note that ηi(x)

depends on the EBSD experimental setup, such as sample tilt angle and acceleration voltage.

In the analysis of the experimental EBSP, it is desirable not to impose a predetermined e(x), but rather to

evaluate it from the observed pattern. This task is basically out of reach without any further a priori information,

because of the large number of unknowns, and the expected poor sensitivity. However, as shown in the energy

distribution simulated by Monte-Carlo method, (Figure 4b) the spatial distribution of e(x) is very regular [23],

thus can be fitted by a low-order (such as 2nd order) polynomial to reduce the number of degrees of freedom in

calibration. In the following, the BSE energy field e(x,E) is expressed as

e(x,E) = E1 + E2x+ E3y + E4x
2 + E5xy + E6y

2 (5)

where E1,2...6 are collectively denoted as a vector E, the BSE energy parameters. These parameters can be seen

as supplementary to the classically considered ones P . The inverse problem of determining the optimal E will be

seen to be accessible. To summarize the above formulation, the simulated EBSP is written

g(x,E,P ) =
∑
i

ηi(x,E)G(u(x,P ), ei) (6)
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3.3 Formulation

Then a registration procedure similar to the IDIC algorithm described in Ref. [18] is proposed on the combined

images with limited changes. To distinguish from the normal IDIC EBSD, the method described in the current

paper is named as IDIC-E EBSD (Integrated Digital Image Correlation with Energy weighting).

The EBSP screen is chosen as the reference defining the (x, y) plane, or z = 0. The unit vector w linking the

pattern center to each pixel x = (x, y, z = 0) of the screen can be expressed as

w =
(x− x∗)

|x− x∗|
(7)

In order to rotate this vector from the screen frame of reference w to that of the spherical master pattern, v, one

should multiply it by a rotation operator Q

v = Qw (8)

whose expression, using the Euler angles, reads in Bunge notations:

Q =


cosφ1 cosφ2 − sinφ1 sinφ2 cosϕ sinφ1 cosφ2 + cosφ1 sinφ2 cosϕ sinφ2 sinϕ

− cosφ1 sinφ2 − sinφ1 cosφ2 cosϕ − sinφ1 sinφ2 + cosφ1 cosφ2 cosϕ cosφ2 sinϕ

sinφ1 sinϕ − cosφ1 sinϕ cosϕ

 (9)

The spherical projection of v onto the master pattern plane, u, is written

u =
v − n

(1− v.n)
+ n (10)

where n = (0, 0, 1)⊤ denotes the unit vector pointing at the north pole. Thus the projected position, u(x),

on the master pattern can be expressed explicitly as a function of x and of the projection parameters P =

(φ1, ϕ, φ2, x
∗, y∗, z∗).

3.4 Optimization

In the IDIC-E EBSD algorithm, experimental EBSP is taken as f(x). The dynamical simulation of the EBSP

master pattern for the ith energy level is Gi(x,P ). The algorithm involves matching at best f(x) and g(x,E,P ),

through the minimization of a quadratic norm of the residual r summed over the entire ROI. The cost function to

minimize is written

Θ =
∑
ROI

ω(x)2 [f(x)− g(x,E,P )]
2

(11)

where ω(x) is the weight associated to each pixel x, gu(x,E,P ) is the current estimate of simulated EBSP during

iterative algorithms. The weights ω are introduced here as they may be used to make this functional optimal

with respect to the handling of noise. The minimization of the cost function leads to successive corrections of

the transformation u(x) or η(x,E) estimation until convergence [38]. Starting from an approximate solution,

the transformation u(x,P ) and η(x,E) are progressively corrected with linear combinations of sensitivity fields

constituting the kinematic basis. The cost function (11) is alternatively minimized by optimizing P and E, each

of which consists of iterative minimization with a Gauss-Newton algorithm.
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A slight modification of any parameter δPj with given energy parameters E, induces a modification of the

corrected deformed image as

δg(x,E,P )
∣∣
E

=
∑
j

∑
i

ηi(x,E)∇uG(u, ei) ·
∂u(x,P )

∂Pj
δPj

≡
∑
j

Φj(x,E,P )δPj

(12)

where Φj is a compact notation for the sensitivity with respect to parameter Pj . The column vector {δP } gathering

all corrections to P is obtained from the linear system

[M ] {δP } = {γ} (13)

where [M ] is the Hessian matrix of size 6× 6 at iteration n− 1 in P optimization.

M
(n−1)
jk =

∑
ROI

ω(x)2 [Φj(x,E,P )] [Φk(x,E,P )] (14)

and the second member {γj} includes the residual field in P optimization.

γ
(n)
j =

∑
ROI

ω(x)2
(
f(x)− g̃(n)(x,E,P )

)
Φj(x,E,P ) (15)

When ∥{δP }∥ < ϵP , ϵP being chosen equal to 10−6 for all the calculations of this paper, the minimization stops

and P is stored. Otherwise, P is updated

P (n) = P (n−1) + δP (n) (16)

Once P is obtained, the simulated EBSP, with the prescribed BSE energy field, resembles the reference experimental

EBSP at best.

A similar IDIC procedure could be designed to calibrate the BSE energy field. The sensitivity vector of g(x,E,P )

with any energy parameter Ej with given projection parameters P , is denoted Ψj(x)

δg(x,E,P )
∣∣
P

=
∑
j

∑
i

G(u, ei)
∂ηi(e)

∂e

∂e(x)

∂Ej
δEj

≡
∑
j

Ψj(x,E,P )δEj

(17)

The column vector {δE} gathering all corrections to E is obtained

[N ] {δE} = {κ} (18)

where [N ] is the Hessian matrix at iteration n− 1

N
(n−1)
jk =

∑
ROI

ω(x)2Ψj(x,E,P )Ψk(x,E,P ) (19)

and the second member {κj} in E optimization,

κ
(n)
j =

∑
ROI

ω(x)2
(
f(x)− g̃(n)(x,E,P )

)
Ψj(x,E,P ) (20)

11



The determination of δE(n) allows to update E as

E(n) = E(n−1) + δE(n) (21)

The same stopping condition for E optimization is adopted, though the convergence criteria ϵE is set to 10−4.

The above detailed IDIC-E algorithm is summarized in the flowchart shown in Figure 6a.

Start

Initiation 

of P, E

δP<εP

δE<εE

Construct N and 

κ with fixed E

N δP=κ

Stop

yes

no

E=E+δE

Construct M and 

γ with fixed P

M δE=γ

P=P+δP

(a)

0 5 10 15 20 25
0.1556

0.1557

0.1558

0.1559

0.156

0.1561

0.1562

0.1563
Residual

Starting energy distribution calibration

Starting projection parameter calibration

(b)

Figure 6: (a) Flowchart of the IDIC-E algorithm. (b) The evolution of the cost function Θ during the IDIC-E

EBSD calibration of an EBSP of Si wafer.

Generally, only a few outer iterations are necessary in IDIC-E EBSD before convergence as shown in Figure 6b,

as the crystal orientations and projection center values given by single-energy IDIC EBSD are already close enough

to the IDIC-E EBSD results. Besides, the cost function Θ drops both in E calibration and P calibration, stressing

the necessity to include all these parameters into the EBSD analysis.

Figure 7a shows the energy field calibrated by IDIC-E EBSD, and the corresponding energy weights are given

in Figure 7(b-d).
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Figure 7: Examples of η fields, the weighting ratio defined at each EBSP pixel, for EBSD analysis with considera-

tions of BSE energy. (a) Mean energy of scattered electrons in the detector, e(x); (b-d) η weight fields for master

patterns of 18, 19 and 20 keV respectively in IDIC-E EBSD calibrated BSE energy model.

The above energy field e(x) as obtained from IDIC-E EBSD, can be compared to one simulated by CASINO

(Figure 8. The latter energy field has been generated with the same code and parameters as the one shown in

Figure 4b. Their only difference is the deliberately introduced alignment error that will be explained in Section 4.

The simulated energy field with tilt is comparable with the calibrated one, though a difference of about 1kV exist

between them. This 1kV contrast is presumably due to the gray level profiles across Kikuchi bands, such as the

excess-deficiency effect or the smooth gray level transition at band edges, not perfectly simulated in dynamical

simulations. Nevertheless, this similarity validates the proposed IDIC-E EBSD methodology.
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Figure 8: An example of Monte-Carlo simulation of the energy field obtained after tilting the Si wafer sample to

mimic a possible imperfect set-up.

4 Improved indexation accuracy of a Si wafer

The EBSD dataset of a commercial Si wafer, first reported in Ref.[39], is used again to characterize the accuracy of

IDIC and IDIC-E indexation. The sample does not show regular engravings on its surface. No strain is introduced

in the sample, thus the local misorientation is expected to be negligible. The sample is observed in Tescan MIRA3

scanning electron microscope via the Bruker EBSD technique, with an acceleration voltage 20kV and beam current

10nA. The sample is placed in the chamber using a stub pre-tilted at 70°. In order to limit the charging effect, a

large piece of copper conductive tape is ‘sandwiched’ between the wafer and the EBSD stage. No alignment of the

wafer surface by rotation was achieved due to the lack of regular marking on the surface. The step size is deliberately

set to a very large value, 50 µm, as the Si wafer lacks fine structures. A total of 1200 high-resolution (1140×1600

pixels) diffraction patterns are recorded using a Bruker e−FlashHD EBSD detector, covering an nominal area of

1.5×2 mm2.

An example of high quality experimental EBSP of Si wafer is shown in Figure 9a. The Si master patterns of 17,

18, 19, 20 and 21 kV simulated by EMsoft, selectively shown in Figure 5, are used for the IDIC EBSD indexation. A

simulated EBSP is shown in Figure 9b, whose residual compared with the experimental EBSP is shown in Figure 9c.

The simulated EBSP successfully predicts the position and width of Kikuchi bands, but the intensity distribution

is not fully captured, as repetitively stated before [40, 41]. Besides, the noise level in the experimental EBSP is

not negligible, and the weighting field ω obtained by inverting the second-order polynomial fitting of the standard

noise deviation is shown in Figure 9d. Here ω is higher in the center-left area, which coincides with the very bright

Kikuchi bands shown in Figure 9a.
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Figure 9: (a) Experimental EBSP of the single crystal Si wafer. (b) The numerical EBSP projected from the

master pattern. (c) Residual between (a) and (b). (d) Weights of EBSP ω used in IDIC EBSD indexation.

The effect of considering energy distribution on EBSP is illustrated in Figure 10. An enlargement of the

highlighted region shown in Figure 9a is shown in Figure 10a. The simulated EBSPs of BSE energy 18 keV, 19keV,

20keV and 21keV are shown in Figures 10b,c,e,f respectively. As the BSE energy increases, a black trough appears

and widens, stretching from the lower-left to the upper-right. After the IDIC-E EBSD calibration, the energy

field is calibrated, and a combined EBSP is generated as shown in Figure 10d. Though Figure 10d is obtained by

combining several single-energy simulated EBSPs (Figure 10bcef), Figure 10d is more similar to the experimental

EBSP than any of the four Figures 10bcef. This test case shows the benefit of BSE energy calibration in EBSD

analysis. Previous works have made this whole-figure comparison of experimental and simulated EBSPs of various

electron energy levels [42], or gets the energy distribution for a single Kikuchi band [23], yet the current paper

shows that the different mono-energy EBSPs intertwine to reproduce the observed one.
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(a) experimental (b) 18keV (c) 19keV

(d) simulated (e) 20keV (f) 21keV

Figure 10: Comparison of experimental EBSP and a series of simulated EBSPs of different energy levels. (a)

Zoomed experimental EBSP of the single crystal Si wafer. The numerical EBSP projected from the 18 kV master

pattern (b), 19 kV pattern (c), 20 kV pattern (e) and 21 kV pattern (f). (d) corresponds to the simulated EBSP

with IDIC-E calibrated energy distribution fields. Readers are invited to compare the black trough stretching from

the lower-left to the upper-right of all figures.

Si or Ge single crystal has frequently been used for testing EBSD calibration methods [43, 44, 19, 16]. Alkorta et

al. [44] have compared the normal of fitted plane for different positions of Si single crystal, yet their precision is of

order 1°, and the calibrated Euler angles are not verified by the [001] sample surface. When one aims at assessing the

accuracy of EBSD indexation, the ‘ground truth’ must be reliably known. However, the true orientation is mostly

unknown. The crystal plane of Si single crystal wafer is known precisely thanks to the surface energy minimization,

yet the uncertainty of experimental setup of EBSD, such as sample tilt angle and the positioning of EBSP detector

add to the error of the true crystal orientation. In this case, one could rely on the fitting results of calibrated

PC fields to get the ground truth. We hereby propose the following procedure to quantify the crystal orientation

accuracy and PC coordinates accuracy based on the Si wafer of known cutting surface:

1. Calibrate all the crystal orientations (φ1, ϕ, φ2) and projection centers of EBSPs acquired in the 2D EBSD

test.

2. Apply a plane fitting based on the PC point cloud, to get the surface normal Ns of the sample.

3. Based on the known Si wafer surface lattice index s = [0, 0, 1]⊤, apply the rotation matrix Q corresponding
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to (φ1, ϕ, φ2) to obtain the rotated surface lattice index Sr,

Sr = QS (22)

Note that the explicit expression of Q is provided in Equation 9. The misorientation between vectors Sr

and Ns, arccos(Sr ·Ns), is a metric of the orientation discrepancy between the indexed orientation and the

nominal orientation. This discrepancy comprises of 2 parts: the error of the crystal orientation indexation

and the error of Si wafer cutting along the wanted plane. In fact, a full 2D orientation discrepancy map can

be drawn this way.

It is important to note that Equation 22 holds true because the crystal orientation is defined as the rotation

from the EBSD detector to the crystal lattice in IDIC EBSD, rather than the rotation from the sample

coordinates to the crystal lattice.

All the 1200 EBSPs are analyzed by our in-house IDIC EBSD and the current IDIC-E EBSD calibration methods,

and the resulting pattern center coordinates are shown in Figures 11a-11c respectively. An interesting point is that

while the x∗ field varies along the X direction, the gradient of y∗ and z∗ fields are not along Y . This effect is

not due to the charging effect, which would also influence x∗. In fact, this is due to the bad alignment of sample

surface and the EBSD scanning direction. PC coordinate shifts between IDIC EBSD and IDIC-E EBSD are shown

in Figures 11d-11f. PC values are shifted less than 1 pixel when the BSE energy distribution is considered in the

calculation, and y∗ has a most significant upward shift, resulting from the fact that BSE energy inhomogeneity

mainly exist in the y direction. Figure 11g shows the misorientation between the calibration results of IDIC and

IDIC-E. This orientation discrepancy level, up to 0.05°, several times higher than the reported uncertainties of FPM

indexation, shows that the systematic errors of calibration results are non-negligible. Pattern center data for this

large-field EBSD acquisition provide valuable information about the sample surface geometry.

As the single crystal Si wafer is unstrained, its surface is assumed strictly planar. Thus, a plane fit is applied to

the PC data clouds, minimizing

T (n, d) = (x∗ · n− d)2 (23)

The vector n from the planar fitting is the normal to the plane in the reference of EBSD detector, which is evaluated

to (0.4025 0.1779 0.8979)⊤ by IDIC-E EBSD. Note that this direction is 25.2° from the nominal vector (0, cos(70°),

sin(70°))⊤. This large misorientation, originated from the difficulty to align the 5 cm-wide wafer without regular

marking on the surface correctly in EBSD position, does not compromise the EBSD analysis as long as the inclination

error is corrected by the planar fitting. Besides, the mis-positioning of the Si wafer causes directly the tilt in BSE

energy fields shown in Figure 8.
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Figure 11: Results of IDIC-E EBSD calibration on Si wafer. Retrieved pattern center coordinates x∗ (a), y∗ (b)

and z∗ (c) by IDIC-E EBSD. The definition of these coordinates is given in Figure 2. (d-f) Pattern center coordinate

shifts (in pixels) between IDIC EBSD and IDIC-E EBSD. (g) The misorientation (in °) map between IDIC and

IDIC-E indexation.

As the 1200 EBSPs are generated with the same EBSD set-up, the BSE energy fields should be constant. The

mean value and variability of the 1200 BSE energy fields calibrated by IDIC-E EBSD are shown in Figure 12. The

tilt of energy field is preserved in the mean field shown in Figure 12a. The median of the standard deviation field

is 0.05 keV, though the variability of calibrated BSE energy is higher at the corners (especially the right-bottom

one). This is due to the polynomial fitting of energy field e(x) tends to have higher residuals at end data (as for

other polynomial fittings). This consistency of BSE energy calibration demonstrates the robustness of the proposed

method.
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Figure 12: The mean field (a) and standard deviation field (b), both expressed in keV, of BSE energy calibrated

by IDIC-E EBSD.

The distance of the calibrated PC point cloud to the fitted plane has a standard deviation of 0.187 pixel, or

roughly 10−4 of EBSP width, which can be interpreted as the uncertainty of the PC calibration. These results show

that the IDIC EBSD calibration helps to quantify the sample position relative to the EBSD detector and correct

any slight mispositioning of EBSD analyses. Knowing the sample position, such as sample-to-detector distance,

sample tilt angle and tilt axis, is of vital importance in advanced EBSD analyses, such as elastic strain measurement

by HR-EBSD [36, 44] and the lattice constant measurement [45]. Several methods have been proposed to answer

this need. Plancher et al. [46] used a specific sample holder designed to precisely position the sample and calibrate

scanning parameters, by imaging a supplementary Si grid parallel to the stage reference plane. Thanks to the

precision of IDIC EBSD calibration, the geometrical parameters can now be obtained by only imaging the sample

itself.

Figure 13 plots the different BSE energy models used in this study and their corresponding crystal orientation

indexation error. Three BSE energy models are adopted, namely a uniform 19 keV BSE energy field shown in

Figure 13a, a linear stratified energy distribution between 18 and 20 keV shown in Figure 13b and the calibrated

BSE energy distribution by IDIC-E EBSD shown in Figure 13c. Note that most existing EBSD indexation software

packages assume a uniform BSE energy distribution [1, 18]. The estimated indexed crystal orientation error fields

are shown in Figures 13d-f, corresponding to the three BSE energy fields respectively. The histogram profiles

of the three orientation contrast fields are plotted in Figure 13g. The median crystal orientation discrepancy is

0.350° for the uniform 19 keV energy model, 0.250° for the linear 18-20 keV energy model and 0.222° for the IDIC-

E calibrated energy model. The remaining crystal orientation contrast could be attributed to the imperfect Si

wafer (non-zero misorientation between the sample surface and [001] direction), and other systematic errors causing

inaccuracy in EBSD calibration, such as the optical distortion in EBSD detector or excess-deficiency effect. The

overall reduction of crystal orientation error demonstrates the improvement of crystal orientation indexation when

BSE energy distribution is considered.
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Figure 13: Crystal orientation discrepancy of Si wafer based on different BSE energy distributions. (a-c) BSE

energy (in keV) distribution models used in IDIC EBSD calibration. (a) a uniform 19 keV BSE energy field. (b)

Linear and stratified energy distribution between 18 and 20 keV. (c) The calibrated BSE energy field by IDIC-E

EBSD. (d-f) show the orientation discrepancy (in °) for BSE energy fields (a-c) respectively. (g) plots the histogram

profiles of (d-f).

To sum up, the IDIC EBSD calibration on 1140×1600-pixel large step-size EBSD acquisition on Si single crystal

wafer has an uncertainty in PC calibration of 0.187 pixel, and median crystal orientation discrepancy of 0.222°.

The accuracy of IDIC-E indexation is deemed improved as the orientation discrepancy is effectively reduced, as

compared to the result (0.350°) with a homogeneous energy distribution. Another proof is the continuous reduction

of cost function Θ when the BSE energy distribution is considered.
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5 Conclusion

Full pattern match with simulated diffraction pattern has drawn increasing attention in advanced EBSD anal-

yses, mainly thanks to its high precision. Some aspects of experimental EBSPs are however difficult or costly

to simulate, such as Kikuchi band brightness asymmetry, gray level reversal for small tilt angles and non uniform

diffracted electron energy. This paper proposes to overcome the inhomogeneous energy obstacle by relying on a ded-

icated integrated digital image correlation algorithm that quantifies the electron energy distribution and projection

parameters.

Precision, or uncertainty of EBSD crystal orientation indexation has been frequently addressed, yet its correct-

ness, or accuracy, is seldom analyzed, as the ground truth of crystal orientation is generally unknown. In this paper

the (100)-face single crystal Si wafer is used as a standard sample to calibrate the EBSD system. By a large-area

(2×1.5 mm2) high definition (1140×1600) EBSD acquisition and analyzing full field projection center values, the

sample surface inclination relative to the EBSD detector is precisely calibrated, thus the error of sample tilt and

EBSD detector tilt are corrected in the accuracy assessment. As a result, the contrast between EBSD-indexed

orientation and manufacturer-indicated orientation is assessed precisely.

By considering the inhomogeneous electron energy distribution of EBSPs, the orientation contrast has improved

by 0.128° as demonstrated in the Si wafer dataset. Failing to account for the energy distribution effect induce

a deviation of the PC by near 1 pixels, especially for y∗. The remaining crystal orientation contrast, estimated

around 0.222° for the Si wafer, could be attributed to other effects, such as Si wafer cutting error, Kikuchi band

brightness asymmetry and optical distortion of EBSD detector. The further processing of these effects are left for

future studies.
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