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We develop the tools necessary to assess the statistical significance of resonant features in the CMB
correlation functions, combining power spectrum and bispectrum measurements. This significance is
typically addressed by running a large number of simulations to derive the probability density function
(PDF) of the feature-amplitude in the Gaussian case. Although these simulations are tractable for the power
spectrum, for the bispectrum they require significant computational resources. We show that, by assuming
that the PDF is given by a multivariate Gaussian where the covariance is determined by the Fisher matrix of
the sine and cosine terms, we can efficiently produce spectra that are statistically close to those derived
from full simulations. By drawing a large number of spectra from this PDF, both for the power spectrum
and the bispectrum, we can quickly determine the statistical significance of candidate signatures in the
CMB, considering both single frequency and multifrequency estimators. We show that for resonance
models, cosmology and foreground parameters have little influence on the estimated amplitude, which
allows us to simplify the analysis considerably. A more precise likelihood treatment can then be applied to
candidate signatures only. We also discuss a modal expansion approach for the power spectrum, aimed at

quickly scanning through large families of oscillating models.

DOI: 10.1103/PhysRevD.93.043536

I. INTRODUCTION

We have come a long way in our endeavor to understand
the early Universe. Modern cosmology allows us to probe
the history of our Universe all the way up to grand unified
theory (GUT) scales, when the Universe was only a fraction
of second old [1-7]. The challenge we face is to build a
consistent theory of quantum gravity and propose reliable
tests. Cosmology provides us with observational measures
that have the potential to test models of quantum gravity.
However, probing the early Universe has its limitations;
damping of acoustic waves below k~ 0.1 Mpc~! in the
cosmic microwave background and the nonlinear scale
today of order ky; ~ 0.1 Mpc~! prevent us from recon-
structing a full picture. Future probes and a better under-
standing of nonlinear physics [8] will hopefully allow us to
extend our view into the past, but even now we should try
and utilize all accessible information in order to build a
comprehensive picture of the early Universe and constrain
models of quantum gravity. One way forward is to combine
multiple n-point statistics to determine the joint likelihood
of given a model.

In this paper we build a framework for combining
power spectrum and bispectrum observables to obtain a
joint constraint on resonant features in primordial correla-
tion functions. These features are predicted by various
models, but as an example we will focus on axion
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monodromy [9—-14]. Another interesting model that predicts
a very similar CMB power spectrum shape is unwinding
inflation [15]. It is straightforward to extend the framework
presented in this paper to other models that predict correlated
oscillating features in primordial n-point correlation func-
tions [16-28]. The main difficulty in estimating the joint
significance is that one has to sample the joint probability
distribution function (PDF) of the estimators. If the depend-
ence on cosmological parameters and foreground parame-
ters is taken into account, this cannot be done analytically.
Alternatively, a large number of simulations of the Gaussian
Universe can be performed and the PDF can be recon-
structed by applying the power- and bispectrum estimators
to these simulations. Unfortunately, simulating a Gaussian
map and applying the bispectrum estimator to it, is computa-
tionally expensive; each simulation takes O(10°) to O(10%)
CPU hours (depending on resolution parameters), rendering
this route computationally challenging. Instead, we propose
amuch faster way to derive the PDF, by using the correlation
matrix of the estimator that can be computed analytically.
We assume that the PDF is approximately described by a
multivariate Gaussian in the spectrum of amplitudes, as we
will explain in more detail below. Once the correlation
matrix has been calculated for both the power spectrum and
bispectrum, one can quickly draw simulated spectra from the
PDF. Based on this approximation, we can sample PDFs for
different estimators and obtain the related look-elsewhere

© 2016 American Physical Society
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effect, without having to rely on a massive amount of
Monte Carlo simulations. We argue that our approximation,
while neglecting some systematics, is good enough for its
primary purpose, which is to assess significances in com-
bined estimates from the data. The PDFs necessary to
calculate combined significances have been previously
studied nicely in Refs. [29,30], which focused on linear
feature model oscillations, and the statistics proposed in
these papers have been applied to the Planck data in [4] for
both linear and logarithmic oscillations. The main new
contribution in this paper is a way to sample these PDFs as
well as a study of the influence of foreground and cosmo-
logical parameters on the likelihood in the case of resonance
models. We also propose a modal expansion of the power
spectrum (similar to our bispectrum approach), which
allows us to quickly scan a large range of oscillating models.
This is in particular useful when further parameters (like the
frequency drifting in Ref. [13]) are taken into account.
This paper is organized as follows. In Sec. II we review
the predictions of the class of models that we are primarily
interested in. In Sec. III we describe our estimators and
describe our approximation of the estimator PDF. The core
results of this paper are given in Sec. IV, where we evaluate
the look-elsewhere effect for different combined estimators.

II. REVIEW OF RESONANCE MODELS

Many models of inflation share the property of oscil-
lations in the power spectrum and bispectrum of the
primordial density perturbations. In this paper we are
concerned with models of inflation that predict logarithmic
oscillations in the wave number k, the so-called resonance
models [28]. The most well-studied UV-complete realiza-
tion of this model is axion monodromy inflation [10,11,31].
However, more generally, a broken discrete shift symmetry
[32] leads to the same k-dependence. Below we review
these shapes, and set up the notation for the following
sections.

For both axion monodromy (AXI) and unwinding
inflation (UI) the default form of the power spectrum
can be captured with the following template shape

P(k) = P°(1 + Apcos (wlogk/k, + ¢p)). (1)

AXI is a UV complete model which features a shift
symmetry (thus protecting the slow-roll potential from
large quantum corrections), and which allows for super
Planckian field displacements and thus for potentially
observable levels of gravitational waves [31]. Details of
the compactification setup influence the predictions, how-
ever the shape of the power spectrum is fairly generic.
Generally the frequency w is related to the axion decay
constant f and the tensor-to-scalar amplitude r, as
o « /T./f. The amplitude is also proportional to the axion
decay constant, but depends on further parameters.
The predicted range of frequencies for this shape is
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0 < @ < O(10?) in an effective field theory (EFT) setting
[32] but could be higher in a UV completion like axion
monodromy. We will consider frequencies up to @ = 1000.

UI is based on the premise of an eternally inflating
metastable false vacuum which transitions via charged
brane bubble formation to a flux discharge cascade. This
cascade mimics slow-roll inflation. The vacuum energy
steadily unwinds over time. Inflation ends and reheating
occurs with the self-annihilation of the brane into radiation
once most or all vacuum energy is discharged. Log-spaced
oscillations are naturally produced when the flux associated
with the inflaton scalar unwinds on cycles in compact
directions. Again, this leads to an effective oscillatory
potential. The amplitude of the correction to the usual
power spectrum depends on the number of cycles and
details of the model.

For AXI the lowest order bispectrum was computed in
Ref. [12] and is given by

P}Ap . k,
B@(k17k27k3):W31n G)Ing—+¢B . (2)

Both the power spectrum and the bispectrum are predicted
to have the same frequency w, and in this paper the pivot
scaleis setto k, = 1 Mpc~!. No analytic computation exists
for the bispectrum of the unwinding model. The leading
mechanism that produces non-Gaussianity is the reduced
speed of sound, which generally leads to non-Gaussianities
of the equilateral type, so one might expect a combination of
the equilateral template and resonant features. As the precise
template shape has not yet been derived, we will use the
resonant bispectrum as our default shape in the rest of this
paper. We expect however that all the presented techniques
will also be applicable in a straightforward way to unwind-
ing inflation.

For an optimal combined measurement, it is necessary to
know the predicted relation of power spectrum and bispec-
trum amplitudes r = Ap/Ap as well as the predicted
relation of phases A¢ = ¢p — ¢pp. For example, if one
would find a large amplitude at the same frequency in
power spectrum and bispectrum, a correspondence between
phases would give additional significance not included in
the amplitudes. If on the other hand the model does not
predict » and A¢, one has to scan over these parameters
which leads to an additional look-elsewhere effect. We
will discriminate these cases, as was previously done in
Ref. [29,30].

One can generalize the models above to include multiple
frequencies, which could be generated by multiple axions
or multiple instantons in axion monodromy. We define our
multifrequency shape for M frequencies as

M
P(k) = Po(l + ZAPJ cos (w; logk/k, + ¢p,i)>, (3)
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and similarly for the bispectrum

P X . k,
By (k. ky. ks) = (k) ZABJ sin (wi logk— + ¢B,i) ,

4)

with amplitude ratios r; and phase differences Ag;.

It was realized in Ref. [13] that the oscillation frequency
in axion monodromy can drift, which leads to a modified
power spectrum shape. Two parameterizations of drifting
oscillations have been proposed in Ref. [13] and con-
strained with the Planck data [5]. The “semianalytic”
template is given by

P(k) = PO(1 + Apcos [(In(k/k,) ) + ¢p]). (5)

which reduces to the simplest shape for p, = 1. The
additional parameter p is expected to be a rational number
of modest size, and was set to prior values —0.75 < py < 1
in the Planck paper. The “analytic template” results from an
expansion of the semianalytic template to third order in the
logarithm:

P(k)=P°Apcos <a) [In(k/k*) +22:c,,ln"“ (k/k*)] +¢p>

n=1

+Py. (6)

This form has one additional free parameter (¢; and c,
replace p ) and can therefore represent more general shapes
than the previous one. We will briefly comment on how to
determine the associated look-elsewhere effect when add-
ing these free parameters. So far no corresponding bispec-
trum shapes with drifting oscillations have been derived in
the literature.

III. ESTIMATORS FOR POWER SPECTRUM
AND BISPECTRUM

Power spectrum and bispectrum parameter estimation is
usually done in a different setting, and there have been
several methods proposed to obtain reliable high frequency
oscillation estimators. In this section we describe our
estimators for both power spectrum and bispectrum, and
make an analytic approximation to the estimator probability
density function to be used in the following sections.

A. Power spectrum likelihood estimator

The search for oscillations in the power spectrum is
usually done by extending the CMB likelihood exploration
with additional parameters describing the oscillating shape,
and modifying an available Boltzmann code (e.g. CAMB
[33] or CLASS [34]) to calculate the resulting oscillating
power spectra. There are several methods and codes

PHYSICAL REVIEW D 93, 043536 (2016)

available to perform this search for rapid features in the
power spectrum. The two main obstacles in constraining
features are 1) the computational cost of computing a high
resolution spectrum for each model parameter and 2) the
irregular likelihood and corresponding convergence prob-
lems. We will use the method developed in Ref. [35,36]. In
order to solve the first obstacle, the authors proposed to
separate the rapid oscillating part from the smoothly
varying part, i.e.

o' = Cp + €. (7)

This separation is justified because generally C3*/C, < 1.
The oscillating part of the spectrum can be precomputed
and stored for interpolation using a modified version of
CAMB which increases sampling in k£ and computes all Z.
In principle this approach can be improved by varying the
oscillating part with respect to the “slow” cosmological
parameters in order to include degeneracy effects. Again,
these derivatives can be precomputed. This code uses the
Multinest sampler [37,38] to deal with the irregular like-
lihood. Because of the precomputation of the oscillating
contributions, this code is very fast; varying all cosmo-
logical parameters leads to sufficient convergence within a
large prior range in frequency space in approximately 400
CPU hours [39]. The code can be iteratively improved as
explained by taking higher order derivatives of the C3* with
relatively little additional computational cost. It also works
for any type of oscillating spectrum; both linear, logarith-
mically and local features can similarly be treated; all that
has to be changed is the precomputed files, which require
very little time to compute.

A more elaborate and exhaustive search was performed
in Ref. [5]. All cosmological parameters are varied using
the Polychord sampler [40] in combination with a high
resolution version of CAMB. We experimented with some
of the settings that allow us to accurately compute spectra
with @ = O(10?), and found it slows down a single power
spectrum computation by a factor 3-4. For very high
frequencies (considered in [5]), at low £, the sampling in k
needs to be increased to avoid glitches [41], while at high #
pre-set sampling in ¢ is insufficient and one reaches a point
where all £ need to be computed in order to resolve the
oscillations. For these high frequencies, we found that a
single power spectrum takes as much as 10 times as long.
We were not able to build a working code; we found slow
convergence to be the major culprit.

B. Influence of cosmology and foreground parameters

The power spectrum and bispectrum analysis differs in a
crucial manner, which is that the bispectrum is traditionally
done for a fixed cosmology and foreground model, while in
the power spectrum case one explores the full likelihood.
The main reason for this difference is that exploring a
bispectrum likelihood is computationally prohibitive. For a
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FIG. 1.

Top: Power spectrum analysis varying all cosmological parameters in combination with the template Eq. (1) (black) using the

approximation of Eq. (7) and the Planck 2013 temperature likelihood. We compare this to a similar analysis where we fix the ACDM
parameters (red). The overall improvement is reduced, but all the important features are recovered. Note that the improvement is
systematically lower, except at the low frequencies, indicating that cosmological parameters are degenerate with some of the effects for
those frequencies. Bottom: The same analysis with a tighter prior on the frequency. Even on low frequencies the difference is negligible

justifying fixing all parameters for log oscillating signals.

fair comparison of bispectrum and power spectrum, one
may therefore want to fix the cosmology and foregrounds
also in the power spectrum. In this case the analysis
simplifies considerably. Here we study how fixing these
parameters influences the power spectrum results.

We first make some intuitive arguments as to what extent
fixing the cosmological parameters influences the result. In
either power-spectrum or bispectrum, neither cosmology
nor foreground parameters are expected to introduce high
frequency oscillations in the power spectrum. Therefore for
rapid oscillations, fixing these parameters should not be
problematic. On the other hand, for oscillations near the
Baryonic Acoustic Oscillation (BAO) frequency, fixing the
cosmology could bias the result. For the logarithmic
oscillations that we consider here, the frequency @ of
the shape varies over the multipole range so that BAOs in
principle contribute to many oscillating shape frequencies,
but only with a much smaller contribution than for linear
oscillations. For linear oscillations, the influence of fixing
the cosmological parameters on the estimated oscillation
amplitude in the power spectrum has been studied in
Ref. [29] by use of simulated maps, finding that indeed
BAO frequencies are somewhat biased, while higher fre-
quency amplitude estimates are cosmology independent.
Reference [30] showed that this conclusion also holds for the
Planck data, again for linear oscillations. For the bispectrum
such a study would be computationally challenging. One

may expect that because the bispectrum sums over many
multipole combinations (the k-triangles), the effect of BAO
frequencies should be less pronounced than in the power
spectrum. Finally, as long as no significant amplitude is
observed in the data, one can have the practical point of view
that a significant BAO bias is not observed.

Let us now examine this question in an quantitative way
for the power spectrum. As an example, we show results of
the 2013 Plank temperature data [42] for the simplest
template shape in the top of Fig. 1. We use default priors [5]
on the cosmological parameters, while 1 < < 1000,
0<A,< 0.8' and —z < ¢ <n. We precomputed the
C»¢ with Aw = 0.5 and the code interpolates for frequen-
cies in between. We used only temperature data. For more
advanced shapes the precomputed files need to include
variations in e.g. p; and ¢; and c,.

'Note that observationally C¥¢/C; <1 even though the
primordial amplitude can be as large as 0.8. The largest
amplitudes are only possible for very high frequencies, which
significantly suppresses the total power after projection. Very
similar to the bispectrum [43], the projected amplitude of the
power spectrum is suppressed (see Appendix) as Acyp ~ Ap@~;
for very high frequencies and small scales it is possible to still
have a very large primordial amplitude. Our expansion is based
on the assumption that C3*°/C, < 1 and holds over the scanned
frequency range.
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We show the same analysis with fixed ACDM param-
eters in same Fig. 1. We find negligible differences in the
highest peaks. There do exist several peaks that appear to be
present in the analysis where the cosmological parameters
were fixed. However, careful analysis shows that these
peaks are also present in the full analysis if one allows for
more samples. Because more parameters are sampled,
tightening the convergence criteria, or increasing the
number of samples, slows down convergence. For example,
the red curve can be obtained in just a few minutes on 20
cores, while the full analysis takes about 20 hours on the
same setup. This allows for significantly more samples
“devoted” to frequency space as there is no need to explore
other parameters. The absence of major differences in the
highest peaks leads us to conclude that log oscillations
have very little correlation with the other cosmological
parameters.” We also scanned over a tighter prior to
determine if there were indications of correlations on large
(BAO) scales, as was shown to be the case for linear
oscillations [29]. The results are shown at the bottom of
Fig. 1. Note that the semifull analysis takes over 400 CPU
hours, while for a fixed ACDM cosmology convergence is
achieved within 1 CPU hour.

C. Power spectrum modal estimator

Here we present an estimator for oscillations in the
power spectrum based on a Fourier decomposition in linear
oscillations. Our approach has several advantages with
respect to other methods. First, scanning over many model
parameters (e.g. frequency drifting) becomes computation-
ally easier, since one only has to estimate the different
modes once. Second, it is possible to remove specific linear
modes that may induce systematics, for example at BAO
frequencies. Third, it is easy to put power spectrum and
bispectrum analysis on the same footing. If a significant
peak were found, one would then use a full likelihood as in
Sec. I A in the vicinity of that peak. Unlike a full
likelihood exploration, we will have to fix cosmology
and foreground parameters.

We split the primordial power spectrum into the power
law and the oscillating part as P(k) = Py(k) + pnLOP(k).
Any power spectrum of the form §P(k) can be developed in
a Fourier series as

N
2nnk 2nnk
5P(k) = ; (an cosZ—Z+ b, sin Z’; > (8)

where Ak is the supported interval and the real Fourier
coefficients are

There is a dependence of the estimated frequency and phase
that depends on the cosmological parameters; this shifts the actual
frequency. It would be wise to vary all parameters in the vicinity
of a possible detection to establish the correct frequency and
phase [35].
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2 [ max 2nnk
=— dkoP(k 9
0= g | o) cos o
2 [ max 2ank
b, =— kOoP (k) si . 1
"=, dkSP(k) sin AL (10)

‘min

For a fixed cosmology (i.e. using a fixed theoretical
power spectrum C?), the estimators for the modal coef-
ficients are then given by

1

a, = ATac;f"SA;}fz(éfz -C), (11)
A 1 S
b, = m‘s vAGl, (Cpy = CY) (12)
with
N = 8CyA;!, 5CL7, (13)
Ny = 8CL A7, 5C5°", (14)
similarly to the reconstruction of fyi. Here 6Cj is the
CMB power spectrum generated by a mode cos% or
sin %% The fiducial CMB power spectrum C9 is the one

generated by the power law primordial power spectrum
Py (k). The estimator for the parameter py; is then
. 1
PNL =
'/\/ tot

(Naanan +Nbbni7n)’ (15)

with norm N, = Fpp and Fisher matrix
Fpp = <Zan5c;-f°s + b,,ac;fi“)
x AL, (Za;néc?f“ + b'méc',,t’ji“>, (16)

where A%lfz is the covariance matrix of the experiment. The
indices P and P’ indicate two different power spectra given
by the modal coefficients (a,,b,) and (a,,’, b,,’) respec-
tively, and the special case Fpp is the one that appears in the
norm of the corresponding estimator p for a power
spectrum P. The Fisher matrix can be written in matrix
form schematically as

Fppr = anann(;deam’ (17)

which allows fast evaluation of the Fisher matrix after the

mode Fisher matrix is evaluated. An amplitude pyp can be
. . . o 1

estimated with variance Of = i The formulas above

also make it clear how to remove modes in the estimator

and the corresponding norm and variance calculation,
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FIG. 2. Induced error in estimated modes &, and b, by fixing 7, ny, Q. and ;. In each panel we investigate the error propagation of a

single parameter, while keeping all other parameters fixed.

which could be applied in case there exists significant
contamination for those modes.

To examine the influence of the cosmological and fore-
ground parameters, which we commonly denote as ®;, we
define the average value of the estimator following Ref. [44]

1
<2ln> =

WV 8CL A7, 8C,,.
a

(18)

Here 56}2 is the residual C, with the true cosmological
parameters. We then compute the change in a as

5an = <an> —da,
1 n,Co8 A —1 ~ a, n,cos A —1 n,C0S
= J\Ta 5C,f1 Aflfzész - /\7,1 5Cf1 Af]fzész

an

Na

5C’;;1°°S A;llfz A (6C’;’2°°s) . (19)

Let us point out that there are two sources of error here:
one coming from subtracting the wrong C, from the data
(leading to an incorrect estimate of the residual) and one
from using the same deduced parameters to fit this residual
0C,. A similar analysis was performed for the bispectrum
[44], where there is no fiducial signal (the signal is expected
to be zero for a Gaussian field) and hence there is no error
introduced when subtracting the theoretical spectrum from
the measured one. Here we do have such an error.

We fill first consider the latter, which we expect to lead to
relatively small errors. We conveniently define

sb,, 50,
80, b,

64, 50,
- 5@1 a,

0 0;, (20)

which presents the relative error of an estimated a or b due
to using the wrong parameters in the assumption that we

know what the residual spectrum is. Here % will contain

the derivative of the 6C, with respect to the cosmological
parameter 6;.

As an example, let us consider Q, for the variable A;.
After some algebra, we simply find

s 21
AS ’ ( )

AS
Qs

where we replaced 6A; = 04 . As expected, since A; is
simply a rescaling of the overall power a change in this
parameter should lead to a rescaling of the estimated a,, by
exactly the same amount. We show the results for the other
4 ACDM parameters in Fig. 2. Q, and H, (not shown)
show an increasing error for large n. This is because they
affect the frequency of the projected signal 6P, e.g. shifting
the frequency can change a detection to a null signal. This
does not affect the ability to capture the oscillations; instead
it leads to a discrepancy between the recovered modes and
the true modes, which will result in a difference between
the data best-fit frequency and the mapping to that same
frequency in primordial space. For 7 we find a constant shift
as expected since the effect of 7 on the power spectrum is
proportional to e~2*. n, has very little effect on the
reconstruction of the modes, with weak n dependence.
On large scale (i.e. below ¢ < 20), the scaling of the power
spectrum with 7 changes and we would expect an effect
similar to that of n,. However, this effect is very small
compared to the overall effect of rescaling.

043536-6



JOINT RESONANT CMB POWER SPECTRUM AND ...

Above we have estimated the bias on the modal
coefficient that results from fitting some 6C which were
calculated for a wrong cosmology. As eluded above, there
exists a second, more important, source of error. To fit the
oC% to the residual power spectrum, we first have to
subtract the fiducial contribution C‘} of the model without
oscillations, i.e. we calculate é‘f - C(}. Since we fix the
cosmological parameters in CY, this leads to an additional
error in the estimator. We can instead calculate the full
derivative of the modal coefficient as

da,| 1 ~[2+1)
0ile, Nu% 2
n,Ccos1/ (A _ 1,c08 1
ML (Rl m} 22)
4

For example, let us take the derivative with respect to A,
(suppressing the superscripts cos, n):

oa, 1 1 {2f+1 (_ 5C,C,

- 2

5C,C,
_11 . (23
oA, AN, 2 c o )] (23)

If there is no signal C,=C,. By construction 6C,/C, < 1.
Let us denote this ratio by r,. We then have

o ~ _\@%W, (24)
T+ 1))

Unlike the previous analysis, this Qéf contains both sources
of error and shows that, as expected, the error caused by
subtracting the wrong fiducial power spectrum introduces
the largest error (basically because it has a large variance).

We show Q;“* in Fig. 3 for two ranges in n. We compare the

analytical result to the full numerical result with €, from
Planck 2013 data [42]. It shows that in order to minimize
sensitivity to errors in Ag, the very low n should not be
used. Around n = 20-25 there are additional large correc-
tions, coming from the BAOs. Note that all the way to
n = 50 the wavelength of the modes is relatively large.
Removing those modes should not affect the search for
high frequency oscillations significantly.

We will leave a full numerical treatment of the error from
other cosmological parameters as well as the application of
this estimator to Planck 2015 data to future work.

D. Bispectrum estimator

For the bispectrum estimator, we assume a fixed ACDM
cosmology, and only vary the oscillation parameters. We
use a Komatsu-Spergel-Wandelt (KSW) type optimal
estimator with the effective expansion of a function
f(k,) into separable linear oscillation proposed in [43],
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FIG. 3. Error propagation of A; into bias of a,, and b,,. The large
errors at small n are expected. The lowest n are a copy of the
spectrum itself, while n = 20 correspond to BAO frequencies.
For large n the bias is small, with only a change of half a sigma.

N
2nnk . 2mnk
f(k,):nzg(ancos Ak,t+b"5m Ak,t)' (25)

We split the logarithmic oscillations into sine and cosine
components as
6A2

B (ky, ky., ks) = m [f1sin(w(k,) In(k,))

+ f2 cos(w(k,) In(k,))], (26)
where fy = +/f1+f5 and & = arctan(%). Here we

allowed for a drifting frequency of form w(k,). The
estimator for the two amplitude f, f, is then given by

fi= Z(F_l)ijsj’ (27)

J
where § is the usual sum over KSW filtered maps (see
Ref. [43] for details). The resulting bispectrum estimates
from the data consist of a set of amplitudes Awi.sin and

~

A, cos Tor a sufficiently tight sampling of w;. The overall
amplitude for a given w; is

Af}, = \/(Agi,sin)z + (Agi,cos)z- (28)

where the index B indicates a bispectrum quantity (we will
use P indices below to indicate power spectrum quantities

where necessary). We show estimated Awi.sin, Ay, cos and
Af)i in Fig. 4 for a range of frequencies, obtained from a
simulated Gaussian map. On the y-axis, the estimated
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FIG. 4. Detail view of a spectrum of the bispectrum estimator. It illustrates that sine (red) and cosine (blue) component are highly
correlated and therefore the full amplitude (black) has a much more stable amplitude than its components. On the y-axis, the amplitude

was divided by the expected standard deviation.

amplitudes have been divided by their expected standard
deviation. The plot shows an interesting characteristic
of logarithmic oscillations; neighboring sine and cosine
amplitudes are strongly correlated such that the overall
amplitude varies much slower than the amplitude at a
fixed phase.

With respect to previous work, we have extended the
frequency range to from 1 < @ < 1000 (see Fig. 5 for an
illustration of a very high frequency equilateral bispec-
trum). Our current pipeline uses 1000 sine and cosine
modes. We use the high resolution version of CAMB
described in Sec. III A to accurately reconstruct the high
frequency modes. It is necessary to sufficiently sample the
integral in the estimator; we use 1000 sampling points. This
in contrast to other shapes, where often (after quadrature
optimization) one can obtain good results with O(10)
sampling points. The KSW filtered maps of the bispectrum
estimator are calculated using fiducial C, that do not
oscillate. We experimentally verified that using oscillating
C, with an oscillation amplitude compatible with power
spectrum estimates does not significantly affect the bispec-
trum estimator, justifying our procedure.

E. Gaussian approximation to the estimator PDF

To quantify the look elsewhere effect below, it will be
extremely useful to have an analytical approximation to the
PDF of the estimator. The following discussion applies to
the case where cosmology and foregrounds are fixed, and
only the oscillation parameters A, w, ¢ are variable. We are

0.008

neglecting a possible frequency running parameter here,
but it would be conceptually straightforward to include it.

The bispectrum estimated from the data consists of a set
of amplitudes Awi,sin and Aw,».cos for a sufficiently tight
sampling of ®;. Our goal is to find the theoretical
distribution of {Af,hsm, AE ..} in the case of an underlying
Gaussian map, which fully describes the bispectrum

estimator statistics. Note that these amplitudes are corre-

lated. At a given frequency w;, Ag,,sm and Aﬁi_cos are almost

uncorrelated, but neighboring frequencies are correlated.
We make no assumptions about the strength of the
correlation here. Each of the two components by itself is
Gaussian distributed at a given frequency w; with analyti-
cally calculable variance V[A5™*]. This is a consequence
of the central limit theorem (CLT) and the large number of
multipole contributions that make up a given bispectrum
amplitude estimate. The common PDF of the frequency
spectrum {A$"°) of the sine and cosine components is
therefore approximately a multivariate Gaussian, where
the covariance matrix elements between frequencies and

;% and 7™ can be calculated from the Fisher

matrix element of the theoretical bispectrum shapes of these
frequencies. We obtain a joint multivariate Gaussian PDF
for the sine and cosine components

P{ASMs)) = N (= 0, %), (29)

phases @

. Fi;
with X = —2
FiFjy

matrix. Of particular interest is the distribution of the

where F;; is the corresponding Fisher

0.006 |
0.004 |
0.002 -
0.000
—0.002 |
—0.004 -
—0.006 -

constant
blll/blll

—-0.008 .
0 500

FIG. 5.

.
1000 1500 2000

l

Example of an ultra high frequency resonance bispectrum.
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overall amplitudes P ({Aw,- }) which allows us to obtain the

PDF for the maximum P(A™* > x). While it may be
possible to make analytic progress, it is easy to sample
P({Ami}) with fast sampling from the underlying multi-
variate Gaussian. The sampling strategy also allows us to
estimate the combined look elsewhere effect in the next
section. Generating mock bispectrum amplitude spectra in
this way is significantly faster than analyzing Monte Carlo
map simulations.

In the case of the bispectrum, the Fisher matrix between
frequencies {w;, ®;} and phases {sin,cos}, ; is given by

BQ £yt sz} £t
Fij:Z 10203 123’ (30)
C\lrts Ce, Cr, Co,
which can be evaluated from the mode function Fisher

matrix F79% as
Fpp = aanllgdeam' (31)

In the presence of noise, the C; are modified and C; —
C, + N, where N, is the isotropic noise power spectrum.
Partial sky coverage approximately leads to F;; — faFij
where fg, is the covered sky fraction. The resulting
bispectrum amplitude samples include homogeneous noise
and partial sky coverage. Instrumental effects that are not
captured in this way cannot be represented by the method

4.0

PHYSICAL REVIEW D 93, 043536 (2016)

proposed here. However it was found that for Planck
bispectum measurements this diagonal covariance matrix
approximation is sufficient after the underlying maps have
been cleaned and inpainted [3].

As explained above, for the power spectrum, one can
sample the PDF by generating large amounts of simulated
maps. However, in analogy to the bispectrum, for a fixed
cosmology, an analytic approximation to the PDF can be
obtained from the power spectrum Fisher matrix. We
assume that the estimate is of form C, = Cfoid —I—AC;SC
i.e. a fixed fiducial spectrum ng. The Fisher matrix is then
F = C‘;fCA;IIfZ Cy where Ay 4, s the spectrum covariance
matrix of the experiment. If the off diagonal elements of the
covariance matrix are negligible, which we assume for the
simulations below, then the Fisher matrix reduces to

i,08C j,08C

NG
Fl/ Z (ACK)Z N (32)

In the cosmic variance limited case

[ 2
— id
AC, = T lcg : (33)

Examples of spectra generated in this way are shown in
Fig. 6 for the bispectrum and in Fig. 7 for the power
spectrum. We also generated a spectrum that results from a

3.5}
3.0
2.5

o 2.0
1.5

1.0

0.5

0.0
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4.0
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35}
30b-----
2.5

i

1.0 | l‘ [l

0.5

0.0 L
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FIG. 6. Top: A spectrum of the bispectrum estimator drawn from the bispectrum correlation matrix. Bottom: A spectrum from a

simulated Gaussian map.
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FIG. 7. A spectrum of estimated amplitudes drawn from the correlation matrix of the power spectrum. Note that this plot is for an
idealized experiment with a diagonal covariance matrix, as Planck has not released the spectrum covariance matrices independently. Our
method also applies to a realistic covariance matrix as in the case of the Planck experiment. The off-diagonal coupling in this case leads

to decreased frequency resolution.

simulated map. The full simulation matches the structure of
the analytic PDF spectrum, with peaks that are statistically
of the same width and height, as expected. We also see that
power spectrum and bispectrum have a similar frequency
resolution. Note however that the power spectrum plot is
generated with a diagonal covariance matrix. This is not a
good approximation for a realistic experiment. Using a
realistic covariance matrix for the Planck experiment
(not shown), one finds that the frequency resolution is
somewhat reduced by the off diagonal covariance
matrix terms.

IV. COMBINED ESTIMATOR STATISTICS
AND LOOK-ELSEWHERE EFFECT

In this section we explain how to define estimators
combining the power spectrum and the bispectrum, as well
as how to calculate significances that take into account the
look-elsewhere effect.

A. Statistical independence of bispectrum
and power spectrum

The estimators for the power spectrum and bispectrum
are based on the same data maps, and are therefore a priori
correlated. This correlation in the data exists already for a
Gaussian map. In addition, if the underlying model truly
contains an oscillating signal, then the correlation between
amplitudes and phases contains additional information to
test a given model. We will now argue that the power
spectrum and bispectrum in the Gaussian assumption are to
good approximation statistically independent. We then use
this property to find optimal combined estimators and
quantify the look elsewhere effect in the following sections.

A high degree of statistical independence follows from
the following simple argument. By themselves, power
spectrum and bispectrum amplitude estimates at a given
phase are closely approximated by a Gaussian PDF, since
they sum over a large number of random variables (CLT).

The correlator of the power spectrum and bispectrum
amplitude is a sum over 5-point functions of a;, which
are zero in a Gaussian map, as they cannot be expressed in
terms of two point functions. Therefore the joint PDF of
power spectrum and bispectrum amplitude estimates fac-
torizes into two statistically independent multivariate
Gaussians, as described in the previous section.

The CLT conditions are not fully satisfied as we have
finite Z,,,c. The true joint PDF is therefore not exactly
Gaussian and the fact that they are statistically uncorrelated
does not imply statistical independence. The authors of
Ref. [29] give an analytic argument that the true correlation
of power spectrum and bispectrum amplitude estimates
Corr(|Ap|, |Ag|) should be of order f# independent of the
shape under consideration. This is sufficiently small to be
neglected in this study and from now we assume statistical
independence of the power spectrum and bispectrum.

B. Combining power spectrum and bispectrum

We now discuss how to combine the power spectrum and
bispectrum analysis, in the absence of a full bispectrum
likelihood over cosmological parameters and foregrounds.

1. Case 1: Fixed power spectrum
and bispectrum cosmology

The bispectrum analysis is schematically done as fol-
lows: Each bispectrum shape Sg(w, @, ...) is defined by a
number of parameters, the frequency @ and phase ¢ and
possibly some other parameters. The bispectrum estimator
gives a best fit amplitude AIS; to this shape. To combine
estimators with the power spectrum, we want power
spectrum amplitude estimates Ai for the corresponding
power spectrum shape Sp(w, @, ...). As discussed before, a
fair way to combine the two analyses is to also fix the
cosmology in the power spectrum analysis to its best fit
value without oscillations. In that case the power spectrum
likelihood has an analytic minimum likelihood (ML)
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estimator, as described in [29], which is given by a simple
quadratic fit of the oscillating power spectrum shape to the
measured C;:

A} = Cpeazl (= CB), (34)
Np = C3eazl, Cox. (35)

The estimator is approximately Gaussian and its distribu-
tion can be calculated from the Fisher matrix as we
described in the previous section. In some sense this
procedure gives a model the best chance to be significant,
since there is no look-elsewhere effect associated with
cosmological and foreground parameters that could dilute
significance. Our quadratic power spectrum modal estima-
tor proposed in Sec. III C is of this form.

2. Case 2: Likelihood for the power spectrum, fixing
cosmology for the bispectrum

As we explained in Sec. III A, the power spectrum search
for oscillations in usually done by exploring a likelihood
L(c,f,0) over cosmological (c), foreground (f) and
oscillation (0 = {Ap, w, ¢}) parameters. One then obtains
an effective y> by computing

)(gff = 2(ln 'Cosc(cyfy 0) —In 'Cbase(c’ f))’ (36)

which can be compared to the y? distribution with the
associated number of degrees of freedom. Here £, is the
standard likelihood without oscillations and L, adds
the oscillation parameters (0). To correct for the look-
elsewhere effect one can follow a frequentist approach and
compare the measured y* to the distribution of yZ . from
Monte Carlo map simulation. One may also compute the
Bayes factor from the likelihood.

There are two related ways to calculate combined estima-
tors with the bispectrum, either by translating the power
spectrum estimate to the language of amplitudes
or the bispectrum estimate to the language of likelihoods.
For the bispectrum we are estimating the amplitude Az (w, ¢)
for each set of oscillation parameters @, ¢p. We may therefore
calculate power spectrum ML amplitude estimates
AME(w,¢) by maximizing the likelihood Lp(f,c.A,.@.¢)
with respect to foreground (/) and cosmological (¢) param-
eters as well as amplitude Ap for each set (w,¢). The
amplitudes AM-(w, ¢) and Ag(w, ¢) can then be used to
obtain combined estimators. Note that it is necessary to know
the variance of AM:(w, ¢), which unlike in the previous
section cannot be calculated from the Fisher matrix but has to
be obtained from a Monte Carlo excursion.

Based on the independence of power spectrum and
bispectrum data, we can also write down a simple com-
bined likelihood. The bispectrum likelihood only contains

PHYSICAL REVIEW D 93, 043536 (2016)

the oscillation parameters and is evaluated for a fixed
cosmology. The combined likelihood is then

InL(c,f,w,A, ) =InLp(c, f,Ap, w, D)
+1nLy(Ap. w. ), (37)

where Lp is the usual power spectrum likelihood. The
bispectrum likelihood L is a Gaussian distribution for the
measured sine and cosine amplitudes {A;?Az,‘j‘}, whose
mean and covariance matrix is determined by the model
parameters (Ag, ®, ¢), as described in more detail in Sec. 4
of [45].

In the following, we will use the language of amplitudes
to define combined estimators, since it relates more directly
to the form of the shapes in Sec. II.

C. Generalities about peak estimators
and look-elsewhere effect

1. Peak estimators

In this section we define look-elsewhere corrected peak
estimators for the models reviewed in Sec. II. By peak
estimators we mean that the most significant amplitude(s) is
picked from the spectrum of the estimator by maximizing
over its variables (e.g. frequency and phase). The starting
point of all peak estimators in this section are the amplitude
estimates Ay(w, ¢), where X = P is the power spectrum
and X = B is the bispectrum. These are to good approxi-
mation Gaussian distributed with mean zero. The variance
of these estimators can be calculated from the Fisher
matrix. Different phases are not independent and in the
case of the bispectrum we start from the sine and cosine
amplitudes Ay(w,¢ = 0), Ay(w, ¢ = 90°), which deter-
mine the value for any phase ¢.

Because of the different questions that one can pose to
the data, which lead to different probabilities, it is particu-
larly important to adopt to a consistent notation scheme. We
write any amplitude estimator A with a hat, with a subscript
listing what the estimator depends on (the free variables)
and a superscript listing the variables that have been
maximized over. For example

Ay ?) = maxp(.9). (38)

is the amplitude estimate from power spectrum at a given
frequency w, maximized over the phase ¢.

For Gaussian random variables with zero mean (for
example the oscillation amplitude at a fixed phase) we
define the significance (the number of ¢’s) of the estimate
with a bar as

_ A
A=——0H. (39)
Var[A]?
For general random variables, we define the significance
A as
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A = V2Erf~ (1 - p(A)), (40)

where p(fl) is the corresponding p-value of the estimate,
i.e. we transform p-values to significances of a Gaussian
distribution, as was done in Refs. [4] and [29,30].

2. Sampling the PDFs

The significance for any CMB peak estimator can be
obtained from its PDF in the case of an underlying
Gaussian CMB map. For example, the p-value of a
measurement of A?if(@ follows from the PDF

PAYSY)). (41)

This p-value takes into account the look-elsewhere effect
(in this example generated from the maximization over
the phase).

A key point of this analysis is to obtain PDF’s of the
estimators considered in this paper, which may for example
combine power spectrum and bispectrum amplitudes at
multiple frequencies. The usual method to obtain this
distribution is from simulated Gaussian maps. However,
the high resolution bispectrum estimators cannot easily be
run on a large number of maps because of its high
computational costs. It is possible to find analytic approx-
imations for the peak estimator PDF [29], but these usually
have to be calibrated by simulated maps.

Here we propose a new method to obtain the distribution
of estimators derived from the A X..4- We sample spectra of
estimators not from Gaussian maps but from their theoretical
PDF discussed in Sec. III E. This can be done very rapidly
once the Fisher matrix is calculated. As we explained in
Sec. I E, we expect this to be a good approximation of the
data, even though inhomogeneous noise cannot be taken into
account. In particular, we assume only Gaussianity of
the estimated amplitudes, and not e.g. Gaussianity of the
underlying a,,,. In the following section we evaluate the
peak estimator PDFs for resonance models using this
technique. The corresponding PDFs for linear feature
models have previously been studied nicely in [29].

D. Single frequency peak estimators

1. Single frequency power spectrum or bispectrum survey

We start with the simple case of searching for the largest
excess in the frequency spectrum of either power spectrum
or bispectrum, with a free phase ¢. We thus have the single
peak estimator

A ma

AT = a9 (42)

= max /A (0.6 =0) + B(0.p=90"). (43

PHYSICAL REVIEW D 93, 043536 (2016)

where the Ay (w, ¢) are the significances of the amplitudes
obtained from the data and normalized by Eq. (39). The
analytic maximization over ¢ in the second equation is only
valid when the sine and cosine amplitudes at a given
frequency are independent and have the same variance
(both of which are approximately true but not required for
this analysis). As pointed out in the previous section, to
calculate the significance of the single peak estimate,

we need the probability density function P(A?ax(a”(ﬁ)) for

Gaussian maps. An example of the PDF of Eq. (42) for
bispectra measured with Planck is shown in Fig. 8. It was
obtained by sampling 50.000 bispectrum amplitude spectra
from their estimator PDF obtained in Sec. III E.

An analytic approximation for the cumulative distribu-
tion function is given in Ref. [29],

R 2 Negr
P(A;lax(w-lﬁ) > X) =1- (1 —exp <—%>> ,

where N is the effective number of independent frequen-
cies w and is taken from a fit to the Monte Carlo results. As
discussed before, true Monte Carlo on map basis is not
computationally possible in our case, however we can again
use the Fisher matrix to draw samples and determine N ;.
We show a comparison of the CDF obtained with our
method and of the analytic approximation (44) in Fig. 8,
and find a best fit for Ny = 500 assuming 0 < @ < 1000.

2. Single frequency combined power spectrum
and bispectrum survey

In general, the minimal variance estimator for an
amplitude A, given two independent measurements Ap

and Ap of a Gaussian random variable, is given by the
inverse variance weighting

. 1 (Ap Ay
App = — (=L L 2B ) 44
rB N(VP+VB> (44)
11
N=—+—, 45
VP*_VB (45)

with variance (A%5) = ~. Here it was assumed that bispec-
trum and power spectrum are normalized to have the same
amplitude. If one introduces an amplitude ratio r = Ag/Ap,
then for a given r the optimal estimator is [29]

A 7AP/VP + VAB/VB
Ars =y
P B

(40)

So far we have not been precise about which quantities are
to be combined in the power spectrum and the bispectrum.
All the models under consideration predict wp = wg, SO we
will only combine same frequency amplitudes. For the
amplitude ratio r and phase difference A¢ there are two
possible options; keeping them fixed by a model prediction,
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Left: The PDF and CDF of the single frequency estimator Eq. (42) for a power spectrum (top) and bispectrum (bottom) survey

with 0 < @ < 1000. These histograms where generated from 50.000 Gaussian estimator spectra obtained with the Fisher matrix method.
The bispectrum PDF plot also shows the analytic approximation of [29] with Nz = 500. The present plots are for an experiment with
30 < Z < 2000 with a diagonal cosmic variance covariance matrix. The generalization to a realistic off-diagonal covariance matrix is

straightforward.

or varying them. It is important to be precise about this
issue when estimating the look-elsewhere effect, since more
free parameters give more look-elsewhere effect.

When combining power spectrum and bispectrum, we
can consider several possibilities. The most general search
leaves the phase differences and relative amplitude r open.
The estimator of interest is

Aggx(rw’%w) = max Apg(w,dp.Pp. 1) (47)
r.Qp.Pp.0
Zmax(¢p)\2 A max(¢pp)\2

w

where the second equation uses the fact that bispectrum
and power spectrum measurements are independent.
More constraining is a fixed model-given amplitude ratio
r such that
Amax(¢p.pp.w)
Apg T = (49)

max Apg(w, ¢p, Pg),
p.pp.w

or a fixed model given A¢ (so that ¢ = ¢pp = ¢p + A)

A max(r.p,w)

Ap (50)

= maxAPB(r, o, ),
rg.w
or a combination of both

A;};x((/;,w) = maxApp(w, §).

X0}

(51)

The PDFs of all these estimators can be obtained by
sampling the theoretical distribution of the estimator for
a Gaussian map. From these distributions one can then
calculate the look-elsewhere effect corrected p-value of an
estimate A. From the p-value one gets the equivalent
significance A using Eq. (40). As an example, we plot
the estimator Eq. (47) in Fig. 9.

3. Running frequency and further free parameters

Similarly we can consider shapes that have additional
free parameters. For example, we consider a frequency
running due to an exponent p, as described in Sec. II.
The amplitude estimates obtained from the data are
Ax(w, ¢, ps). The single peak estimator from power
spectrum or bispectrum is then

A;]ax(a),lﬁqp_f) _ {n;%AX(a), ¢, Pf>7 (52)
which again has to be sampled to obtain P(Aﬁa)‘(w'qﬁ’pf)) to

assign significances. Sampling this probability density
function requires us to calculate the Fisher matrix of shapes
with p, within a sufficient prior range.

E. Multifrequency peak estimators

Next, we generalize our discussion to the multifrequency
models of Sec. II. We could for example consider the M
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FIG. 9. Left: The PDF and CDF of the combined P plus B single frequency estimator Eq. (47) for a survey with 0 < @ < 1000. These
histograms were generated from 50.000 Gaussian estimator spectra obtained with the Fisher matrix method for an experiment with

30 < Z < 2000 with a diagonal cosmic variance covariance matrix.

highest peaks found in the data. We assume that the
amplitude ratios and phases are free parameters and drop
their indices to simplify notation. We are interested in the
multipeak amplitude estimator

M 1/2
Axy = (ZA%) ,
i=1

for an independent power spectrum or bispectrum meas-
urement or

(53)

M . 172
APB.M=<Z<A%.,»+A%,,»>) L (s

i=1

for a combined measurement. The i index presents the M
most significant amplitudes in the sample. To make this
statistic well defined it is necessary to regularize the peak
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counting. Here we adopt the simple prescription to
demand peaks to be at least Aw = 10 apart from each
other. To get the corresponding significances A, as defined
in Eq. (40) we again sample the PDF of A,, for each M
from the Fisher matrix.

Since the multifrequency models in I do not come with a
prediction for M, in a second step we maximize over M
(with some predefined M ,,,), defining

At = mA?['XAM (55)
As was pointed out in Ref. [29] the maximization over
peaks gives an additional look elsewhere effect. From the

PDF for Amul[i we get the multipeak significance A,, via
Eq. (40). An example with M,,, = 10 is shown in Fig. 10.
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FIG. 10. Left: The PDF and CDF of the multifrequency estimator Eq. (55) for a power spectrum (top) and bispectrum (bottom) survey

with 0 < @ < 1000 and M,,,, = 10.
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V. CONCLUSIONS

In this paper we have laid the foundation for a compre-
hensive combined search for resonance models in the
power spectrum and bispectrum with Planck CMB data.
Resonance models lead to unique challenges in CMB data
analysis. This is in part because the highly oscillatory
functions that appear have to be sampled very densely for
an accurate numerical treatment. Further, the shape is
nonseparable and very difficult to expand with general
modal techniques. For the power spectrum, the usual
likelihood exploration is computationally challenging in
the present case. We have shown that a simplified estimator
based on a fixed ACDM cosmology is sufficiently close to
the estimator that varies all cosmological parameters,
because of a lack of significant correlations between the
oscillatory parameters and those of the fiducial cosmology.
Our analysis pipeline can be summarized as follows:

(i) assuming that bispectrum and power spectrum like-

lihoods are independent, as discussed in Sec. IVA.

(i1) first running a standard power spectrum analysis
with no oscillatory contribution to obtain a best fit
cosmology and foreground model.

(iii) finding best-fit amplitudes of the sine and cosine
amplitudes in the power spectrum and bispectrum
data assuming the fixed cosmology and foreground
from the previous step.

(iv) computing the overall amplitudes which are related
to the sine and cosine contributions by A, =
VA (A,

(v) obtaining a joint PDF of the power spectrum and
bispectrum overall amplitudes by first analytically
computing the covariance of the sine and cosine
coefficients, then numerically drawing random sam-
ples and propagating them through the formulas for
the combined estimator under consideration.

(vi) comparing the best-fit total amplitude in the data to
the PDF for the combined estimator under consid-
eration to obtain a frequentist significance.

We have also developed a modal approach in the power
spectrum, that can be used for all oscillating shapes, and
allows us to cover a wide space of models very quickly.
This method follows directly from our treatment of the
bispectrum [43], which allows for a fair comparison
between the results of both analysis. In principle this
method also allows us to project out modes that are affected
by systematics or by cosmological parameters, although we
have not made use of this possibility in this paper.

The main point of this paper is the evaluation of the look-
elsewhere effect in a combined search. While the necessary
probability density functions have been previously char-
acterized in Ref. [29,30], in this paper we present a new
method to sample these posterior probabilities. The results
are sufficiently accurate and most importantly computa-
tionally feasible. We made use of the fact that the power
spectrum and bispectrum shapes can be decomposed in
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their sine and cosine contributions, and that one can make a
Gaussian approximation that describes these contributions
for a given frequency sampling. This can be done for both
power spectrum and bispectrum, and avoids running the
estimator on a large amount of Monte Carlo maps, which
would be almost impossible with our high frequency
estimator. We use our sampling method to obtain some
of the amplitude probability distribution functions for an
idealized experiment with £ < 2000. With this study, we
have all necessary tools for an application to the Planck
data. Besides the resonance models which we focused on in
this paper, the methods presented here are also applicable to
other types of rapidly varyings features in the power
spectrum and bispectrum [16,19,21,23-25,46-50] and
should provide an efficient way to address multipeak
significance of these models.
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APPENDIX: SCALING OF THE
POWER SPECTRUM

1. Large scales

We assume

P = Py(1 +Acoswlogk/k,). (A1)

Therefore

8C, / dkk=" (ki + k=) A 4 (k)2 (A2)

with A,(k) being the radiation transfer functions. The
above integral cannot be performed analytically, but on
sufficiently large scales the transfer function is simply a
geometrical factor A,(k) ~ j,(Ank). Using this limit, we
find

VAL(1 =B +1)

G-PNC -5+

8C, ox A(An)~i@ +cc.  (A3)

Besides the presence of oscillates, it is also clear that the
projected amplitude A is suppressed with respect to the
primordial one. We can write
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We consider the limiting case @ — oo and find for the
second term

. /al(1 =20 +%2)
lim

i i = \/E(_l + i>w_5/2’
0—0d[(3 - 2)(¢ -2 +2)

(AS)

while the real part of the first term oscillates between —1
and 1. Therefore, effectively A,,; & Aw™/?; the higher the
frequency, the more the projected power spectrum will have
its oscillations suppressed.

2. Small scales

The computation above is only valid for very large
scales. For small scales, we do not expect the scaling to
hold. We can estimate the scaling by assuming that the
transfer functions on small scales is simply a sine or cosine,
suppressed by the damping factor. Since all modes are
damped, we only care about it oscillating with some

|

ket 2071 (=i + 26 + 1)8I0? (Kyax s) — 2kiax 75 Fo (€ — 2 + %;
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FIG. 11. Scaling of the projected power of the corrections to the
power spectrum (resonance). The y-axis is a measure of the signal
to noise of the correction (normalized to 1) multiplied by .

frequency set by the sound horizon at recombination
[51]. There is still the Bessel function, which has the limit
lim_, . j,(x) = (x/£)?='/?/¢ (which turns out not to affect
the scaling). We then have to perform integrals of the form

8C, / dkkD (ki@ 4 k=io)sin(r,k)2. (A6)

If we take k., — oo the resulting integral diverges for
@ — oo. The reason is that in reality there is a damping
scale, which we neglect. Instead we consider a hard cutoff
kmax- We obtain

af_

[\S][8)
5

+ % ; _krznaxrg))

+c.c. (A7)

-1+ (2¢ - iw)?

In the limit of large frequencies, the expression above
decays as 1/w. In other words, we expect that the amplitude
of projected features is suppressed as Ap.; Ao~ on
small scales. In Fig. 11 we show a measure of the total
signal (to noise, with #;, = 200) in 6C, multiplied by w,
with some arbitrary normalization. Indeed we find that the
signal roughly drops as 1/ with a steeper slope for lower
frequencies.

Through numerical computations in Ref. [43] we found
that the projected amplitude of the bispectrum is similarly
reduced as f;” = fnr/@. In EFT the expected amplitude of
the bispectrum has an amplitude that grows as /> while the
power spectrum only grows @'/2. It is thus expected that for
very large frequencies the bispectrum could become larger
primordially and in projection than the power spectrum. This
is exactly where the EFT is expected to break down.
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