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Abstract
We prove two completeness results for Kleene algebra with a top element, with respect to languages
and binary relations. While the equational theories of those two classes of models coincide over the
signature of Kleene algebra, this is no longer the case when we consider an additional constant “top”
for the full element. Indeed, the full relation satisfies more laws than the full language, and we show
that those additional laws can all be derived from a single additional axiom. We recover that the
two equational theories coincide if we slightly generalise the notion of relational model, allowing
sub-algebras of relations where top is a greatest element but not necessarily the full relation.

We use models of closed languages and reductions in order to prove our completeness results,
which are relative to any axiomatisation of the algebra of regular events.
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1 Introduction

The axiomatic treatment of regular expressions and languages was developed extensively by
Conway [9], after earlier work of Kleene [16]. He raised there a difficult question: how to
axiomatise the equations between regular expressions that hold under their standard interpre-
tation as formal languages? Redko had proved that every purely equational axiomatisation
must be infinite [31]. Conway proposed such an infinite axiomatisation, which Krob proved
to be complete twenty years later [24]. Conway had also proposed finite quasi-equational
axiomatisations, one of which Kozen proved to be complete the same year [17]—this axioma-
tisation is now commonly coined under the term Kleene algebra. By an additional remark of
Boffa [5], this latter completeness result can also be obtained as a consequence of Krob’s
completeness result. In the end, all finite quasi-equational axiomatisations proposed by
Conway, as well as a few other ones, are actually complete [24, 6].

In symbols, writing [e] for the language of a regular expression e and KA ⊢ e = f when
the equation e = f is derivable in any of the aforementioned axiomatisations, we have that
for all regular expressions e, f ,

KA ⊢ e = f ⇐⇒ [e] = [f ]

The above equivalence extends with two more clauses: when an equation is derivable, it must
hold in all models of the chosen axiomatisation. These include in particular language models
(LANG) and relational models (REL), for which we actually have an equivalence: writing
X |= e = f when the equation e = f holds in all members of a class of models X , we actually
have:

KA ⊢ e = f ⇐⇒ REL |= e = f ⇐⇒ LANG |= e = f ⇐⇒ [e] = [f ]
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Completeness w.r.t. LANG is immediate given the previous equivalence: the language
interpretation of a regular expression lies in LANG. This is less obvious for REL: this comes
from a nice trick due to Pratt showing that every member of LANG embeds into a member
of REL [30, third page].

As an immediate consequence of the above equivalence, the equational theory of REL (or
LANG) is decidable—more precisely, PSpace-complete. This has important applications in
program verification: Kleene algebra and their extension to Kleene algebra with tests [18]
make it possible to represent and reason about the bigstep semantics of while programs,
algebraically. This was used for instance to analyse compiler optimisations [20]. The
decidability result was also implemented in proof assisants such as Coq and Isabelle/HOL,
in order to automate some reasoning steps about binary relations and Hoare logic on while
programs [27, 23].

Those results restrict to the regular operations and constants: composition, union, Kleene
star, identity, emptyness. A natural question is whether they may scale to other operations or
constants: intersection, converse, fullness. The case of converse was dealt with by Esik et al.:
the equational theories of REL and LANG differ in the presence of converse but both can be
axiomatised [4, 13], and they remain PSpace-complete [8]. The case of intersection (with or
without converse or the various constants) is significantly more difficult, and remains partly
open, see [2, 7, 25, 12]. In this paper we focus on the addition of a constant ⊤, interpreted
as the full language in LANG and as the full relation in REL.

The usefulness of adding such a constant was demonstrated recently in the context of
Kleene algebras with tests (KAT), to model incorrectness logic [32]. Indeed, while KAT
alone makes it possible to model Hoare triples for partial correctness [19], the addition of a
full element makes it possible to compare the (co)domains of relations, and thus to encode
incorrectness triples [26, Section 5.3].

As expected, one should consider an axiom expressing that ⊤ is a greatest element:

x ≤ ⊤ (T)

Together with the Kleene algebra axioms, axiom (T) yields a complete axiomatisation w.r.t.
language models: we sketched a proof in [29, Example 3.4], which we make fully explicit here
in Section 3 (Theorem 3.5). This proof gives us as a byproduct that the equational theory of
Kleene algebras with a greatest element remains PSpace-complete.

Unfortunately, the previous axiom is not enough to deal with relational models. In fact,
in the presence of ⊤, the equational theories of LANG and REL differ. Indeed, there are laws
such as ⊤x⊤y⊤ = ⊤y⊤x⊤ [28, page 13], or ⊤x⊤x = ⊤x [32, page 14], which are valid in
REL, but not in LANG.

In the present paper, we show that it suffices to further add the following axiom in order
to get a complete axiomatisation for REL (Theorem 4.16):

x ≤ x · ⊤ · x (F)

This inequation is mentioned in [32, page 14]; it holds in relational models, but not in
language ones. Thanks to (T), axiom (F) may be seen as a consequence of Ésik et al.’s axiom
x ≤ x · x◦ · x for dealing with converse (·◦) in relational models [13, 4]. How to use axiom (F)
in an equational proof is not so intuitive: it does not give rise to a natural notion of normal
form, and it must often be used in conjunction with (T) in order to compensate the fact that
it duplicates subterms. For instance here is how we can prove the first of the aforementioned
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laws:

⊤x⊤y⊤ ≤ ⊤x⊤y⊤ ⊤ ⊤x⊤y⊤ (by (F))
≤ ⊤x⊤y⊤⊤⊤x⊤ (by (T))
≤ ⊤x⊤y⊤x⊤ (by (T))
≤ ⊤y⊤x⊤ (by (T))

(We wrote compositions by juxtaposition, skipped the associativity steps, and underlined the
subterms to be simplified by axiom (T)—the converse inequation is derived symmetrically.)
Our completeness proof actually goes via a factorisation property (Proposition 4.7) intuitively
asserting that one can always proceed in this way to reason about star-free expressions:
expand the expressions using (F) a number of times, then remove spurious subterms using (T).
Combining such a technique together with Kleene algebra reasoning for star is the second
challenge we address in the present work. To get a grasp on the difficulties, the reader may
try to find a proof of the following valid law of REL, using KA and axiom (F):

a+ ≤ o(a + ⊤o)⊤a+ (⋆)

There, o and a+ are shorthands for (aa)∗a and a∗a; we give a solution in Example 4.13-4.15.
Finally, we show that the difference between the equational theories of language and

relational models can be blurred if we slightly generalise the notion of relational model,
allowing ⊤ to be any greatest relation rather than the full one1 (Corollary 5.2).

We prove our two main theorems using the concept of closed language model for Kleene
algebra with hypotheses [11], and the reduction technique made explicit in [29, 15]2. Intu-
itively, we establish reductions from KA with (T) and KA with (T, F) to plain KA, so that
we can deduce completeness and decidability of the former theories from completeness and
decidability of the latter one.

While the first reduction is relatively straightforward—this is a syntactical linear reduction—
the second one is not. We exploit the aforementioned factorisation result (Proposition 4.7)
and Kleene’s theorem in order to show that regular languages are preserved by a certain
closure operation, and that this preservation property can be justified algebraically (Proposi-
tion 4.14). Moreover, in order to establish the correspondence between the closed languages
used there and relational models, we resort to a graph theoretical characterisation of the
equational theory of REL [7, Theorem 6] (whose main ingredient dates back to the works of
Freyd and Scedrov [14, page 208] and Andréka and Bredikhin [3, Theorem 1]).

Related work

Zhang et al. give a completeness result for KAT together with axiom (T), in terms of guarded
string languages [32, Theorem 9]. They observe that this axiomatisation is incomplete for
REL, that it does not suffice to properly express incorrectness triples, and they leave the
existence of a complete axiomatisation for relational models open. Our Theorem 4.16 gives
a positive answer to this question, in the more primitive setting of plain Kleene algebra,
without tests. We believe that a similar answer holds also for KAT; if this is the case, then we

1 In subalgebras where only certains relations are kept, since otherwise the only greatest relation is the
full one.

2 Such a technique is somehow implicit in Kozen and Smith’ completeness proof for KAT [22] and Ésik et
al.’s completeness proof for Kleene algebra with converse [4, 13].
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would obtain a system where we can reason purely equationally about incorrectness triples,
as envisioned by Zhang et al.

Zhang et al. also give a completeness result w.r.t. generalised relational models [32,
Theorem 8]. They do so by exploiting Pratt’s trick to embed language models into relational
ones [30, third page]. We use the very same technique to obtain Corollary 5.2.

Outline

We setup and recall basic notation for regular expressions, formal languages and universal
algebra in Section 2. Then we deal with language models in Section 3, and relational models
in Section 4. While the language case was already sketched in [29, Example 3.4], we find it
useful to treat it explicitly here, before dealing with the more involved case of relations: 1/
it illustrates the reduction method in a simpler setting, and 2/ we build on the reduction
for languages to establish the reduction for relations. We finally prove completeness w.r.t.
generalised relational models in Section 5.

2 Preliminaries

Given a set X, we write X∗ for the set of words over X: finite sequences of elements of X.
We let u, v range over words, we write ϵ for the empty word, and uv for the concatenation of
two words u, v. A language is a set of words. We let e, f range over regular expressions over
X, generated by the following grammar:

e, f ::= e + f | e · f | e⋆ | 0 | 1 | x ∈ X

We sometimes omit the dots in regular expressions, writing, e.g., ab∗ for a · b∗. As usual,
we associate a language [e] to every regular expression e, the language of e. A language is
regular if it is the language of a regular expression.

We fix a finite set Σ of letters, ranged over using a, b. We write Σ⊤ for the set Σ extended
with a new element ⊤. We call the regular expressions over Σ⊤ regular expressions with top
(or often just expressions, since we are mostly concerned with these). We shall sometimes
see words over Σ⊤ as regular expressions with top. E.g., the word a⊤ can be seen as the
expression a · ⊤.

We consider signatures S ≜ {+2, ·2, ·⋆1, 00, 10} and S⊤ ≜ S ∪ {⊤0}. Given an S-algebra
A and a valuation σ : Σ → A, we write σ̂ for the unique homomorphism extending σ to
regular expressions over Σ. Similarly, given an S⊤-algebra A and a valuation σ : Σ → A, we
write σ̂ for the unique homomorphism extending σ to regular expressions with top. (Note in
that case that the domain of the valuation is only Σ, and that σ̂(⊤) = ⊤A by definition: ⊤ is
a constant, not a variable.)

Given a class X of S-algebras and two regular expressions e, f over Σ, we write X |= e = f

if for all members A of X and all valuations σ : Σ → A, we have σ̂(e) = σ̂(f). Similarly for
classes of S⊤-algebras and regular expressions with top.

An equation is a pair of regular expressions e, f , written e = f . We write e ≤ f , an
inequation, as a shorthand for the equation e + f = f . An axiomatisation is a set of equations
(or implications between equations). Given such a set E , we write E ⊢ e = f when the
equation e = f is derivable from E using the rules of equational reasoning (where letters
from Σ appearing in the equations of E can be substituted by arbitrary terms).

We let KA stand for any axiomatisation over plain regular expressions which is sound and
complete w.r.t. the regular language interpretation, i.e., such that for all regular expressions
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e, f (without top), we have3

KA ⊢ e = f ⇐⇒ [e] = [f ] (†)

As explained in the introduction, valid candidates for KA include Conway’s infinite but purely
equational axiomatisation [9, page 116] (proved complete by Krob [24]), Kozen’s Kleene
algebras [17], left-handed Kleene algebras [21, 10], and Boffa’s algebras [6].

Also note that the above requirement is equivalent to the following one, since L ⊆ K iff
L ∪ K = K for all languages L, K:

KA ⊢ e ≤ f ⇐⇒ [e] ⊆ [f ] (‡)

3 Languages

Given a set X, a language on X is a set of words over X. In the sequel, languages are ranged
over using letters L, K and their set is written P (X∗). Languages on X form a S⊤-algebra
with the operations defined as follows:

L + K ≜ L ∪ K

L · K ≜ {uv | u ∈ L ∧ v ∈ K}
L∗ ≜ {u0 . . . un | ∃n, ∀i ≤ n, ui ∈ L}

0 ≜ ∅
1 ≜ {ϵ}
⊤ ≜ X∗

(+ is set-theoretic union, · is language concatenation, ·⋆ is Kleene asterate, 0 and ⊤ are the
empty and full languages, and 1 is the singleton language reduced to the empty word.) We
write LANG for the class of all S⊤-algebras of the above shape.

Let KAT , Kleene Algebra with a Top element, denote the union of the axioms from KA
and axiom (T). We prove in this section that KAT is sound and complete for LANG.

Following the strategy from [11, 29], the first step consists of defining the closure below,
according to the axiom we add to Kleene algebra (T):

▶ Definition 3.1 (Language closure CT ). Given two words u, v over Σ⊤, we write u ⇝T v if
u is obtained from v by replacing an occurrence of ⊤ with an arbitrary word w ∈ Σ⊤

∗. Given
a language L over Σ⊤, we call T -closure of L the following language

CT (L) ≜ {v | v ⇝∗T u for some u ∈ L}

CT is indeed a closure operator, and CT (L) may alternatively be described as the set of
words obtained by replacing occurrences of ⊤ in a word of L with arbitrary words over Σ⊤.

▶ Lemma 3.2. CT is an S⊤-algebra homomorphism.

Proof. By a routine verification; the case for composition follows from the fact that we
replace single letters. ◀

3 Actually, we require slightly more if the axiomatisation contains implications: those implications should
be valid in the models of languages and binary relations.
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▶ Definition 3.3 (Expression closure r). Let r be the unique S-algebra homomorphism on
expressions with top such that r(a) = a for all letters a ∈ Σ, and r(⊤) = Σ⊤

∗ (where Σ⊤
∗ is

a regular expression with top for the full language—e.g., (a + b + · · · + ⊤)∗).

▶ Proposition 3.4. For all expressions e, we have
(i) [r(e)] = CT [e], and
(ii) KAT ⊢ e = r(e).

Proof. (i) [r(·)] and CT [·] are S-algebra homomorphisms, and they agree on Σ⊤.
(ii) we proceed by induction on e; the only interesting case is when e = ⊤, for which we

have KAT ⊢ r(⊤) ≤ ⊤ by axiom (T), and KAT ⊢ ⊤ ≤ r(⊤) by completeness of KA (‡),
since [⊤] = {⊤} ⊆ Σ⊤

∗ = [r(⊤)]. ◀

▶ Theorem 3.5. For all regular expressions with top e, f , we have

LANG |= e = f ⇐⇒ CT [e] = CT [f ] ⇐⇒ KAT ⊢ e = f

Proof. We have

LANG |= e = f

⇒ CT [e] = CT [f ] (CT [·] is an interpetation into a member of LANG, by Lemma 3.2)
⇔ [r(e)] = [r(f)] (Proposition 3.4(i))
⇔ KA ⊢ r(e) = r(f) (completeness of KA (†))
⇒ KAT ⊢ e = f (transitivity and Proposition 3.4(ii))
⇒ LANG |= e = f (soundness of KAT axioms w.r.t. LANG)

(In the last step, soundness w.r.t. LANG comes from our assumption about KA, and a trivial
verification for axioms (T).) ◀

Note that the first equivalence in the above theorem can be obtained in a more direct
way, without resorting to completeness of some axiomatisation; moreover the right-to-left
implication of the second equivalence is an instance of a general property of closed languages
models [11, Theorem 2]. The reduction r is used only for the left-to-right implication of this
second equivalence.

According to the proof, we could complete the statement with “. . . ⇐⇒ [r(e)] = [r(f)]”.
Doing so gives us a PSpace algorithm: compute the regular expressions r(e) and r(f), and
compare them for language equivalence. Also note that it is crucial that r(⊤) be defined
as Σ⊤

∗ rather than just Σ∗: otherwise we would equate Σ∗ and ⊤, while those are different
in LANG (e.g., for a counterexample when Σ = {a, b}, interpret both a and b as the empty
language on some non-empty alphabet).

4 Relations

Given a set X, a relation on X is a set of pairs of elements from X. In the sequel, relations
are ranged over using letters R, S, their set is written P (X×X), and we write x R y for
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⟨x, y⟩ ∈ R. Relations on X form an S⊤-algebra with the operations defined as follows:

R + S ≜ R ∪ S

R · S ≜ {⟨x, z⟩ | ∃y ∈ X, x R y ∧ y S z}
R∗ ≜ {⟨x0, xn⟩ | ∃n, x1, . . . , xn−1, ∀i < n, xi R xi+1}

0 ≜ ∅
1 ≜ {⟨x, x⟩ | x ∈ X}
⊤ ≜ X × X

(+ is set-theoretic union, · is relational composition, ·⋆ is reflexive transitive closure, 0, 1 and
⊤ are the empty, identity and full relations, respectively.) We write REL for the class of all
S⊤-algebras of the above shape.

Let KAF , Kleene Algebra with a Full element, denote the union of the axioms from KAT

and axiom (F). Let us insist that despite the abbreviation, KAF extends KAT and thus
contains axiom (T). We prove in this section that KAF is sound and complete for REL. The
proof consists of two parts. First we characterise the equational theory of REL in terms of
closed languages (Section 4.1, Proposition 4.8), then we use reductions to show completeness
of KAF w.r.t. this closed language interpretation and obtain our main result (Section 4.2,
Theorem 4.16).

4.1 Characterisation via closed languages

We start by extending the previous closure function (Definition 3.1), in order to take into
account the new axiom (F):

▶ Definition 4.1 (Language closure CF ). Given two words u, v over Σ⊤, we write u ⇝F v

if either u ⇝T v, or u is obtained replacing a subword of the shape w⊤w in v, with w (for
some word w ∈ Σ⊤

∗). Given a language L over Σ⊤, we call F -closure of L the language

CF (L) ≜ {v | v ⇝∗F u for some u ∈ L}

CF is a closure operator, but unlike CT in the previous section, CF is not a homomorphism—
e.g., CF ({a} · {⊤a}) contains the word a while CF ({a}) · CF ({⊤a}) does not. Moreover, an
elementary description of CF requires more work than for CT in the previous section.

Let E be the following function on languages over Σ⊤, where for a word u and a natural
number n, we write un for the word obtained by concatenating n copies of u:

E(L) ≜ {w | ∃n, w(⊤w)n ∈ L}

We shall prove that CF = E ◦ CT , and that CF can be characterised in terms of certain
graph homomorphisms (Proposition 4.7 below). Before doing so, we need to define graphs.

▶ Definition 4.2 (Graph, graph homomorphism). A graph is a tuple ⟨V, E, ι, o⟩, where V is a
set of vertices, E ⊆ V × Σ × V is a set of labelled edges, and ι, o ∈ V are two distinguished
vertices, respectively called input and output.

A graph homomorphism from the graph G to the graph H is a function from vertices of
G to vertices of H that preserves labelled edges, input, and output. We write H ◁G when
there exists a homomorphism from G to H.
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The relation ◁ on graphs is a preorder. We depict graphs as usual, using an unlabelled
ingoing (resp. outgoing) arrow to indicate the input (resp. output); we use dotted red arrows
to depict graph homomorphisms. For instance, we depict two finite connected graphs below,
and a homomomorphism between them:

a
a

b

c

a b

c

▶ Definition 4.3 (Graph of a word). We associate to each word u ∈ Σ⊤
∗ the graph g(u)

defined as follows:
the vertices are the elements of [0; n], where n is the length of u;
for a ∈ Σ there is an a-labelled edge from i to i + 1 if the i-th letter of u is a;
the input is 0 and the output is n.

Graphs of words are rather simple: graphs as depicted above do not arise as graphs of
words. For words not containing ⊤, they are just directed paths from the input to the output.
For words containing ⊤, they are collections of (possibly empty) directed paths where the
input is the starting-point of some path and the output is the end-point of some path. For
example, the graphs of abc and d⊤de⊤ are depicted below:

a b c d d e

Nevertheless, homomorphisms between graphs of words may be non-trivial. For instance, we
have g(ab)◁ g(a⊤ab⊤b) and g(⊤a⊤b⊤)◁ g(⊤b⊤a⊤), as witnessed below:

a a b b

a b

b a

a b

In the sequel, we shall represent homomorphisms between graphs of words in a slightly more
compact way, starting directly from the natural writing of the words, and using horizontal
lines and shaded parallelograms to emphasise distinguished subwords and mappings between
them. For instance, the above homomorphisms can be generalised to g(uv) ◁ g(u⊤uv⊤v)
and g(⊤u⊤v⊤)◁ g(⊤v⊤u⊤) for arbitrary words u, v, which we can represent as follows:

⊤ ⊤u u v v

u v

⊤ ⊤ ⊤v u

⊤ ⊤ ⊤u v

Our main interest into graphs and homomorphisms comes from the following characterisa-
tion of the equational theory of REL. This characterisation appeared first in [7, Theorem 6],
for the syntax of Kleene allegories. Its (trivial) extension to Kleene allegories with top then
appeared in [28, Theorem 16].

▶ Theorem 4.4. [7, Theorem 6] For all regular expressions with top e, f , we have:

REL |= e ≤ f ⇐⇒ ∀u ∈ [e], ∃v ∈ [f ], g(u)◁ g(v)



D. Pous and J. Wagemaker 9

Proof. Cf. above references. That we need the theorem only in a small fragment here
(without intersection and converse) does not seem to enable substantial simplifications. In
particular, we still need to consider arbitrary graphs, and a variant of [3, Lemma 3] with top.
We give a proof in Appendix A for the sake of completeness. ◀

▶ Remark 4.5. For words u, v without top, we have g(u) ◁ g(v) iff u = v. Therefore, for
regular expressions e, f without top (whose languages only contain words without top), the
above theorem reduces to REL |= e ≤ f ⇐⇒ [e] ⊆ [f ], a standard variant of one of the
equivalences recalled in the introduction.

Thanks to Theorem 4.4, it suffices to relate homomorphisms betweem graphs of words to
the notion of CF -closure. We do so in the following lemma.

▶ Lemma 4.6. For all words u, v ∈ Σ⊤
∗, the following are equivalent:

(i) u ⇝∗F v,
(ii) g(u)◁ g(v),
(iii) u ∈ E(CT {v}).

Proof. We show (i) ⇒ (ii) ⇒ (iii) ⇒ (i). For the first implication, since ◁ is a preorder, it
suffices to show that u ⇝F v entails g(u)◁ g(v). There are two cases to consider.

either the rewriting rule associated to axiom (T) was used, i.e., u = lwr and v = l⊤r for
some words l, w, r ∈ Σ⊤

∗. In that case we have the following homomorhpism from the
graph of v to the graph of u:

⊤l r

l w r

or the rewriting rule associated to axiom (F) was used, i.e., u = lwr and v = lw⊤wr for
some words l, w, r ∈ Σ⊤

∗. In that case we have the following homomorhpism from the
graph of v to the graph of u:

⊤l w w r

l w r

For the second implication, assume g(u)◁ g(v). Let n be the number of occurrences of ⊤ in
v, and let v0, . . . , vn be top-free words such that v = v0⊤v1⊤ · · · ⊤vn. Since they are top-free,
those subwords must be mapped to u in a straight way, and thus be subwords of u. For
instance, when n = 3, the homomorphism may look as follows:

⊤ ⊤ ⊤v0 v1 v2 v3

u

For all 0 ≤ i ≤ n, let li, ri be the words such that u = liviri. We have that l0 and rn must
be the empty word since inputs and outputs must be preserved by homomorphisms. We
have u(⊤u)n ⇝nT v: we can obtain u(⊤u)n from v by replacing the ith occurrence of ⊤ in v

with the word ri−1⊤li, for 0 < i ≤ n. This suffices to conclude that u ∈ E(CT {v}): we have
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proven (ii) ⇒ (iii). As an example, when n = 3, the situation may be depicted as follows:

⊤ ⊤ ⊤v0 v1 v2 v3

r0 ⊤ l1 r1 ⊤ l2 r2 ⊤ l3v0 v1 v2 v3

v

⊤ ⊤ ⊤u u u u

u

For the last implication, assume that u ∈ E(CT {v}). There exists n such that u(⊤u)n ⇝∗T v,
an thus in particular u(⊤u)n ⇝∗F v. Finally observe that u ⇝∗F u(⊤u)n using n rewriting
steps along (F), so that we can conclude by transivitity: u ⇝∗F u(⊤u)n ⇝∗F v. ◀

The above lemma has two important immediate consequences. First we have the an-
nounced factorisation of the closure CF , and second, combined with Theorem 4.4, we obtain
a characterisation of the equational theory of REL in terms of closed languages:

▶ Proposition 4.7. We have CF = E ◦ CT .

▶ Proposition 4.8. For all regular expressions with top e, f , we have:

REL |= e = f ⇐⇒ CF [e] = CF [f ]

Proof. For all e, f , we have:

REL |= e ≤ f ⇐⇒ ∀u ∈ [e], ∃v ∈ [f ], g(u)◁ g(v) (by Theorem 4.4)
⇐⇒ [e] ⊆ CF [f ] (by Lemma 4.6)

The initial statement follows by antisymmetry and the fact that CF is a closure (so that for
all languages L, K, L ⊆ CF (K) iff CF (L) ⊆ CF (K)). ◀

4.2 Completeness w.r.t. closed languages
It remains to show that KAF is complete w.r.t. the previous closed language interpretation.
We use reductions in order to do so: we find a counterpart to the function r from Section 3
(Definition 3.3), for the F -closure rather than the T -closure. By Proposition 4.7, and since
we already have the function r for T -closure, it actually suffices to find a function s that
corresponds to the function E, i.e., such that for all expressions e, s(e) is an expression whose
language is E[e].

To this end, we use Kleene’s theorem stating that a language is regular if and only if it is
recognisable by a finite automaton, and the fact that regular languages are closed under union
and intersections. Using those tools, we show that the language E(L) is regular whenever L

is a regular language, by forming unions and intersections of regular languages extracted
from some finite automaton for L.

We first recall standard notions from finite automata theory.

▶ Definition 4.9 (Non-deterministic finite automaton). Let X be a finite set. A non-
deterministic finite automaton (NFA) over the alphabet X is a tuple A = ⟨Q, i, ∆, F ⟩
where:

Q is a finite set of states;
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i ∈ Q is an initial state;
∆ : X → P (Q×Q) is the transition relation, associating to each letter of X a relation
on states;
F ⊆ Q is a subset of accepting states.

We extend the transition relation ∆ into a function ∆′ on words as follows (where as before,
1 is the identity relation on Q and · is relation composition):{

∆′(ϵ) ≜ 1
∆′(xu) ≜ ∆(x) · ∆′(u) for x ∈ X and u ∈ X∗

The language of A from states p to q, written LA(p, q) or just L(p, q) when A is clear from
the context, is defined as follows:

LA(p, q) ≜ {u ∈ X∗ | ⟨p, q⟩ ∈ ∆′(u)}

The language of A, written LA is finally obtained as
⋃

f∈F LA(i, f).

Intuitively, the language from p to q consists of those words that label a path from p to q in
the automaton, and the language of the automaton consists of those words labelling a path
from the initial state to some accepting state.

We will also need a function which is intuitive in the end, but cumbersome to define. Let
us use the standard notations for lists: [] for the empty list, x :: q for the insertion of an
element x in front of a list q, and [x; y; . . . ; z] for concrete lists. Given a set Q, two elements
p, q ∈ Q, and a list l ∈ (Q × Q)∗ of pairs elements of Q, we write pr(p, l, q) for the list of
pairs of elements of Q defined as follows, by recursion on l:{

pr(p, [], q) ≜ {⟨p, q⟩}
pr(p, ⟨r, s⟩ :: k, q) ≜ ⟨p, r⟩ :: pr(s, k, q) for r, s ∈ Q, and k ∈ (Q × Q)∗

Intuitively, pr(p, l, q) shifts the pairs found in l, integrating p at the beginning and q at the
end. For instance, we have pr(p, [⟨q, r⟩; ⟨s, t⟩], u) = [⟨p, q⟩; ⟨r, s⟩; ⟨t, u⟩].

▶ Example 4.10. The function pr is useful for the following reason. Consider an automaton
with initial state i, a single final state f , ∆(a) = {⟨r, s⟩}, and ∆(b) = {⟨t, u⟩}. Suppose we
want to characterise the set of words w such that wawbw is accepted. Those are precisely
those words in the intersection L(i, r) ∩ L(s, t) ∩ L(u, f). The terms from this intersection
are easily described using pr: we have pr(i, [⟨r, s⟩; ⟨t, u⟩], f) = [⟨i, r⟩; ⟨s, t⟩; ⟨u, f⟩]. ◀

We finally write X⃝∗ for the set of duplicate-free finite sequences over X (i.e., such that
every element of X appears at most once). When X is finite, so is X⃝∗ .

We now have all that we need to characterise the image of E on regular languages:

▶ Proposition 4.11. Let A = ⟨Q, i, ∆, F ⟩ be a NFA over Σ⊤ with language L. We have

E(L) =
⋃ { ⋂

{L(p, q) | ⟨p, q⟩ ∈ pr(i, l, f)}
∣∣ l ∈ ∆(⊤)⃝∗ , f ∈ F

}
Proof. We proceed by double inclusion.

From left-to-right, assume w ∈ E(L). Let m be the length of w, and let n be the minimal
natural number such that w(⊤w)n ∈ L. By definition, there is some f ∈ F and a path from
i to f labelled with w(⊤w)n in A. Call a ⊤-transition a pair ⟨p, q⟩ belonging to ∆(⊤). Let l

be the sequence of ⊤-transitions used in this path at positions m + 1, 2m + 1, . . . , nm + 1.
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This sequence is duplicate-free by minimality of n: if the same ⊤-transition was appearing
twice, we would find a smaller witness for the membership of w in E(L). We check easily that
for all pairs ⟨p, q⟩ ∈ pr(i, l, f), we have w ∈ L(p, q). Therefore, w belongs to the right-hand
side expression.

From right-to-left, let w, l, f such that for all ⟨p, q⟩ ∈ pr(i, l, f), we have w ∈ L(p, q).
Let n be the length of l. We can construct a path from i to f labelled by w(⊤w)n in A.
Therefore we have w(⊤w)n ∈ L, whence w ∈ E(L). ◀

The above formula expresses E(L) as a finite union of finite intersections of languages
of the form L(p, q), which are all regular by Kleene’s theorem. Since regular languages are
closed under unions and intersections, we deduce that E(L) is regular. In other words, the
function E preserves regularity of languages over Σ⊤.

▶ Definition 4.12 (Expression closure s). Given a regular expression with top e, we define
the regular expression with top s(e) as follows:
1. construct a NFA ⟨Q, i, ∆, F ⟩ whose language is [e];
2. for all l ∈ ∆(⊤)⃝∗ and all f ∈ F , compute a regular expression with top gl,f for the regular

language
⋂

{L(p, q) | ⟨p, q⟩ ∈ pr(i, l, f)};
3. set s(e) ≜

∑
l,f gl,f .

▶ Example 4.13. Call e the expression o(a + ⊤o)⊤a+ from the introduction (⋆), where
o ≜ (aa)∗a is an expression for the set of words of as of odd length, and a+ ≜ a∗a is an
expression for the set of non-empty words of as. Let us compute s(e) using the following
automaton for [e], where i is the initial state, and f is the only final state.

i

·

p q

·

r s f
a ⊤ a ⊤ a

a

a a a a
a

We can easily describe various languages of interest in this automaton:

x y L(x, y)
i p [o]
q r [o]
s f [a+]

x y L(x, y)
i r [o(a + ⊤o)]
q f [o⊤a+]
s p ∅

There are exactly two ⊤-transitions, so that we have five lists in ∆(⊤)⃝∗ to consider for s(e):
1. the empty list, contributing L(i, f) = [e] to E[e];
2. [⟨p, q⟩], not contributing since L(i, p) ∩ L(q, f) = [o] ∩ [o⊤a+] = ∅;
3. [⟨r, s⟩], contributing L(i, r) ∩ L(s, f) = [o(a + ⊤o)] ∩ [a+] = [oa];
4. [⟨p, q⟩; ⟨r, s⟩], contributing L(i, p) ∩ L(q, r) ∩ L(s, f) = [o] ∩ [o] ∩ [a+] = [o];
5. [⟨r, s⟩; ⟨p, q⟩], not contributing since L(i, r) ∩ L(s, p) ∩ L(q, f) = ∅;
So in the end, s(e) can simply be taken to be e + oa + o. ◀

▶ Proposition 4.14. For all expressions e, we have
(i) [s(e)] = E[e], and
(ii) KAF ⊢ e = s(e).
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Proof. The first item holds by definition of s and Proposition 4.11. We proceed by antisym-
metry for the second item. Taking n = 0 in the definition of E, we have [e] ⊆ E[e] = [s(e)],
so that KA ⊢ e ≤ s(e) by completeness of KA (‡). For the converse implication, it suffices
to prove that for all l ∈ ∆(⊤)⃝∗ and all f ∈ F , the expression gl,f from Definition 4.12 is
provably smaller than e in KAF . Let us abbreviate gl,f as g, let n be the length of l, and let
⟨pj , qj⟩j≤n be the successive elements of pr(i, l, f) (so that p0 = i and qn = f). We have

[g(⊤g)n]
= [g] · {⊤} · [g] · . . . · {⊤} · [g] ([·] is a homomorphism)
⊆ L(p0, q0) · {⊤} · L(p1, q1) · . . . · {⊤} · L(pn, qn)

(by definition of g, [g] is contained in each L(pj , qj))
⊆ L(p0, q0) · L(q0, p1) · L(p1, q1) · . . . · L(qn−1, pn) · L(pn, qn)

(since l ∈ ∆(⊤)⃝∗ , we have ⟨qj , pj+1⟩ ∈ ∆(⊤), and thus ⊤ ∈ L(qj , pj+1))
⊆ L(i, f) ⊆ [e] (p0 = i, qn = f , and definition of L)

We deduce KA ⊢ g(⊤g)n ≤ e by completeness of KA (‡), and we conclude by prepending n

applications of axiom (F): KAF ⊢ g ≤ g(⊤g)n ≤ e . ◀

▶ Example 4.15. Continuing Example 4.13, we check that both oa ≤ oa⊤oa ≤ e and
o ≤ o⊤o⊤o ≤ e are derivable in KAF , in both cases using axiom (F) for the the first
inequation (once or twice), and KA completeness for the second one. Also observe that
[a+] = [oa+o], so that KA ⊢ a+ = oa+o once again by KA completeness. Putting everything
together, we obtain a derivation of the following shape for the law (⋆) from the introduction.

KAF ⊢ a+ = oa + o ≤ oa⊤oa + o⊤o⊤o ≤ e ◀

More generally, we can combine all the above results to obtain our main theorem:

▶ Theorem 4.16. For all regular expressions with top e, f , we have

REL |= e = f ⇐⇒ CF [e] = CF [f ] ⇐⇒ KAF ⊢ e = f

Proof. We have

REL |= e = f

⇔ CF [e] = CF [f ] (Proposition 4.8)
⇔ E(CT [e]) = E(CT [f ]) (by Proposition 4.7)
⇔ [s(r(e))] = [s(r(f))] (by Propositions 3.4(i) and 4.14(i))
⇔ KA ⊢ s(r(e)) = s(r(f)) (by completeness of KA (†))
⇒ KAF ⊢ e = f (by transitivity and Propositions 3.4(ii) and 4.14(ii))
⇒ REL |= e = f (soundness of KAF axioms w.r.t. REL)

◀

The above proof follows the same strategy as the one for Theorem 3.5. Like there, the
right-to-left implication of the second equivalence is an instance of [11, Theorem 2], and we
use reductions only for the left-to-right part of this equivalence.

Like for Theorem 3.5, we could complete the statement of Theorem 4.16 with “. . . ⇐⇒
[s(r(e))] = [s(r(f))]”. This gives decidability since the function s is computable, but this does
not give a reasonable algorithm: given an expression e, the size of s(e) (or of an automaton
for it) might be very big. We leave open the question of whether there is a better algorithm,
hopefully in PSpace.
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5 Relations with a greatest element

We call generalised S⊤-algebra of relations an S-subalgebra of an algebra of relations
(P (X×X)) with a greatest element, seen as an S⊤-algebra by using this greatest element for
the constant ⊤. We write REL′ for the class of all generalised S⊤-algebras of relations.

Intuitively, REL′ consists of models of binary relations where ⊤ is not necessarily the full
relation, only a greatest element. As an example, consider ordered relations R on natural
numbers, such that i ≤ j whenever i R j. Those form an S-algebra with greatest element the
order relation ≤ itself, which is not the full relation.

In the literature, REL′ is sometimes preferred over REL because it is closed under taking
subalgebras and products, and actually forms a quasivariety [1]. (In contrast, it is not clear
whether REL is closed under products: the two obvious ways of embedding a pair of relations
into a new relation fail to preserve either union or top—REL as defined here is not closed
under taking subalgebras either, but definining it in such a way would not change the results
from the present paper.)

The equational theory of REL′ differs from that of REL. For instance, the previous
example of ordered relations shows that REL′ ̸|= x ≤ x ·⊤ ·x. Indeed, for x = {⟨0, 1⟩}, x ·⊤ ·x
is empty since ⊤ does not relate 1 to 0.

We show below that the equational theory of REL′ actually coincides with that of LANG,
and can thus be axiomatised by KAT .

▶ Proposition 5.1. Every member of LANG embeds into a member of REL′.

Proof. We adapt the technique used by Pratt for Kleene algebras (without top) [30, third
page] and later reused by Kozen and Smith for Kleene algebras with tests [22, Lemma 5].
For a set X, let M(X) be the set of relations R on X∗ such that for all words u, v, u is a
prefix of v whenever u R v. The S-operations on relations restrict to M(X), so that M(X)
is an S-algebra, and setting ⊤ ≜ {⟨u, uv⟩ | u, v ∈ X∗} turns it into a member of REL′. We
embed a member P (X∗) of LANG into M(X) as follows:

ι : P (X∗) → M(X)
L 7→ {⟨u, uv⟩ | u ∈ X∗, v ∈ L}

The function ι is easily shown to be an S⊤-algebra homomorphism, and it is injective (since,
e.g., L = {u | ⟨ϵ, u⟩ ∈ ι(L)}). ◀

Note that it is crucial that we consider REL′ here: the above construction would not give
an S⊤-algebra homomorphism if we were not restricting to relations of a certain shape: ⊤
would not be preserved.

▶ Corollary 5.2. For all regular expressions with top, we have

LANG |= e = f ⇐⇒ REL′ |= e = f ⇐⇒ KAT ⊢ e = f

Proof. The outer equivalence was proven in Theorem 3.5. That REL′ |= e = f entails
LANG |= e = f is a direct consequence of Proposition 5.1. That KAT ⊢ e = f entails
REL′ |= e = f follows from the soundness of KAT axioms w.r.t. REL′. ◀

Similarly to REL′, we can define a class LANG′ of S⊤-algebras which is closed under taking
subalgebras and where ⊤ is not necessarily the full language. However, unlike with REL′ and
REL, the equational theory of LANG′ coincides with that of LANG (and REL′). Indeed the
axioms of KAT remain sound for LANG′.
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A Proof of Theorem 4.4

We give here a proof of Theorem 4.4. Variants of this theorem appeared for Kleene allegories
without top in [7, Theorem 6], and for Kleene allegories with top in [28, Theorem 16]. The
latter variant subsumes Theorem 4.4: it deals with a strictly larger fragment of relation
algebra. We nevertheless give a proof here for the sake of completeness.

First we observe that valuations into relational models are very close to (potentially
infinite) graphs in the sense of Definition 4.2: it suffices to adjoin to them an input and an
output.

▶ Definition A.1 (Graph of a valuation). Let σ : Σ → P (X×X) be a valuation of Σ into
relations on some set X. For all elements i, j ∈ X, we define the graph ⟨σ, i, j⟩ ≜ ⟨X, F, i, j⟩
where F ≜ {⟨x, a, y⟩ | a ∈ Σ, ⟨x, y⟩ ∈ σ(a)}.

The first key lemma characterises evaluation of expressions not using 0, +, ·∗ in a relational
model, in terms of graph homomorphisms. In our case, expressions not using 0, +, ·∗ can be
represented by words with top. Such a lemma appeared first in [3, Lemma 3] for a signature
including intersection and converse, but not top. Under its original formulation, its extension
to cover top is trivial once we realise that the graph of ⊤ should simply be a graph without
edges and exactly two vertices (the input and the output).

▶ Lemma A.2. Let σ : Σ → P (X×X) be a valuation of Σ into a member of REL. For all
words u ∈ Σ⊤

∗, we have

⟨i, j⟩ ∈ σ̂(u) ⇐⇒ ⟨σ, i, j⟩◁ g(u)

Proof. By induction on u.
if u is empty, then both sides reduce to the condition i = j;
if u is a letter a, then both sides reduce to the condition ⟨i, j⟩ ∈ σ(a);
if u is ⊤, then both sides hold independently of i, j;
if u = vw for two smaller words v, w then we have

⟨i, j⟩ ∈ σ̂(vw)
⇔ ∃k, ⟨i, k⟩ ∈ σ̂(v) ∧ ⟨k, j⟩ ∈ σ̂(w) (by definition)
⇔ ∃k, ⟨σ, i, k⟩◁ g(v) ∧ ⟨σ, k, j⟩◁ g(w) (by induction hypothesis on v and w)
⇔ ⟨σ, i, j⟩◁ g(vw)

(The last equivalence comes from a simple analysis of the homomorphisms whose source
is a sequential composition of two graphs—see, e.g., [3, Lemma 2(ii)].) ◀

The second key lemma characterises the evaluation of an arbitrary expression in terms of
(the evaluations of) the words in the language of that expression. Variants of such a lemma
often appear in the litterature for star-continuous models, rather than just relational ones
(e.g., [22, Lemma 4]).

▶ Lemma A.3. Let σ : Σ → P (X×X) be a valuation of Σ into a member of REL. For all
regular expressions with top e, we have

σ̂(e) =
⋃

u∈[e]

σ̂(u)

Proof. By an easy induction on e, using distributivity of · over arbitrary unions in REL. ◀
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Equipped with those two lemmas, we obtain the announced theorem.

▶ Theorem A.4. For all regular expressions with top e, f , we have:

REL |= e ≤ f ⇐⇒ ∀u ∈ [e], ∃v ∈ [f ], g(u)◁ g(v)

Proof. For the forward implication, assume REL |= e ≤ f and let u ∈ [e]. Let n be the length
of u and consider relations on [0; n], a member of REL. Define σ : Σ → P ([0; n]×[0; n]) by
⟨i, j⟩ ∈ σ(a) if the i-th letter of u is a and j = i+1. The graph g(u) is nothing but ⟨σ, 0, n⟩, so
that we have ⟨0, n⟩ ∈ σ̂(u) by Lemma A.2, using the identity graph homomorphism. Thus we
consecutively get ⟨0, n⟩ ∈ σ̂(e) by Lemma A.3, ⟨0, n⟩ ∈ σ̂(f) by assumption, and ⟨0, n⟩ ∈ σ̂(v)
for some v ∈ [f ] by Lemma A.3 again. Lemma A.2 finally gives g(u) = ⟨σ, 0, n⟩◁ g(v), as
required.

For the backward implication, assume the right-hand side and let σ : Σ → P (X×X) be
a valuation into a member of REL. For all i, j ∈ X, we have

⟨i, j⟩ ∈ σ̂(e)
⇔ ⟨i, j⟩ ∈ σ̂(u) for some u ∈ [e] (by Lemma A.3)
⇔ ⟨σ, i, j⟩◁ g(u) for some u ∈ [e] (by Lemma A.2)
⇒ ⟨σ, i, j⟩◁ g(u) for some u, v s.t. v ∈ [f ] and g(u)◁ g(v) (by assumption)
⇒ ⟨σ, i, j⟩◁ g(v) for some v ∈ [f ] (by transitivity of ◁)
⇔ ⟨i, j⟩ ∈ σ̂(v) for some v ∈ [f ] (by Lemma A.2)
⇔ ⟨i, j⟩ ∈ σ̂(f) (by Lemma A.3)

Whence σ̂(e) ⊆ σ̂(f), and thus REL |= e ≤ f as required. ◀
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