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Abstract. Case Based Reasoning (CBR) systems know a success in
various domains. Consequently, we find several works focusing on Case
Base Maintenance (CBM) that aim to preserve CBR systems perfor-
mance. Thus, CBM tools are generally offering techniques to select only
the most potential cases for problem-solving. However, cases are full of
imperfection since they represent real world situations, which makes this
task harder. In addition, new problems having substantially new solu-
tions will be found in case bases over the time. Hence, we aim, in this
paper, to propose a new CBM approach having the ability to manage
uncertainty and the dynamic aspect of maintenance using the eviden-
tial clustering technique called EK-NNclus based on belief function the-
ory, where clusters’ number is fixed automatically and changes from one
maintenance application to another. Finally, the maintenance task is
performed through selecting only two types of cases.

Keywords: case based reasoning, case base maintenance, belief function
theory, uncertainty, clustering, EK-NNclus

1 Introduction

Case Based Reasoning is an analogy-based problem-solving paradigm which
learns from old experiences using a memory called case base [1]. The strength
of CBR systems can be summed up through their ability to offer a high-quality
solution even with a weak-understanding domains. Besides, CBR systems are
characterized by an incremental learning since each solved problem will be stored
in order to serve for future problems resolution. There is a wide range of success-
ful CBR applications in several domains such that diagnosis [2], design [3], help
desk [4], decision support [5], etc. Like all other applications that are designed to
work over long period of time, CBR systems need a maintenance task, especially
regarding their case bases, since their quality presents the key success of all the
system. Actually, the case base of a CBR system should contain only relevant
cases in order to improve its competence on problems resolution on the one hand,
and its performance by reducing the research time on the other hand. For this



reason, case base maintenance operations are generally opting to select from the
case base the most competent ones. To obtain that, a number of aspects should
be taken into account while maintenance.

First, the maintenance task should take into account the uncertainty aspect.
In fact, within real world situations, information are often imprecise, uncertain
and/or incomplete. Hence, the most powerful cases in problem resolution cannot
be well defined without considering the uncertainty aspect that can be caused
by unquantifiable data, user ignorance and/or overlapping of data regions.

Second, CBR systems are exposed with time and with users requirement
evolution to new types of solutions for new problems. Hence, the dynamicity in
solutions should be managed while the maintenance of case bases which reflects
modern and contemporary environment. To manage these solutions along with
their problems in the case base, some CBM approaches [10] [11] [12] opt to
partition cases using a clustering technique as a preprocessing task so as to
learn from the case base and devise it into a number of small ones. Then, they
select the most representative cases from each cluster.

However, the dynamic aspect consists, in our context, on the capacity of
the CBM approach to fix dynamically and automatically the number of clusters
regardless which time we perform the maintenance. Besides, existing CBM ap-
proaches are not offering a dynamic maintenance because they are suitable only
for static collections of cases, and their offered maintenance should be accompa-
nied every time by prior information to be well re-applicable. Actually, and to
the best of our knowledge, the dynamicity in case bases maintenance for CBR
systems is the most neglected aspect in CBM field.

To manage these two aspects while maintenance, we propose, in this paper,
a new approach for case base maintenance that uses the belief function theory
[8][9] as one of the most powerful tools for handling uncertainty, more accurately
a dynamic evidential machine learning technique called EK-NNclus [7].

The rest of this paper is organized as follows. In Section 2, we review some of
CBM methods based on clustering technique. The necessary background regard-
ing the belief function theory and the used evidential clustering technique called
EK-NNclus [7] are offered in Section 3. Section 4 describes the different steps of
our proposed approach called DETD for ”Dynamic policy for case base mainte-
nance based on EK-NNclus algorithm and case Types Detection”. Finally, the
experimentation is shown during Section 5.

2 Case Base Maintenance: Partitioning based policies

Case Base Maintenance represents a fundamental task aiming to give CBR sys-
tems the ability to solve effectively new problems within a reasonable time since
they are faced to a large number of cases with a continuous evolution [6]. Conspic-
uously, the most intuitively way to deal with large case bases while maintenance
is to divide them into a number of small ones. Consequently, it will be easier
to handle them. Nevertheless, we find in the literature several policies belonging
to other strategies as shown in [10]. In the remaining of this Section, we review



some CBM policies that use the partition strategy, more accurately, the cluster-
ing as a machine learning technique.

On the one hand, with considering partition strategy, we find in the litera-
ture hard CBM policies that are not able to deal with uncertainty in data. For
instance, we cite COID method [11] encoding Clustering, Outliers and Internal
case Deletion which is based on a density-based clustering technique for cases
gathering and noisy cases detection. Then, it computes cases-clusters distances
to flag outliers and internal cases so as to perform the maintenance. As an ex-
tention of COID, we find among others, WCOID method [12] which appends a
feature weighting technique to give more importance to the most ”informative”
features in term of problem solving while the maintenance. However, this type
of policies is generally reducing the case bases competence since they suffer from
their disability to manage uncertainty in cases involving real world situations.

On the other hand, we find a number of CBM policies based on soft cluster-
ing techniques which are able to deal with imperfection. Using fuzzy set theory
[13] for uncertainty management, SCBM method [14] denoting Soft CBM Com-
petence Based Model was able to handle vagueness in real data by applying fore-
most the soft clustering technique called Soft DBSCAN-GM (SDG) [15]. Thus,
SCBM detects three types of cases in order to maintain case bases by removing
noisy and redundant cases. Furthermore, we cite one more CBM policy that tries
to deal with all levels of uncertainty in cases, from the complete ignorance to the
total certainty, using belief function theory [8] [9]. This approach called ECTD
encoding ”Evidential Clustering and case Types Detection for case base main-
tenance”. In a nutshell, ECTD approach goes through three main steps: First,
it uses the Evidential C-Means (ECM) [16] for the uncertainty management re-
garding the membership of cases to the different clusters. The partitions centers
offered by ECM as well as the different degrees of belief will serve during the
second step at the detection of four types of cases: Noisy cases have a high degree
of belief to not belonging to any one of clusters, Similar cases are considered as
redundant experiences and situated on the core of the different clusters, Isolated
cases are situated on clusters borders, so they can only be solved through them-
selves, and finally Internal cases as the representatives of the different clusters.
Ultimately, ECTD accomplishes the maintenance by selecting only cases flagged
as Internal or Isolated.

Obviously, ECTD approach [10] follows a good strategy of maintenance with
the ability to manage uncertainty. Besides, it showed practically good results.
However, this approach is not able to deal with the dynamic aspect of main-
tenance where cases are grouped according to their solutions with a predefined
and static number of clusters. Hence, it does not take into account the dynam-
icity of the encountered solutions in the case bases knowing that they contain
real experiences. In addition, if the case base contains a high number of distinct
solutions categories, ECTD approach suffers from a high complexity when deal-



ing with uncertainty towards all possible subsets of solutions. In what follows,
we present, therefore, our proposed approach for this paper dealing with these
matters, but we offer before that some background related to the belief function
theory as well as the used clustering technique.

3 Background: Belief function theory

In order to manage uncertainty in cases as well as the dynamic aspect of main-
tenance, our contribution is based on Belief function theory and the evidential
clustering technique called EK-NNclus. Hence, we show during this section the
basic concepts of this theory as well as the corresponding clustering technique.

3.1 Basic concepts

Belief function theory [8][9] is one of the most used theoretical frameworks for
reasoning under uncertainty. It is based on the explicit representation and com-
bination of pieces of evidence. Thus, the problem domain is represented through
the frame of discernment (Θ) and containing a finite set of elementary events.
Hence, each variable ω takes values from Θ. In this theory, a mass function m
represents the uncertain evidence about ω on Θ. Actually, m is the mapping
function from the powerset of Θ containing all possible subsets, denoted 2Θ, to
[0, 1] such that: ∑

A⊆Θ

m(A) = 1 (1)

where each mass m(A) is the evidence that supports exactly the ascertain ω ∈
A. In particular, if A = Θ, m(Θ) is interpreted as the probability that the
evidence does not give us any information about the variable ω from the frame
of discernment. If m(A) > 0, the event A is called a focal element.

Given a mass function m, the corresponding belief (bel) and plausibility (pl)
functions from 2Θ to [0, 1] are defined such that:

bel(A) =
∑
∅6=B⊆A

m(B) ∀A ⊆ Θ (2)

and

pl(A) =
∑

A∩B 6=∅

m(B) ∀A ⊆ Θ (3)

Actually, bel(A) represents the entire belief allocated to support only the
event A. However, pl(A) measures the maximum amount of belief that can be
assigned to A.

Within belief function theory, several combination rules of evidences can be
used. Dempster’s rule of combination [9] is one of the most used ones to combine



two pieces of evidence (m1 and m2) induced from two independent and reliable
sources of information. This rule is defined as follows:

(m1 ⊕m2)(A) =
1

1− κ
∑

B∩C=A

m1(B) m2(C) (4)

where κ is called the conflict of the global combination and defined such that:

κ =
∑

A∩B=∅

m1(A) m2(B) (5)

One of the techniques that allow us to make decision within the belief function
framework is the pignistic probabilities transformation and defined as follows:

BetP (A) =
∑
B⊆Θ

|A ∩B|
|B|

m(B)

1−m(∅)
∀A ∈ Θ (6)

The decision making is therefore done through the variable having the highest
pignistic probability.

3.2 Evidential clustering: EK-NNclus

Evidential clustering techniques are aiming to generate credal partition for man-
aging uncertainty in cases’ membership to clusters. Among the most known ones,
we cite Evidential c-means [16], EVCLUS [18] and EK-NNclus [7] which is based
on EKNN rule [19].

The Evidential K-Nearest Neighbor (EKNN) rule: In EKNN rule, the
knowledge that an object o is distant from an object oj with a value dj produces
the following piece of evidence mj on Θ = {ω1, ..., ωc}:

mj({ωk}) = ujkϕ(dj) , k = 1, ..., c (7a)

mj(Θ) = 1− ϕ(dj) (7b)

where lim
d→∞

ϕ(d) = 0, and ujk = 1 if oj is classified in ωk and 0 otherwise.

The K mass functions obtained through the K nearest neighbors are combined
then using Dempster’s rule as defined in Equations 4 and 5. To make decision
about the membership of cases, the combined contour function for l = 1, .., c is
defined such that:

pl(ωl) ∝
∏
j∈NK

(1− ϕ(dj))
1−ujl (8)

and its logarithm can be written as follows:

ln pl(ωl) =

n∑
j=1

vj ujl + C (9)

where NK denotes the indices set of K nearest neighbors, C is a constant,
vj = −ln(1− ϕ(dj)) if j ∈ Nk, and vj = 0 otherwise.



EK-NNclus: The EK-NNclus algorithm is a decision-directed clustering pro-
cedure based on the above EKNN rule. For the initialization step, EK-NNclus
starts with a randomly labeled objects (each object exists lonely in one cluster
if the number of objects n is not too large, otherwise the number of clusters c
will be taken large but lower than n). For objects membership to clusters, we
initialize uik to 1 if the object oi belongs to cluster k and to 0 otherwise.
Using EKNN rule, the algorithm’s iteration updates the object labels in some
randomly order. Then, using Equation 9, the logarithms of the membership
plausibilities of each object to each cluster are computed as:

uik =
∑

j∈NK(i)

vijsjk, k = 1, .., c (10)

where NK(i) is the set of indices of the K-NNs of the object oi. The membership
of the object oi is then updated according to the highest plausibility such that:

sik =

{
1 if uik = max

k′
uik′

0 Otherwise.
(11)

A new iteration is started with a randomly reordered objects if exists at least
one object that its label changes. In addition, we note a disappearance of clusters
from an iteration to another. Finally, and after the convergence of the number
of clusters (demonstrated in [7]), the resulting mass function is computed as:

mi =
⊕

j∈NK(i)

mij (12)

where the different bbas mij are calculated using Equation 7.

To conclude, EK-NNclus algorithm provides a simpler credal partition com-
pared to other techniques such as ECM [16] and EVCLUS [18] which yield mass
functions with 2Θ focal sets. Hence, EK-NNclus is able to avoid the exponen-
tial complexity when treating a large number of clusters and it has lower stor-
age requirement. Actually, Ek-NNclus and ECM are equally effective. However,
EK-NNclus has an additional major strength which is its automatically deter-
mination of clusters number which converges automatically after a number of
iterations.

4 DETD: The new proposed CBM method

The purpose of our proposed approach is to use a dynamic clustering technique,
which fixes automatically the number of clusters for each case base, in order to
select carefully cases that should be maintained. So, what types of cases should
be retained in a case base? Actually, we define specially the two following types
of cases as the same spirit as those defined in [20]:



– Isolated cases: They are far to clusters centers but not noises. Hence, they
can only solve themselves and no other cases can solve them. For this reason,
their deletion from the case base leads to the decrease of their competence
in problem resolution.

– Internal cases: Each internal case is a representative of a set of similar cases
founded in the same cluster. Hence, deleting all similar cases do not affect
the case base competence because they are close to each other. However,
internal cases must be maintained to cover all of them.

On the opposite side, there are two other types of cases that should be removed,
which are noisy and similar cases. In fact, noisy cases are irrelevant and dis-
tort the problem resolution process. Otherwise, similar cases are redundant and
useless.

Our newly DETD approach aims to well distinguish between these types of
cases while managing uncertainty and dynamicity of new occurred solutions over
the time. To do that, we detail in what follows its different steps.

4.1 Step 1: DYNAMIC Evidential Clustering of cases

To partition the case base, this first step of our proposed CBM policy aims at
using the clustering algorithm EK-NNclus (see Subsection 3.2) that response to
a number of requirements and is characterized with the following properties:

– Property 1: Managing the uncertainty in cases’ descriptions towards their
membership to the different clusters as well as the total ignorance about
them.

– Property 2: Managing the dynamicity in case bases by fixing automatically
the number of clusters through stored cases learning. This property is im-
portant to well detecting the different groups of similar cases each time we
apply the CBM policy.

– Property 3: Managing the scalability while handling uncertainty with a large
number of clusters or distinct solutions in case bases.

In our context, EK-NNclus is performed on case bases as our first step in
order to generate automatically and dynamically from them the different clusters
reflecting cases solutions. Besides, it generates the degrees of belief towards the
membership of cases to the different clusters as well as to the partition reflecting
the total ignorance (the frame of discernment Θ). Indeed, the output offered by
EK-NNclus will be exploited thereafter within case types detection steps.

4.2 Step 2: Isolated cases detection

To distinguish isolated cases from the whole case base, we have foremost to detect
noisy cases in order to be eliminated since they seriously affect computations.



Noisy cases detection Actually, uncertainty management and the credal par-
tition offered by EK-NNclus allow us to detect noisy cases, especially through
the degrees of belief assigned to the frame of discernment reflecting the com-
plete ignorance. Accordingly, cases having high degree of belief to be assigned
to the total ignorance are flagged as noises [7]. Thus, our idea is summed up by
detecting noisy cases using the following way:

oi ∈ NoC iff mi(Θ) >
∑
Aj⊂Θ

mi(Aj) (13)

where oi is a case instance and NoC represents the set of all the noisy cases.

Isolated cases detection As it was defined earlier, Isolated cases are situated
on the borders of the generated clusters. Hence, we detect them as cases having
a distance to the different clusters centers higher than a predefined threshold
(do not considering cases that already flagged as noisy -NoC-), otherwise they
are considered as similar since they are so close to each others. By this way, we
follow these different points:

– The center of each cluster is calculated as the mean of cases attributes values
in which they belong. The decision about the membership of cases to the
different clusters is achieved using the pignistic probability (Equation 6).

– The threshold for each cluster is fixed as the mean of distances toward its
center with excluding cases flagged as noisy.

– To manage uncertainty, also in distances calculation, we compute cases-
clusters distances using the Belief Mahalanobis Distance (BMD) as has been
used in [10].

Consequently, isolated cases are defined such that:

oi ∈ IsC if ∀ k, BMD(oi,vk) > Thresholdk (14)

where IsC represents the set of isolated cases, oi is a case instance with oi /∈
NoC, and vk presents the center of cluster k.

4.3 Step 3: Detecting Internal case for each generated cluster

Since an internal case presents a prototype of one cluster, we fix it as the nearest
case to the center of each generated cluster. Hence, a case is flagged as internal
if it has the shortest Belief Mahalanobis Distance (BMD) [10] to one cluster’s
center. Accordingly, we define formally internal cases as follows:

oi ∈ InC iff ∃ k; @ oj / BMD(oj ,vk) < BMD(oi,vk) (15)

where oi and oj are two cases instances, vk is the center of cluster k, BMD
presents the Belief Mahalanobis Distance [10] between cases and clusters, and
InC presents the set of all internal cases.



4.4 Step 4: Updating the case base

By arriving to this last step, we have already detected the types of cases that
should be selected and maintained for preserving case bases competence in future
problem resolution. Therefore, our proposed approach updates ultimately the
case base by holding back isolated and internal cases, and removing all the
others. By this way, DETD method can be efficient in case bases alleviation
while preserving or rather improving their competence in problem resolution.

5 Experimental analysis

In this section, our aim is to evaluate the maintenance quality provided by our
approach. Hence, we test it using a number of case bases from U.C.I repository of
Machine Learning datasets. While developing, default parameters of EK-NNclus
[7] technique are taken. Thus, we propose to measure our maintaining method’s
effectiveness through three evaluation criteria as done in [10], [11], [12] and [14].
Then, we compare results with those provided by the Initial non-maintained case
bases (ICBR) as well as the non-dynamic CBM approach called ECTD [10].

5.1 Evaluation criteria

– Storage size [S (%)]: The percentage of the remaining case base’s size after
maintenance. Hence, it is the rate of case base size reduction, and defined as
follows:

S =
Number of cases after maintenance

Number of cases before maintenance
× 100

– Time [t (s)]: The time of problem resolution exerted on 1-Nearest-Neighbor
algorithm. This criterion allows to measure the performance of CBR systems
in term of retrieval time reduction.

– Accuracy [PCC (%)]: The average percentage of correct classification
criterion. It is applied using ten fold cross validation runned in front of 1-
Nearest-Neighbor as a classification algorithm. Thus, it is defined such that:

PCC =
Well solved problems

Total solved problems
× 100

5.2 Dynamic aspect

To evaluate the ability of our approach in handling the dynamic aspect of main-
tenance, we measure the accuracies dynamically. Drawing to the actual logic
provided by CBR systems towards their case bases, we present dynamicity, in
our work, through evolving case bases within three consecutive times such that:

– t1: We select randomly from the original case base a subset of cases (CB1)
with respecting the constraint of containing only two solutions (the minimal
number that a case base can contain).

– t2: We increment CB1’ size randomly with a probability to meet new solu-
tions (without reaching the entire case base).

– t3: We test on the totality of case bases with the totality of their solutions.



5.3 Results and discussion

According to the evaluation criteria and the dynamicity aspect defined above, we
expose the different results in Tables 1, 2 and 3. Actually, in term of reduction
size rate (Table 1), our DETD approach has been able to shrink more than half
of all the initial tested case bases that contain the totality of cases (100%). For
instance, it provides a reduction rate about 35% for ”Iris” data set and 37%
for ”Ionosphere” data set. Obviously, this is the result of redundant and non
relevant cases removing. On the other hand, DETD and ECTD approaches are
offering very close reduction rates which vary from about 35% to 50% for both
of them.

Table 1: Storage size (S%)

Case bases
Storage size (S%)

ICBR ECTD DETD

1 Glass 100 % 50 % 46.1 %

2 Indian 100 % 51.21 % 43.22 %

3 Ionosphere 100 % 41.03 % 37.42 %

4 Iris 100 % 38.67 % 35.33 %

5 Vehicle 100 % 46.12 % 48.93 %

6 Heberman 100 % 39.87 % 47.07 %

For the retrieval time criterion, it is basically in relation with case bases
density involving the storage size criterion. Actually, as shown in Table 2, the
retrieval time is remarkably decreasing with the different case bases. For ex-
ample, it moves on from 0.2825s with ICBR to 0.0062 with the DETD for the
”Heberman” data set. Even comparing with ECTD approach, we are noting a
slight decreasing of time provided for almost all the different tested case bases.

Table 2: Retrieval time (s)

Case bases
Retrieval time (s)

ICBR ECTD DETD

1 Glass 0.0091 0.0050 0.0045

2 Indian 0.0125 0.0101 0.0083

3 Ionosphere 0.0156 0.0077 0.0057

4 Iris 0.0841 0.0068 0.0041

5 Vehicle 0.0716 0.0063 0.0061

6 Heberman 0.2825 0.0133 0.0062

Once our newly approach is able to reduce the case base along with the re-
trieval time and improves accordingly the CBR systems performance, we should
now ascertain to their competence stability in problem resolution through the



most important criterion called ”Accuracy (PCC)”. Actually, its results are
shown in Table 3 within a dynamic way as defined in Subsection 5.2. For ECTD
approach, we fix the number of clusters equal to the number of solutions appear-
ing during t1 (K = 2). Indeed, we note that our DETD approach is more able
to preserve the competence of CBs, each time we maintain them. For instance,
the accuracy provided by DETD while maintaining ”Vehicle” data set is almost
stable as it moves on from 74.43% (t1) to 74.05% (t2) until 73.55% (t3). How-
ever, it is more and more decreasing after applying ECTD (from about 75% (t1)
until 65% (t3)). In fact, this is logically explained by the capacity of DETD to
handle automatically the number of clusters whereas it is fixed for ECTD and
not able to take into account this evolution. Furthermore, we note that DETD
and ECTD are providing almost the same results for ”Indian”, ”Ionosphere” and
”Heberman” datasets. In fact, it is quite reasonable since they are binary, so the
dynamicity in solutions is not really introduced for them. On the other hand,
with considering the totality of case bases, we note that the maintained case
bases with DETD offer precision even better than non-maintained ones (ICBR)
such as for ”Glass” data set where it reaches more than 25% of difference in t2.

Table 3: Dynamic aspect influence in maintenance efficiency

Case Bases
(CB)

Dynamic Accuracy Evaluation (PCC %)
t1 t2 t3

ICBR ECTD DETD ICBR ECTD DETD ICBR ECTD DETD

1 Glass 76.11 77.15 80.1 61.14 70.4 88.24 86.92 63.64 94.39

2 Indian 75.98 76.33 76.64 73.57 73.22 74.04 75.91 73.78 73.8

3 Ionosphere 78.45 91.03 88.04 82.76 69.71 86.38 86.89 87.5 87.5

4 Iris 100 99.18 98.54 98.75 96.3 99.02 98 92.21 98.28

5 Vehicle 75.12 74.56 74.43 71.89 68.15 74.05 72.34 65.21 73.55

6 Heberman 68.76 77.16 75.36 69.2 59.68 73.45 74.18 76.23 76.23

6 Conclusion

In this paper, we proposed a new case base maintenance method called DETD
approach where we focused on exceeding a limitation of some existing CBM
policies related to the dynamicity in maintenance. While achieving its main
purpose of case base maintenance, our DETD method was able to manage both
of uncertainty in cases descriptions using belief function theory tools, and the
aspect of dynamicity in CBR systems’ case bases using a clustering method that
offers a dynamic number of clusters each time we perform the maintenance.
Hence, the main idea of our work is summed up by selecting as well as possible
only the most relevant types of cases for preserving CBR systems competence and
performance. This is actually done, also, through handling uncertainty regarding
cases positions towards the different generated clusters. As future work, we aim
to propose a dynamic CBM approach in term of real-time mode of maintenance.
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