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Abstract. Class imbalance is a common issue in many real world
classification problems. It refers to situations where the number of
observations in the training dataset significantly differs for each class.
Ignoring this issue will make it more challenging for classifiers to properly
learn data characteristics, which results in poor performance. Many
strategies have been proposed to deal with this issue. The most common
one is tackling the imbalance at the preprocessing level, by re-sampling
the training set. However, imbalanced classification can be affected
by other data factors, such as uncertainty, i.e., ambiguous samples
and noise. In this paper, we propose an uncertainty-aware hybrid re-
sampling technique based on the theory of evidence to tackle imbalanced
binary datasets in the presence of aleatoric uncertainty. A soft evidential
structure is assigned to each object in the training set, which is later
used to clean the dataset out of overlapping and noisy majority samples,
and then selectively generate synthetic minority objects using a modified
SMOTE algorithm. Experimental results on benchmark imbalanced
datasets have shown significant improvement over popular re-sampling
techniques.

Keywords: Resampling · Imbalanced datasets · Evidence theory · Data
uncertainty

1 Introduction

Imbalanced classification is an active research topic in machine learning and
data mining. It is a scenario in which class sizes are not equal making the class
distribution imbalanced. Data imbalance exist in many real-life domains such as
fraudulent credit card detection [25], medical diagnosis [5], drug discovery [18],
etc. For instance, in imbalanced binary datasets, the class with the highest
number of instances is referred to as the majority class, while the minority class
is defined as the one with the fewest examples. In most cases, the minority
class is more relevant than the majority one [7]. As an example, failing to
detect intrusions in a company’s network may result in huge financial losses.
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A variety of variables may cause the class imbalance, such as the domain’s
nature (e.g. rare disease) or data collection factors (e.g. storage). Additionally,
most classifier algorithms (such as decision trees, k-nearest neighbors, neural
networks, etc) were designed with the presumption that training datasets have
an even distribution, which reduces greatly their efficiency [13].

Many methods have been proposed over the years to cope with imbalanced
datasets. Data resampling is one of the most efficient strategies for dealing with
class imbalance [10]. This approach aims at fixing the uneven class distribution
at the preprocessing level by re-balancing the training dataset. Being algorithm-
independent, resampling is versatile and could be applied with any selected
classifier.

In addition, recent findings show that class imbalance is not an issue in and of
itself, but rather gets amplified by other data difficulties. Data uncertainty (can
also be referred to as aleatoric uncertainty) refers to the imperfections present
in the data. This type of uncertainty can include class overlapping and noise,
which were proven to worsen the class imbalance issue [13].

To improve performance on imbalanced and uncertain binary datasets, we
suggest an Uncertainty-Aware Hybrid reSampling (UAHS) method based on
Evidence Theory, which was recently used for imbalanced classification [11, 12].
After creating soft evidential labels for each object, our method efficiently
selects the majority instances to remove in an undersampling phase first,
and the minority objects to focus on in the oversampling procedure lastly.
The considered evidential label is appropriate for our goal, since it includes
membership values towards single classes, in addition to a belief mass assigned
to meta-classes (ambiguous region). This versatility allows us to create precise
rules for the process of selecting undesirable samples in the undersampling phase,
and intelligently select minority instances to generate new synthetic objects. It
is important to note that our proposal is a hybrid resampling method, meaning
that it performs both undersampling and oversampling, unlike [11] and [12] which
are respectively pure oversampling and undersampling approaches.

The remainder of this paper will be divided as follows. First, related work
for resampling methods is presented in Section 2. Evidence Theory is recalled
in Section 3. Section 4 details each step of our idea. Experimental evaluation
is discussed in Section 5. Our paper ends with a conclusion and an outlook on
future work in Section 6.

2 Related work

Data resampling is one of the most common approaches for dealing with
imbalanced classification [13]. In fact, data resampling deals with class imbalance
at the preprocessing level by changing the class distribution of the training
set. As a result, it alleviates the effects of distribution skewness of the learning
process. These methods can be further categorized into three groups, namely:

– Oversampling: These techniques introduce new minority synthetic samples
to re-balance the dataset. The most straightforward method is random
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oversampling (ROS), which consists of selecting minority observations in
the original data set and simply replicating them. Although it appears
to be technically effective since the class balance is adjusted, it can
lead to overfitting [16]. To cope with overfitting, the Synthetic Minority
Oversampling Technique (SMOTE) was suggested in [6]. Unlike ROS,
SMOTE generates new synthetic samples by interpolating among several
minority objects that are close to each other. However, many studies [9, 30]
have shown SMOTE’s drawbacks which involve potential amplification of
noise, overlap already present in the data. SMOTE’s improvement include
Borderline-SMOTE [14], which identifies borderline minority class examples
to generate new samples. Clustering-based oversampling techniques were also
proposed [9, 23] to smartly select the regions where to generate new points.

– Undersampling: These approaches create a subset of the original dataset
by removing some majority class instances. Like random oversampling, the
naive undersampling technique is to randomly remove majority objects,
which may potentially remove meaningful information from the dataset.
Therefore, other techniques have been suggested to smartly remove unwanted
majority class instances. Commonly, traditional filtering techniques have
been used to perform undersampling. For example, Neighborhood Cleaning
Rule (NCL) discards majority class instances using the Edited Nearest
Neighbors (ENN) introduced in [37]. Similarly, Tomek Links (TL) [15] is
occasionally used as an undersampling method. Clustering has also been
used for undersampling in a number of occasions [26, 34], to optimize the
selection process of majority instances to eliminate.

– Hybrid: This strategy combines both oversampling and undersampling
in order to re-balance the dataset. Typically, SMOTE is paired with an
undersampling procedure to fix its drawbacks. For instance, SMOTE-ENN
and SMOTE-TL were suggested in [3] to combine SMOTE with ENN and
TL respectively. SMOTE-RSB* [29] is a method which combines SMOTE
for oversampling with the Rough Set Theory [27] as a cleaning technique.
In SMOTE-IPF [17], SMOTE is firstly executed, and then the Iterative-
Partitioning Filter (IPF) [17] is performed to remove noisy original examples,
and those introduced by SMOTE. Authors in [20] suggested a combination
of a SMOTE-like algorithm with a cleaning procedure to reduce the effects
of overlapping. Similarly, the class overlap issue is touched upon in [35]
combining a soft clustering method with Borderline-SMOTE.

3 Theory of evidence

The theory of evidence [8, 31, 33], also referred to as Dempster-Shafer theory
(DST) or belief function theory, is a flexible and well-founded framework for
the representation and combination of uncertain knowledge. The frame of
discernment defines a finite set of M exclusive possible events, e.g., possible
labels for an object to classify, and is denoted as follows:

Ω = {ω1, ω2, ..., ωM} (1)
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A basic belief assignment (bba) denotes the amount of belief stated by a source
of evidence, committed to 2Ω , i.e., all subsets of the frame including the whole
frame itself. Precisely, a bba is represented by a mapping function m : 2Ω → [0, 1]
such that: ∑

A∈2Ω
m(A) = 1 (2)

m(∅) = 0 (3)

Each mass m(A) quantifies the amount of belief allocated to an event A of Ω.
A bba is unnormalized when m(∅) > 0, and must be normalized under a closed-
world assumption [32]. A focal element is a subset A ⊆ Ω where m(A) 6= 0.

The Plausibility function is another representation of knowledge defined by
Shafer [31] as follows:

Pl(A) =
∑

B∩A 6=∅

m(B), ∀ A ∈ 2Ω (4)

Pl(A) represents the total possible support for A and its subsets.

4 Uncertainty-Aware Hybrid re-Sampling method
(UAHS)

To tackle binary imbalanced datasets, we propose an Uncertainty-Aware Hybrid
re-sampling method (UAHS). Observations are firstly assigned soft evidential
labels (bbas) using the credal classification rule (CCR) introduced in [22].

CCR uses the centers of each class and meta-class as pieces of evidence
for each example’s membership, instead of using nearest neighbors as it has
been employed in [11]. Unlike [11], our case deals with the soft labeling of
both majority and minority classes. Thus, an evidential nearest neighbor-based
approach might produce biased memberships towards the majority class, since
the latter usually have a much higher density than the minority one.

The computed bba is later used for cleaning unwanted majority objects and
selectively generating synthetic minority instances.

Each step is detailed in the following subsections.

4.1 Creating soft labels

UAHS proceeds by determining the centers of each class and meta-class (the
overlapping region), then creating a bba based on the distance between the
majority sample and each class center.

The class centers are simply computed by the mean value of the training set
in the corresponding class. For the meta-class U , representing the overlapping
region, the center is defined by the barycenter of the involved class centers as
follows:

CU =
1

|U |
∑
ωi∈U

Ci (5)
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where ωi are the classes involved in U , Ci is the corresponding center and U
represents the meta-class.

Once the centers are created, the evidential soft label of each example is
represented by a bba over the frame of discernment Ω = {ω0, ω1, ω2} where
ω1 and ω2 represent respectively the majority and the minority class. The
proposition ω0 is included in the frame of discernment explicitly to represent
the outlier class.

Let xs be a sample belonging to the training set. Each class center represents
a piece of evidence to the evidential membership of the sample. The mass values
in regard to the class memberships of xs should depend on d(xs, C), i.e., the
distance between xs and the respective class center. The greater the distance, the
lower the mass value. Consequently, the closer xs is to a specific class center, the
more likely it belongs to the corresponding class. Hence, the initial unnormalized
masses should be represented by decreasing distance based functions. We use the
Mahalanobis distance [24], in this work, as recommended by [22] in order to deal
with anisotropic datasets.

The unnormalized masses are calculated accordingly:

m̂({ωi}) = e−d(xs,Ci), i ∈ {1, 2} (6)

m̂(U) = e−γ λ d(xs,CU ), U = {ω1, ω2} (7)

m̂({ω0}) = et (8)

where λ = β 2α. A value of α = 1 is fixed as recommended to obtain good
results on average, and β is a parameter such that 0 < β < 1. It is used to tune
the number of objects committed to the overlapping region. The value of γ is
equal to the ratio between the maximum distance of xs to the centers in U and
the minimum distance. It is used to measure the degree of distinguishability
among the majority and minority classes. The smaller γ indicates a poor
distinguishability degree between the classes of U for xs. The outlier class ω0 is
taken into account in order to deal with objects far from both classes, and its
mass value is calculated according to an outlier threshold t.

As performed in [22], the unnormalized belief masses are finally normalized as
follows:

m(A) =
m̂(A)∑

B⊆Ω m̂(B)
(9)

As a result, a bba is created to formally represent each object’s soft label.

4.2 Cleaning the majority class

As a result of bba creation, each majority object will have masses in 4 focal
elements namely: m({ω1}) for the majority class, m({ω2}) for the minority class,
m(U) for the overlapping region U , and m({ω0}) for the outlier class. These
masses are used to remove problematic samples from the majority class. There
are different types of unwanted samples which could be removed namely:
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– Overlapping: Ambiguous samples are usually located in regions where
there is strong overlap between classes as seen in Figure 1a. This situation
could correspond to what is called ”conflict” in Evidence Theory. In our
framework, this type of examples will have a high mass value in m(U).
Thus, majority instances whose bba has the maximum mass committed to
m(U) are considered as part of an overlapping region, and are automatically
discarded. To avoid excessive elimination and allow tuning, it is also possible
to tune the parameter β. The higher value of β will result in fewer objects
committed to the overlapping region. As for majority instances whose
highest mass is not committed to m(U) (i.e. not in overlapping regions),
the observation is necessarily committed to one of the singletons in Ω
({ω1}, {ω2}, or {ω0}). In this situation, we make use of the plausibility
function defined in eq. (4) to make a decision of acceptance or rejection. Each
majority instance xs is affected to the class with the maximum plausibility
Plmax = maxω∈ΩPl({ω}).

– Label noise: Normally, majority observations should have the maximum
plausibility committed to m({ω1}) which measures the membership value
towards the majority class. By contrast, having Plmax committed tom({ω2})
signify that they are located in a minority location, as illustrated in Figure
1c. Consequently, these objects are eliminated from the dataset.

– Outlier: The final scenario occurs when the sample in question is located
in a region far from both classes, as shown in Figure 1b. In our framework,
this is characterized by the state of ignorance and could be discarded in
the undersampling procedure. Hence, majority objects whose maximum
plausibility Plmax committed to m({ω0}) are considered as outliers and
removed from the dataset.

(a) Ambiguous samples in
an overlapping area.

(b) An outlier far from both
classes.

(c) A sample that could be
characterized as label noise.

Fig. 1: Illustrations describing the different data difficulty factors that could
worsen class imbalance. Green and red colors respectively represent the majority
class and the minority one.
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4.3 Applying selective minority oversampling

Once the cleaning procedure (undersampling) is performed, we execute the
oversampling phase. The created bbas at the first step are further exploited in
this stage, to intelligently create new synthetic minority samples.

Similarly to the cleaning step, the minority objects are categorized into three
possible difficulties: overlapping, label noise, or outlier. The object is considered
as ”safe” if it does not belong to any of the three types. Thus, it does not
need to participate in the oversampling phase. The same goes for both label
noise and outlier, since using these types to create synthetic data could result in
overgeneralization, which is a major drawback for oversampling [14]. Although,
samples belonging to overlapping signify that they are located at the borders
of the minority class. Hence, those are the samples that we are most uncertain
about, and should focus on in the oversampling phase. Much like other popular
oversampling methods such as BorderlineSMOTE [14], our goal is to emphasize
the borders of the minority class in order to further improve its visibility.

More formally, let P denote the set of minority examples whose highest mass is
committed to m(U) (the set of ambiguous minority objects). We firstly compute
the k minority nearest neighbors for each object in P . In this step, we generate
|P | ∗ s synthetic minority points, where s is a value between 1 and k. In other
words, for each minority instance in P , we randomly select s samples from
its k minority nearest neighbors. Finally, s new synthetic points are generated
anywhere on the lines joining the samples in P and its s randomly selected
neighbors:

−−→new = −→a + w ∗ (
−→
b −−→a ) (10)

where −→a is the sample in P ,
−→
b is a selected minority neighbor, and w represents

a random value between 0 and 1. This procedure is repeated for each sample in
P , similarly to the SMOTE algorithm (more details in [6]).
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(a) Original imbalanced and
uncertain dataset.
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(b) Cleaning the majority
class.
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(c) Selective minority
oversampling.

Fig. 2: An imbalanced binary example showing the behavior of our proposed
algorithm at each step.
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Furthermore, we tested our resampling method on a two-dimensional
imbalanced dataset in order to showcase the behavior of the algorithm at each
step (see Figure 2).

5 Experimental study

In this section, we will describe firstly the setup of the conducted experiments in
subsection 5.1. Lastly, we will present the results and discuss them in subsection
5.2.

5.1 Setup

Datasets For the purpose of this evaluation, we selected binary imbalanced
datasets from the keel repository [1]. The datasets are further detailed in Table
1. The imbalance ratio was calculated as IR = #majority

#minority . The variations of

the different parameters (IR, features, and size) allowed for experimenting in
different real world settings.

Table 1: Description of the imbalanced datasets selected from the KEEL
repository.

Datasets Imbalance ratios (IR) Features Samples

wisconsin 1.860 9 683
glass0 2.060 9 214
vehicle3 2.990 18 846
ecoli1 3.360 7 336
yeast3 8.100 8 1484
page-blocks0 8.790 10 5472
ecoli-0-6-7 vs 3-5 9.090 7 222
yeast-0-3-5-9 vs 7-8 9.120 8 506
ecoli-0-2-6-7 vs 3-5 9.180 7 224
ecoli-0-1-4-7 vs 2-3-5-6 10.590 7 336
glass4 15.460 9 214
yeast-2 vs 8 23.100 8 482
yeast5 32.730 8 1484
kr-vs-k-zero vs eight 53.070 6 1460
abalone-20 vs 8-9-10 72.690 8 1916

Baseline classifier. As baseline, we use the decision tree classifier, more
specifically CART [4]. The implementation provided in the scikit-learn machine
learning python library [28] was used, with the default parameters.
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Metrics and evaluation strategy To appropriately assess the methods in
imbalanced scenarios, we use the G-Mean (GM) [2]. The GM is a popular
measure for evaluating classifiers in imbalanced settings. It is calculated as the
geometric mean of sensitivity and specificity:

G-Mean =
√
sensitivity × specificity (11)

In order to ensure the fairness of the observed results, we adopt a 10-fold
stratified cross validation to eliminate inconsistencies. The dataset is split into
10 parts taking into account the class distribution, 90% of which is the training
set, the rest is the test set, and the average of G-mean is taken as the final
result. It is worth noting that at each fold, resampling was performed only on
the training set.

To better evaluate the significance of the results, statistical analysis was run
using the Wilcoxon’s signed rank tests [36] for the significance level of α = 0.05.

Reference methods and parameters. We compared our proposed method
(UAHS) against 4 well known re-sampling methods, in addition to Baseline (BL).
The compared methods are SMOTE [6], SMOTE-IPF [30], SMOTE-ENN [3],
and SMOTE-TL [3]. The SMOTE-IPF implementation in Smote-variants [19]
was used. For the rest of the methods, the implementations provided by the
python toolbox imbalanced-learn [21] were applied.

The following parameters were considered for our proposed method UAHS:
α was set to 1 as recommended in [22], the tuning parameter t for m({ω0})
was fixed to 2 to obtain good results in average, and we tested three different
values for β in {0.3, 0.5, 0.7} and selected the most performing one for each
dataset, since the amount of class overlap differs in each case. For the other
reference methods, we used the recommended parameters in their respective
original papers.

5.2 Results discussion

Results on 15 binary imbalanced datasets are shown in Table 2. The best
G-Mean value is marked in bold. Our proposed method UAHS achieved the
top performances across 10 out of 15 datasets. It showed clear improvement
over the compared resampling methods and baseline across complex datasets,
especially with high imbalance degree and class overlapping. Furthermore, UAHS
performed significantly better in cases where there is a high number of borderline
instance. This confirms that our proposal succeeded at emphasizing on the
visibility of the minority class, and improving its borders by cleaning the
uncertain samples present in the overlapping and noisy regions of the majority
class.

The results for Wilcoxon’s pairwise test are shown in Table 3. R+ represents
the sum of ranks in favor of UAHS, R−, the sum of ranks in favor of the reference
methods, and exact p-values are calculated for each comparison. All comparisons
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Table 2: G-Mean results for KEEL datasets using CART.

Datasets BL SMOTE SMOTE-IPF SMOTE-ENN SMOTE-TL UAHS

wisconsin 0.934 0.928 0.924 0.950 0.932 0.964
glass0 0.737 0.789 0.772 0.763 0.782 0.786
vehicle3 0.689 0.660 0.682 0.727 0.679 0.673
ecoli1 0.816 0.849 0.856 0.871 0.836 0.883
yeast3 0.791 0.834 0.854 0.878 0.849 0.921
page-blocks0 0.904 0.928 0.920 0.930 0.923 0.958
ecoli-0-6-7 vs 3-5 0.764 0.721 0.769 0.772 0.782 0.790
yeast-0-3-5-9 vs 7-8 0.532 0.620 0.606 0.677 0.582 0.613
ecoli-0-2-6-7 vs 3-5 0.762 0.783 0.781 0.751 0.780 0.761
ecoli-0-1-4-7 vs 2-3-5-6 0.735 0.797 0.878 0.857 0.861 0.835
glass4 0.735 0.637 0.706 0.658 0.706 0.838
yeast-2 vs 8 0.547 0.666 0.664 0.722 0.734 0.737
yeast5 0.840 0.830 0.812 0.912 0.855 0.932
kr-vs-k-zero vs eight 0.976 1.000 1.000 0.999 1.000 1.000
abalone-20 vs 8-9-10 0.477 0.695 0.602 0.679 0.587 0.743

can be considered as statistically significant under a level of 5% since all p-
values are lower than the threshold 0.05. This reveals statistically significant
improvements by our method against SMOTE, SMOTE-IPF, SMOTE-ENN,
SMOTE-TL, and baseline.

Table 3: Wilcoxon’s signed ranks test results comparing the G-Mean scores for
CART.

Comparisons R+ R− p-value

UAHS vs BL 117.0 3.0 0.000153
UAHS vs SMOTE 98.0 22.0 0.002364
UAHS vs SMOTE-IPF 95.0 25.0 0.004187
UAHS vs SMOTE-ENN 94.0 26.0 0.027679
UAHS vs SMOTE-TL 83.5 36.5 0.004377

6 Conclusion

Solutions for imbalanced datasets are increasingly being applied to critical real
world domains. In order to deal with such scenarios, the proposed methods
should also handle the uncertainty in the data. In this work, we propose
an Uncertainty-Aware Hybrid resampling which combines undersampling and
oversampling phases to efficiently re-balance binary datasets. We use an
evidential structure to represent soft labels for each sample in the dataset. These
representations are later used to remove majority samples which are ambiguous
and noisy, and to select minority observations at the borders to generate new
minority points.
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For future work, we plan to further optimize our method using heuristic
methods in order to approximate the amount of instances which should be
cleaned, and the number of instances to generate.
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