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aUniversité Paris-Saclay, Univ Evry, CNRS, LAMBE UMR8587, 91025 Evry-Courcouronnes, France

Abstract

We hereby review molecular dynamics simulations for anharmonic gas phase spec-

troscopy and provide some of our opinions of where the field is heading. With these

new directions, the theoretical IR/Raman spectroscopy of large (bio)-molecular sys-

tems will be more easily achievable over longer time-scale MD trajectories for an in-

crease in accuracy of the MD-IR and MD-Raman calculated spectra. With the new

directions presented here, the high throughput ’decoding’ of experimental IR/Raman

spectra into 3D-structures should thus be possible, hence advancing e.g. the field of

MS-IR for structural characterization by spectroscopy. We also review the assignment

of vibrational spectra in terms of anharmonic molecular modes from the MD trajecto-

ries, and especially introduce our recent developments based on Graph Theory algo-

rithms. Graph Theory algorithmic is also introduced in this review for the identification

of the molecular 3D-structures sampled over MD trajectories.

Keywords: DFT-MD, FF-MD, vibrational spectroscopy, anharmonicities, IR, Raman,

SFG, VDOS, ICDOS, Machine Learning, APT, Raman tensor, Graph Theory

1. Introduction

The characterization of the three dimensional conformational arrangement of mole-

cules, clusters, assemblies of (bio-)molecules, and more broadly of complex materials,

is one of the main goals in chemical-physics, analytical chemistry and material design.
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In the gas phase community, modern analysis of analytical and bio-analytical chem-5

istry is based on multidimensional workflows where e.g. mass spectrometry (MS) is

orthogonally coupled to techniques such as chromatography and electrophoretic sepa-

ration, Ion Mobility Spectrometry (IMS), activation methods, and spectroscopies. The

goal is to sequence (bio-)molecules and ultimately reveal their 3D microscopic struc-

tures. The crucial advantage of MS-based analytical chemistry is the ability to perform10

on-line separation and analysis of individual oligomers, while most of the condensed

phase analytical chemistry tools (e.g. NMR, circular dichroism) only access ensemble-

averaged information, or require preliminary off-line separation. Environment control

is also possible in MS, with ligand/solvent molecules that can be added one at a time.

Among the orthogonal couplings to MS, infrared (IR) action spectroscopy is one15

of the very few techniques providing direct information into atomistic 3D-structures,

with the paradigm of 1-to-1 spectral fingerprints↔ 3D-structure identification. In the

gas phase where we restrict this opinion paper, action spectroscopies such as IR-MPD

(Infra Red Multiphoton Dissociation), IR-PD (Infra Red Photon Dissociation) and IR-

UV ion dip, developed and applied with various flavors and at diverse temperatures,20

provide the route for the 3D structural characterization of molecules. See a selection

among the large literature of reviews on that topic [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13,

14, 15, 16, 17, 18, 19], and some applications in e.g. proteomics and metabolics, [11,

20, 2, 9, 21, 22, 23, 24, 25, 26, 27, 28] glycoscience, [10, 11, 12, 16, 18, 29, 11, 30, 31,

18, 32] DNA science, [33, 34, 35, 36] atmospheric science and astrophysics [37, 38,25

39].

Most of these experiments probe the 1000-2000 cm−1 and the 3000-4000 cm−1

fingerprint regions and hence mostly provide local structural information on the molec-

ular systems such as covalent and hydrogen bond organizations, angular organizations.

These spectral domains are however rather congested as soon as the size of the molecu-30

lar system increases (congestion already appears in rather smallish systems, see for in-

stance ref. [40, 41]), for complex organizations of molecular systems, and more gener-

ally, for molecular systems composed of too many similar oscillators. Congestion hides

the conformational details that are contained in the spectral features, hence making a

definitive structural assignment hard and possibly ambiguous, and sometimes even al-35
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most impossible [40, 41]. Spectral congestion is also the ’plague’ of condensed phases

(liquid phase and inhomogeneous interfaces). One solution against spectral congestion

is to probe lower frequency modes in the far-IR/THz spectral domain (10-800 cm−1,

24-0.3 THz, currently probed in gas phase spectroscopy). The supplementary tempta-

tion for the far-IR/THz is that larger amplitude and more collective motions are the ones40

giving rise to spectroscopic signals in this low frequency region, such as backbone tor-

sional motions and hydrogen bond dynamics. They thus contain a wealth of structural

information directly related to the 3D spatial organization that the 1000-4000 cm−1

local view lacks. Such motions are well-known and well-used to characterize crystals,

semiconductors, liquids and biomolecules [42, 43, 44, 45, 46, 47, 48] in the condensed45

phase.

There are a few experimental set-ups for far-IR/THz gas phase spectroscopy us-

ing Free Electron Laser lights (FEL), see e.g. the following literature [39, 49, 50,

51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63], showing e.g. well-resolved and

non congested far-IR/THz spectra for e.g. biologically relevant gas phase peptides50

and their complexes with water molecules to take examples from our own works in

this domain [64, 60, 61, 62, 63, 65]. Our group has participated to the emergence

of THz gas phase spectroscopy by theoretically assigning the experimental signatures

and extract the 3D-structures of gas phase molecules using solely the THz fingerprints.

These works have in particular shown the wealth of structural information contained55

in the THz signatures, how much essential the THz signatures are for a definitive 3D-

structure assignment, and that DFT-based Molecular Dynamics simulations (DFT-MD)

are crucial tools for revealing and deciphering the anharmonic large amplitude motions

together with the coupled motions that exist in this domain.

The past 5 years have seen the MS-IR community embark on the challenge of high60

throughput analytical chemistry of bio-oligomers of relevance in biological processes.

See e.g. [9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19]. The highthroughput automatic

application of MS-IR is however still blocked by limitations in the IR decoding stage.

Decoding IR signatures (i.e. band- positions, intensities and shapes) into a microscopic

3D-structure is indeed non-trivial and cannot be accomplished from experiments alone65

for complex flexible (bio)-molecules, see e.g. reviews in [66, 67, 1, 4]. Theoretical
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chemistry calculations have to be employed. Screening the right 3D-structure to which

the theoretical IR spectrum matches the experiment is very much like ’finding a needle

in a haystack’. The current computational procedure for ’finding the best spectro-

scopic match’ is to: find an ensemble of energetically stable conformers, calculate the70

IR spectra of selected lower energy conformers, and find the best spectroscopic match

to the experiment. See e.g. refs [68, 69, 70, 71] for general presentations. The calcu-

lation of IR spectra comes in a variety of approaches, [68, 69, 70, 71] i.e. static har-

monic/anharmonic, dynamical anharmonic through e.g. DFT-based molecular dynam-

ics simulations that we pioneered for action spectroscopies in the gas phase community75

15 years ago. [72, 73, 68, 63] Whatever the chosen flavor and representation of the in-

teractions for the PES calculation (electronic: ab initio, DFT, semi-empirical ; classical

force fields ; a combination of these methods), such strategy is so computational- and

time-consuming that this theoretical methodology still cannot be applied as it is for the

high-throughput screening of 3D structures required in bio-analytical chemistry. We80

will discuss strategies and routes in section 3 to possibly reduce computational burdens

and hence achieve possible high throughput spectra calculations.

In this opinion paper we focus solely on finite temperature molecular dynamics MD

simulations for the calculation of anharmonic vibrational spectra and discuss some ad-

vances required to make MD-IR both more spectroscopically accurate and less compu-85

tationally costly, so that MD-IR could be applied at large scale for the high-throughput

screening discussed above. We refer the reader to our reviews in refs. [74, 75] and to

refs [69, 71] for discussions over the advantages and limitations of MD-based dynam-

ical anharmonic spectra calculations over static harmonic/anharmonic spectra calcula-

tions.90

We and others have shown MD-IR, and especially DFT-MD-IR where the DFT

(Density Functional Theory) electronic representation is used for the calculation of

the interactions, to be a relevant theoretical strategy in order to include vibrational an-

harmonicies into theoretical spectra. DFT-MD dynamical spectra have been shown to

provide remarkable match to experiments and hence allow definitive structural assign-95

ments. See for instance our two reviews on the topic [74, 75] and a selection of relevant

papers for gas phase molecules and clusters from our group in [72, 76, 77, 78, 79, 61,
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80, 64, 60, 81, 63, 65]. DFT-MD simulations for theoretical anharmonic vibrational

spectroscopy is therefore the method of choice put forward in this opinion paper.

We review this method, make an assessment and overview of where we stand, and100

where to go in order to apply more generally MD-based theoretical spectroscopy to

characterize large organic and bio-molecules, assemblies of these molecules, clusters

with e.g. water, also to sample large time-scales that, all put together, will allow a

better statistical theoretical approach for vibrational spectroscopy.

It is one task to calculate a precise anharmonic IR spectrum that can be matched to105

the experimental spectrum, and hence reveal the 3D structure(s) that are responsible for

the spectral features, it is another issue to be able to extract the precise knowledge of the

molecular motions/modes that give rise to each of the signatures. Decoding IR spectra

into the active molecular motions and modes is essential to go beyond the ’simple’ the-

ory/experiment spectra matching for the recognition of the 3D-structure(s). The atom-110

istic knowledge of the vibrational modes provides a detailed understanding of the mo-

tions and the energy associated to them, and their possible recognition/transferrability

from one conformer to others. This knowledge can be used to create maps of the

vibrational motions for systematic structural assignment, possibly even without rely-

ing on spectroscopic calculations. Refs. [75, 74, 61, 82, 83, 84, 85] have reviewed115

methods to extract vibrational modes from the gas phase dynamical trajectories and

asssign the vibrational motions. See also ref. [86, 75, 87, 88] for the same strate-

gies applied in the condensed phase. Briefly, methods are usually based on VDOS

(Vibrational Density of States) or ICDOS (Internal Coordinates Density of States),

through Fourier transforms of time-correlation functions of velocities (VDOS)/internal120

coordinates (ICDOS), see e.g. refs. [75, 61]. More ambitious methods to extract fi-

nite temperature ’effective normal modes’ have also been developed, see for instance

refs. [89, 90, 91, 92, 93, 94, 95, 96]. Although these latter are the (anharmonic) dynam-

ical equivalent to the vibrational harmonic static normal modes, they are not so easy

to apply in a systematic way, therefore they are (still) not very much in wide-spread125

use. Bowman et al. [95, 96] have also developed a strategy based on the vibrational

excitation of the harmonic modes, followed in time with the dynamics, leading to the
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assignment of (anharmonic)) vibrational modes.

Our group has recently developed an entirely different theoretical method for as-

signing vibrational modes based on Graph Theory algorithms.[65] To our best knowl-130

edge, this is the first time Graph Theory has been employed to that end. This method

will be reviewed in section 4.

Our paper reviews the MD formalism for vibrational spectroscopy in section 2.1,

including a discussion of possible issues 2.2, and briefly highlights nuclei quantum

MD in section 2.3. Section 2.4 reviews our simplification for the MD-IR signal cal-135

culation for a better convergence of the signal, that also allows a mixed representation

of the MD trajectory and IR calculation, which brings us to the next discussion on the

representation of the interactions in MD spectroscopic simulations in section 2.5.

Section 3 discusses some directions that we believe are very promising for improv-

ing MD-based spectroscopy calculations and extend their application to large molecu-140

lar systems, and to large time- and conformational-sampling. We have made choices

for the topics and discussions, thus this section is by no means exhaustive.

Section 4 deals with the assignment of the vibrational modes, where we especially

put forward our new theory based on graph theory algorithms. Graph theory will also

be present as the main algorithmic means in section 5 where we present our own work145

for the automatic identification of 3D-structures along MD trajectories.

In all these discussions, while citing the literature we also take the liberty to high-

light and discuss in more details some of our own works.

2. MD-based dynamical anharmonic spectroscopy: a short review of the formal-

ism150

We and others have reviewed (DFT-)MD simulations for vibrational spectroscopy,

see e.g. [75, 74, 86, 97]. Here we give a brief (biased) selection of papers applying

finite temperature MD gas phase IR, Raman and VCD spectroscopies [86, 97, 73, 68],

IR/Raman spectrocopies of liquids, [98, 86, 99] SFG (Sum Frequency Generation)

spectroscopy of (aqueous) interfaces [87, 88, 100, 101, 102], that show the versatility155

of MD-based theoretical spectroscopy. We take advantage of this opinion paper to
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review a few key issues related to MD-based vibrational spectroscopy and discuss some

possible issues and caveats.

2.1. Theoretical background

Within the well-known time-correlation function formalism from linear response160

theory [103, 104], an IR absorption spectrum is calculated by:

I(ω) =
2πβω2

3cV

∫ +∞

−∞

dt eiωt〈δ µ(t) ·δ µ(0)〉

=
2πβ

3cV

∫ +∞

−∞

dt eiωt〈δ (dµ(t)
dt

) ·δ (dµ(0)
dt

)〉 (1)

where β = 1/kT , ω is the frequency of the absorbed light, c is the speed of light in

vacuum, V the volume of the system, µ(t) is the instantaneous dipole moment vector of

the system at the time t, dµ(t)
dt its time derivative, δ µ(t) = µ(t)−〈µ〉 is the fluctuation

with respect to the mean value and 〈. . .〉 refers to the equilibrium time correlation func-165

tion. This formula is for a classical nuclei representation, the quantum correction factor

β h̄/(1− exp(−β h̄ω)) has thus been applied to correct the classical line shape[105] in

equation 1.

The advantage of the linear response theory for theoretical spectroscopy is that

there are no (harmonic) assumptions on the calculation of the dipole moment. Coupled170

with MD simulations at finite temperature, the fluctuations of the dipole moment over

time reflect the subtle changes in the electronic distribution over the molecule(s) as

the 3D-conformations evolve with time and with the surrounding interactions. There-

fore, both the exploration of the potential energy surface (PES) for the sampling of

the conformations over time and of the dipole fluctuations at finite temperature take175

into account anharmonicities in the final vibrational calculated spectrum. As will be

rediscussed in section 2.2 the choice of the temperature for the MD simulation is one

central element. The shape and broadening of the IR bands result from the underly-

ing conformational dynamics at a given temperature and from the anharmonicities in

the mode-couplings. Whenever isomerization and/or proton transfers occur over time,180

these events together with all intermediate/transient conformations explored over time

are naturally taken into account into the final calculation of the IR spectrum in equa-
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tion 1. This participates to the final shaping of the IR bands.

Equivalent formula based on the linear response theory can be written for a Raman

spectrum, for a VCD, for SFG, see refs. [86, 97, 73, 106, 88, 107], where polarizability185

tensors (Raman, SFG), magnetic moments (VCD), now enter into the correlation func-

tion. Cross-correlations involving some of these properties are found for the SFG and

VCD signals.

2.2. Discussions on some possible issues on MD-based vibrational spectra

Within the linear response formalism any dynamical vibrational spectrum is calcu-190

lated through a Fourier transform of a time-correlation function of a given property (i.e.

dipole, polarizability, ...). MD is, by construction, the modeling tool to accumulate the

time evolution of the properties entering into the time-correlation function. One central

element is thus the length of the trajectory over which the time-correlation function is

calculated in order to ensure convergence of the calculated spectrum. By construction,195

a time-correlation function has to tend to zero at ’long time scales’ which can be hard

to achieve over rather short time-scale DFT-MD trajectories for an isolated gas phase

molecule. The zero-limit of any time-correlation function of a property A (t) measures

the time needed for the loss of the information in A (0) known at the initial time t=0

of the dynamics. This decorrelation time is dependent on the A (t) property and on200

each molecular system. It is easy to get this zero limit for condensed phase systems

simply because the time-correlation is averaged (sampled) over all the molecules of

e.g. the liquid. To recover such statistical sampling for an isolated molecule one has

to either accumulate a very long trajectory (beyond 100 ps time-scale), which is un-

reasonable in DFT-MD, or simulate a sufficient number of trajectories that differ for205

their initial conditions (positions and velocities of the atoms) and average the time-

correlation functions or their fourier transforms over all these trajectories. This is typ-

ically what we have done for DFT-MD-IR of the THz spectroscopy of small peptides

in refs. [81, 108, 109, 65]. See also a related discussion in ref. [88] for aqueous solid

interfaces and convergence of the DFT-MD-SFG spectra over the length of the tra-210

jectories. In this convergence issue, the most critical point is the convergence of the
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band-intensities and band-shapes. Band-positions are usually converged within 2-5 ps

trajectories, even for isolated molecules, but the difficulty in reaching equipartition for

gas phase molecules necessitates typically at least 30-50 ps trajectories together with

statistics over several trajectories for the intensities and shapes of the bands to be con-215

verged (i.e. not changing anymore with the increase in trajectory time-length and/or

statistical sampling). The fewer number of degrees of freedom in the molecular system

the longer these trajectories have to be accumulated; some small isolated molecular

systems unfortunately never reach equipartition. The difficulties in converging band-

intensities and band-shapes can hinder the theory-experimental match. Such difficulties220

are released in condensed phase systems thanks to the statistical sampling of properties

that are averaged over a large number of molecules.

The choice of the temperature in the MD trajectory has an influence on the positions

of the vibrational bands. To make a 1-to-1 comparison to an experiment, the tempera-

ture in the MD simulation has to match the experimental one. In our past investigations,225

we have either made room-temperature DFT-MD trajectories to calculate IR spectra

for the interpretation of room-temperature IR-MPD and IR-PD experiments,[73, 68,

79, 110, 78, 72, 111] or 50 K temperature DFT-MD trajectories for the interpretation

of low-temperature IR-UV ion dip experiments.[81, 108, 109, 65] These dynamical

spectra have shown rather good to excellent agreements with the experimental band-230

positions. The low 50 K temperature in some of our DFT-MD trajectories was in

particular necessary for the assignment of low temperature spectroscopic experiments,

not only for the band-positions but also for the band-shapes that are very narrow in the

experiments. Increasing the temperature in the DFT-MD would broaden the theoretical

bands, which could impede the theory-experiment assignment. The increase in tem-235

perature in the DFT-MD could also induce conformational isomerizations that are not

probed at the lower temperature in the experiment.

For a given 3D-structure of a molecule, as temperature is increased each vibra-

tional oscillator in the molecule will explore/sample more anharmonic motions, which

has as immediate consequence to red-shift the frequency of that oscillator. The choice240

of the temperature thus controls the extent of vibrational anharmonicity probed in each
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oscillator, it controls the absolute position of the oscillator’s band, therefore the care-

ful choice of the temperature to be made for the MD. However, mode couplings is

the other source of anharmonicities, these couplings are less affected by the choice

of temperature in the (classical nuclei) MD simulations. Mode couplings being the245

essence of the far-IR/THz vibrational modes, our 50 K trajectories of gas phase pep-

tides have typically shown that these anharmonicities are very well accounted for, see

e.g.[81, 108, 109, 65].

An issue that is however remaining with classical nuclei (DFT-)MD simulations is

the ’classical temperature’ versus the ’quantum temperature’ of the nuclei, i.e. the ZPE-250

Zero Point Energy contained in the oscillators. The classical treatment of the nuclei

at e.g. room temperature will not lead to the same sampling of the anharmonicities

in the motions of the X-H oscillators as in the quantum treatment of the nuclei, to

the extent that the amount of ’classical vibrational red-shift’ will be insufficient in

comparison to the ’quantum red-shift’. The difference between classical and quantum255

vibrational red-shift will depend on each X-H vibrator within the molecule of interest,

and is therefore hard to quantify a priori. At low classical MD temperatures, such as the

50 K trajectories accumulated by us for THz-IR spectroscopy of isolated peptides,[81,

108, 109, 65] classical and quantum temperatures of the oscillators are now rather

comparable. The advantage of the (classical) MD-based vibrational spectrocospy at260

low temperature is that the couplings between the modes are still naturally included,

therefore not only the large amplitude anharmonic motions are sampled but also the

anharmonic couplings between the modes, which allows DFT-MD-IR in the THz/far-

IR domain to be quantitatively accurate for the band-positions. We have found the

dynamical vibrational bands to be within less than 10 cm−1 from their experimental265

counterparts.[81, 108, 109, 65]

See e.g. refs [112, 113] for similar discussions on gas phase molecules IR spec-

troscopy. See also Bowman al. [69] for some comparisons of anharmonic VSCF, VCI

and dynamical MD spectra using the same potential energy and dipole surfaces for

small molecules, and a discussion on band-positions from the MD-based trajectories.270

See also ref. [65] for discussions on temperature effects in classical MD trajectories

10



and their influence on band-positions.

One last comment. Beyond the temperature and sampling/convergence issues dis-

cussed above, the accuracy of a MD dynamical vibrational spectrum is primarily due

to the quality of the representation used for the calculation of the interactions. The275

accuracy of the MD vibrational band-positions is arising from the internal motions of

the (anharmonic) oscillators and to the interactions/couplings between these oscillators.

These can be roughly speaking qualified as the intra-molecular interactions. In contrast,

intensities of the bands are reflecting the intermolecular interactions, or in other words

the charge fluxes between the atoms. The choice of ab initio/semi-empirical/force field280

representations for the calculations of these intra- and inter-molecular interactions is

therefore crucial. We will come back to this discussion in section 2.5. Scaling factors

that are commonly applied in harmonic spectra calculations globally account for the

harmonic approximation together with the electronic representation and the basis set

size. Scaling factors have also been made dependent on the frequency domain, with285

some scaling factors valid for the 2000-4000 cm−1 domain and other sets of scaling fac-

tors for the 0-1000 cm−1 domain. Scaling factors should not be applied to anharmonic

dynamical spectra obtained from MD simulations as anharmonicities are already taken

into account. They should also not be applied because they would have to account

for the temperature issues that we have outlined above but possibly also for the ZPE290

issues discussed in the next section; such scaling factors would not be straightforward

to develop.

2.3. Quantum nuclei MD and Zero-Point Energy in the vibrational modes

In this text (as in our works), we are solely treating nuclei as classical particles

in the MD simulations. The trajectories thus miss the important quantum nature of295

light atoms as well as the zero-point energy (ZPE) in the vibrational modes. There

are several methods available to include the quantum nature of the nuclei in the MD

simulations. I refer the readers to some recent papers, e.g. [114, 115, 113, 116, 117,

112]. These methods however have a computational cost that himpers their widespread

application.300
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The lack of ZPE can be a critical issue for the O-H, N-H, C-H groups high-frequency

motions/modes, as the classical energy put into these motions at room temperature is

small in comparison to the zero-point energy of these motions. The classical motions

of these groups might thus be too small-amplitude, which hence shifts the position of

the calculated stretching bands with respect to their experimental counterpart. Such an305

issue disappears for the large amplitude motions in the THz, where e.g. we obtained

agreements within less than 10 cm−1 for band-positions compared to experimental

values.[81, 108, 109, 65]

Semi-clasically prepared MD trajectories that include ZPE into the modes at the

initial time of the classical nuclei dynamics can be done, hence taking into account the310

quantum representation of the nuclei in the preparation of the trajectory while propa-

gating classically the equations of motions of the nuclei. See e.g. one of our work

on that topic [118] and ref. [69, 119] for a related discussion. However, one issue with

semi-classicaly prepared MD is the ZPE-leakage, well documented by e.g. Hase, Bow-

man, Manolopoulos et al.. Quantum mechanically each internal molecular mode must315

contain an amount of energy at least equal to its ZPE, but classical mechanics may

allow vibrational energy to flow freely between all or a subset of the modes and, hence,

does not preserve any ZPE constraint [120]. This is of course an error inherent of clas-

sical mechanics. Consequently, no matter how accurately one can initially (i.e. at time

zero of the MD) assign the ZPE to each normal mode of a molecule, after a number320

of steps, the energies in these modes may fluctuate. The energy fluctuation between

modes for a multimode Hamiltonian is caused by the mode-mode coupling. In the case

of separable modes, the energies for these modes would be conserved. Without any

control of the coupling term, it is possible for one mode to transfer its energy to other

modes and to lose energy, and be of an energy less than the ZPE [121]. Bowman and325

co-workers [122] and Miller and co-workers [123] proposed a method to constrain the

ZPE by changing the sign of the momentum when the energy of any mode reaches the

ZPE. This method did prevent energy from going below the ZPE, however since the

momentum change occurs instantaneously, it is equivalent to an infinite impulse that is

perhaps too abrupt, and can cause noise in a classical correlation function. This can be330

problematic in the context of time-dependent correlation functions for vibrational spec-
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troscopy. Another method has been implemented by Bowman and co-workers [124] to

constrain the ZPE by smoothly eliminating the coupling terms in the Hamiltonian as

the energy of any mode falls below a specified value. This still introduces errors in the

correlation functions that are needed to calculate spectroscopic signals.335

Semi-classical MD is intermediate between quantum nuclei MD and semi-classically

prepared MD, intermediate not only in terms of theoretical representation but also in

terms of computational cost. Semi-classical MD retains the quantum nature of the

nuclei into the propagator of the dynamics and hence includes the ZPE in each vibra-

tional mode of the system over the MD. For computational reasons, the trajectories340

are accumulated over short time scales (ps time-scale), the final vibrational spectrum

of a molecular system is averaged over multiple (short) trajectories. Semi-classical

MD can be coupled to any representation of the interactions, i.e. electronic or clas-

sical. Semi-classical MD based on the IVR (initial value representation) and applica-

tions to vibrational spectroscopy of gas phase molecules is in particular developed by345

Ceotto et al. [125, 126, 127] with recent successful applications to large and flexible

(bio)molecules [128, 129]. They have demonstrated that semi-classical MD trajecto-

ries are free of ZPE leakage when employing the Herman-Kluk propagator. [130] Other

complex spectroscopies, i.e. linear, non-linear/multidimensional and time-dependent,

are modeled through semi-classical MD trajectories [131, 132, 133, 134].350

2.4. Rewriting the IR signal with velocity correlation functions: the APT formalism for

dynamical IR spectroscopy

As shown in section 2.1, a dynamical anharmonic vibrational IR spectrum is based

on the Fourier transformation of a dipole time correlation function, i.e. on the knowl-

edge of the time evolution of a molecular dipole moment. The strength of an electronic-355

based MD method is to calculate these dipole moments without pre-established/parame-

terized models. In ’on-the-fly’ BOMD simulations, calculating dipole moments, how-

ever, remains computationally expensive. It is usually based on the Berry phase method

or on the localization of the (delocalized) wave function into localized functions as is

done with the Wannier center localization. [98, 135, 136, 137] Alternative strategies360

have also been recently developed. [94, 138]
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We have developed in ref. [139] an alternative method that circumvents any such

procedure, without any a priori parameterization model for the calculation of molecular

dipoles. Our strategy is fully based on the DFT-MD trajectories combining Atomic

Polar Tensors (APT) (both developed for static and dynamical spectra calculations) [90,365

140, 141, 142, 143, 144, 145, 146, 147, 148, 149] that take into account the charge and

dipole fluxes that are essential ingredients for vibrational band-intensities, with the

fast convergence of velocities time correlation functions (VDOS, see section 4.1). At

variance with the dipole time correlation functions, a velocity time correlation function

is known to reach the zero-limit within far less than ∼5 ps thanks to the isotropic370

character of the cartesian atomic velocities. With such a fast time-scale for the time

correlation function, several short DFT-MD trajectories can be employed to calculate

converged DFT-MD-IR spectra.

The derivations shown below for the IR spectroscopy can be straighforwardly trans-

posed to Raman spectroscopy, changing the Atomic Polar Tensors that will appear in375

the derivation by Raman tensors. The same general formalism is used in our DFT-

MD-SFG spectroscopic investigations of aqueous interfaces in refs. [87, 88, 106, 101],

where a parameterization of the water APTs has been made and allows for fast spec-

troscopic calculations of very complex molecular systems in the condensed phase, at

low computational cost.380

In ref. [139], we have shown how to go from eq. 1 to an equation based on the

Fourier transform of the time-correlation function of the cartesian atomic velocities

weighted by Atomic Polar Tensors (APTs). These latter contain the activity of the vi-

brational modes. The formalism is obtained by expanding the time derivative dipole

moment vector into cartesian coordinates derivatives. Hereby and in ref. [65], we385

present the equivalent derivation using internal coordinates (ICs) labeled Rm (for any

coordinate that belongs to the 3N− 6 set of non redundant internal coordinates). We

define vector R is R = [R1,R2,R3, . . . ,Rm, . . . ,R3N−6]
T , where N is the total number of

atoms in the molecular system). The time-derivative of the dipole moment now reads:

dµ(t)
dt

=
3N−6

∑
m=1

∂ µ(t)
∂Rm

· ∂Rm(t)
∂ t

=
3N−6

∑
m=1

∂ µ(t)
∂Rm

· Ṙm(t) (2)
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With this, one can rewrite equation 1 into:390

I(ω) =
2πβ

3cV ∑
m

∑
l

∫ +∞

−∞

dt eiωt〈 ∂ µ(t)
∂Rm

· Ṙm(t)
∂ µ(0)

∂Rl
· Ṙl(0) 〉 (3)

where Ṙl is the velocity of the lth IC. This equation is the mirror to the one established

in ref. [139] in terms of cartesian coordinates. The IR spectrum is thus calculated

through the Fourier transform of the time-correlation function of the velocities of the

internal coordinates modulated by derivatives of the dipole moment with respect to the

internal coordinates. These latter are the equivalent of the APTs expressed in cartesian395

coordinates within a transformation.

For vibrational small displacements, the ∂ µ(t)
∂Rm

elements can be considered constant

with time, equation 3 can hence be rewritten as:

I(ω) =
2πβ

3cV ∑
m

∑
l

∂ µ

∂Rm

∂ µ

∂Rl

∫ +∞

−∞

dt eiωt〈Ṙm(t) · Ṙl(0)〉 (4)

One important issue in equation 4, also discussed in ref. [139], is that the final IR inten-

sity I(ω) includes all the self- and cross-correlations between all internal coordinates.400

All motions in the dynamics are correlated, which is naturally included in the calcu-

lation of the IR spectrum through the dipole moment in eq. 1, and is still maintained

once the dipole moment is expanded into the ICs contribution in eq. 4.

One can hence rewrite eq. 4 into two sums, one related to the self-correlation con-

tributions (〈Ṙm(t) · Ṙm(0)〉, ∀ m = 1, · · · ,3N−6), and one to the cross-correlation con-405

tributions (〈Ṙm(t) · Ṙl(0)〉, ∀ m 6= l):

I(ω) =
2πβ

3cV ∑
m

∂ µ

∂Rm

∂ µ

∂Rm

∫ +∞

−∞

dteiωt〈Ṙm(t) · Ṙm(0)〉

+
2πβ

3cV ∑
m

∑
l 6=m

∂ µ

∂Rm

∂ µ

∂Rl

∫ +∞

−∞

dteiωt〈Ṙm(t) · Ṙl(0)〉 (5)

All these equations involve ∂ µ

∂Rm
components, while the APT components (i.e. ∂ µ

∂ rm

with rm = xm,ym,zm) are defined, in cartesian coordinates. APTs can be calculated

from strandard quantum chemical packages such as Gaussian [150] largely used in

the gas phase community, one has therefore to transform ’cartesian’ APTs into their410

equivalent in internal coordinates for eq. 5 to be applicable. We hence introduce the
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vector ξ = [x1,y1,z1,x2, . . . ,zN ]
T that collects the 3N cartesian displacements of the N

atoms of the system. It is always possible to find a linear transformation such as:

R = B ·ξ (6)

∂ µu

∂Ri
= ∑

j
A ji

∂ µu

∂ξ j
(7)

where Bi j =
∂Ri
∂ξ j

and A ji =
∂ξ j
∂Ri

, µu is the uth cartesian coordinate of the dipole moment415

vector µ . We adopted the Wilson definitions of internal coordinates[151] to describe

the vibrational subspace and the transformation A and B matrices, defining the rela-

tionships between internal (R) and cartesian displacements coordinates (ξ ). With eq. 7

one can express the APT cartesian components, into the internal coordinates needed

for equation 5.420

In ref. [139] we have tested several schemes for adapting the (cartesian) APTs to

the change in conformations along the MD trajectory, and hence correctly include con-

formational changes (e.g. isomeration, rotation of certain parts of the molecule, proton

transfers, large amplitude motions, · · · ) over time into the DFT-MD-APT-IR model-

ing. The weighted linear combination of a few selected APTs adapted for molecular425

rotation has been found the most robust to accurately reproduce the ’exact’ DFT-MD-

IR spectrum from eq. 1. We present below the scheme in cartesian coordinates, it is

straightforward to apply it to APTs expressed in internal coordinates.

Briefly, if we note P(t) the cartesian APT tensor of the molecule at time t, a rea-

sonable hypothesis is that P(t) can be described by a linear combination of the atomic430

polar tensors Pj
re f of a set of appropriately chosen reference structures { j}:

P(t) = ∑
j

w j(t)R j(re f → t)Pre f
j (re f )R j

T (re f → t) (8)

where w j(t) is the weight of the j-th reference structure in the whole combination at

time t. The rotation matrix R(re f → t) must be introduced in the equation to ensure

the consistency of the internal reference system of the { j} structures with the one of

the molecule at time t along the trajectory. The reference structures can be chosen435

following different strategies. If the potential energy surface of the molecular system
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is known, it is for instance reasonable to use the equilibrium conformations of the

molecule as references, to which some transition points along known transition path-

ways can be added. A much simpler possibility is to randomly choose some structures

explored along the trajectory and to use them as reference.440

To evaluate the weights w j in the combination, we follow a strategy similar to the

one proposed by Mathias et. al [91] in a different context. We assumed a Gaussian

distribution around reference structures: w j(t) =
exp(−

d j
2σc )

∑ j exp(−
d j

2σc )
where d j is a properly

defined ’distance’ measuring the difference between the geometry of the molecule at

time t and the reference structure j, and σc is the width of the Gaussian distribution. To445

define d j, one possibility is to directly use cartesian coordinates, i.e., d j = ||R(re f →

t)X re f
j −X(t)||. However, this choice can generate numerical noise, because it includes

changes over all the internal coordinates, such as vibrational displacements along bonds

and valence angles, which should be rather independent on conformational changes.

To avoid this problem, we introduced a distance based on selected internal coordinates,450

for instance based only on torsional angles: d j(t) =
√

∑
Nt
k (θk(t)−θ

j
k ) where θk(t)

is the k-th torsional angle of the molecule at step t of the trajectory, and θ
j

k is the

corresponding torsional angle value for the reference structure j. In ref. [139], we

showed that in most of the cases, even for very dynamical molecules, a small number

Nt of torsional angles (even only one) allows to univocally characterize the different455

reference structures. Such definition can easily be generalized to any definition of

internal coordinate or to any combination of internal coordinates that might be more

appropriate to characterize the molecular dynamics, see e.g. ref [91].

Velocities in all MD codes are obtained in cartesian coordinates. Velocities of the

internal coordinates are thus calculated by numerical derivation with typically a five460

points central difference algorithm that we have found of excellent accuracy for DFT-

MD trajectories accumulated with a 0.4 fs time-step:

Ṙ(t) = −R(t+2δ t)+8R(t+δ t)−8R(t−δ t)+R(t−2δ t)
12δ t

In ref. [139], we have shown that a very small number of reference structures

and thus of reference APTs is necessary for a high level accuracy of equation 4 for465

DFT-MD-APT-IR spectroscopy. For instance, the IR spectroscopy of a very dynamical
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dipeptide that continuously changes conformation over time is accurately captured with

only 2 reference APTs. Another example is the IR spectrum of the Cl− · · ·methanol

cluster in the low frequency domain where large amplitude intermolecular motions are

probed : it is accurately obtained when using only 6 reference APTs. Also, a large pep-470

tide like Gramicidin requires only 6 reference APTs to capture the correct IR spectrum

in the THz domain.

Therefore, one can see that this methodology has many advantages among which

being computationnally cheap, efficient and accurate: a restricted number of APTs

is indeed required, without any particular careful choice of the reference structures475

(i.e. minimum, transition state, any structure explored along the trajectory) ; these

APT calculations are done once and for all ; short time-scale MD trajectories can be

performed over which the VDOS/ICDOS Fourier transform of the velocities time cor-

relation functions is converged, which allows a statistical calculation of IR spectra over

several trajectories that could not be achieved with a signal based on the dipole time480

correlation function ; the band-intensities are now entirely in the hands of the APTs

that modulate the VDOS intensities, by including the charge fluxes that are mandatory

for accurate IR intensities. As a consequence of this later point: if the molecular sys-

tem is thermalized by MD simulations in the NVT ensemble, one can expert a rather

reasonable equipartition of the energy within all the modes to be achieved, even for485

smallish systems. The subsequent few pico-seconds NVE MD simulations for the IR

spectroscopy would then keep this equipartition, which together with the APT modula-

tion of the VDOS/ICDOS would provide band-intensities with an accuracy that could

not be achieved through eq. 1. The final advantage of equation 4 for MD-IR spec-

troscopy is that one can choose, at will, the level of representation for the calculation490

of the APTs. The higher ab initio representation the more accurate the APTs, thus the

more accurate the charge fluxes for the IR calculations, thus the more accurate the dy-

namical IR band-intensities. Such accuracy is achieved at low computational cost as

the number of atomic polar tensors is extremely reduced, as discussed above.

This is opening the path for a mixed representation of methods for dynamical IR495

spectroscopy: the MD trajectory can be applied at any level of theory, from low com-
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putational cost as obtained with force field MD or semi-empirical MD, to medium

computational cost as obtained with DFT-MD, while the APTs can be obtained at a

very high level of electronic representation, for instance CCSD(T) for the highest af-

fordable. This will be rediscussed in section 3.2.500

2.5. Level of representation for the interactions in the MD simulations

The level of representation for the atomic interactions in the MD simulations can,

in principle, be chosen as one wishes. There are two choices in atomistic MD: a QM

(quantum mechanical) representation of the interactions and a FF (Force Field) repre-

sentation. A mixed QM-MM representation can also be used. By construction, the CG505

representation is not fully atomistic and thus cannot be applied for vibrational spec-

troscopy where both the covalent bond dynamics and inter-molecular dynamics are

probed. The QM-MD can be accumulated ’on-the-fly’ or on precomputed potential

and dipole/polarizability surfaces with Born-Oppenheimer molecular dynamics. When

this later is done, the precomputed surfaces are generally obtained at a very high quan-510

tum level. See for instance works by Bowman et al. [69].

While any quantum representation can be used for ’on-the-fly’ QM-MD, the DFT

(Density Functional Theory) electronic representation is certainly the computationnally

most efficient electronic method and therefore the most used in the literature for dy-

namical spectroscopy of large molecular systems (nowadays a few 1000’ atoms is rea-515

sonably possible) over 100’ ps time-scale trajectories. Any higher electronic level will

be applicable only to molecules composed of maximum 10-50 atoms, for trajectories

restricted over few picosecond time-scales. The other consequence of the ’smallish

time-scale’ is that there will possibly be difficulties in achieving the convergence of the

theoretical spectroscopic signal, as already discussed in section 2.2. However, we have520

shown in section 2.4 how to circumvent such issue. GGA functionals like BLYP or

PBE are certainly the most used in DFT-MD simulations. Hybrid functionals as well

as meta-GGA functionals would probably be of better accuracy, however at a higher

computational cost.

While accumulating the trajectories of large molecular systems (100-1000 atoms)525

over ∼50-100 ps in DFT-MD is already an achievement, the calculation of the proper-
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ties that enter in the time-correlation functions for IR, Raman or VCD spectroscopies

is even more challenging. Here, the gas phase medium is beneficial; the condensed

phases (liquids, solids, and their interfaces) are indeed more complex and challenging

as they require either a systematic localization of the wavefunction (typically with the530

Wannier representation [135, 136, 137, 98, 86]) or with methods such as the Voronoi

representation [94, 86] for the actual calculation of the dipole moments and polariz-

ability tensors of individual molecules for IR and Raman spectroscopies.[98, 152, 86]

These methods generally lead to a ∼4-times increase in the computational cost of the

DFT-MD simulations. A slightly less expensive method has been developed by Kuhne535

et al. [153] where the Wannier localization and Wannier volumes around the atoms

are used to build the molecular polarizabilities. Though it still relies on the Wannier

localization of the wavefunction, it is avoiding the computationnally expensive stage

that we applied in ref. [152] where the molecular polarizabilities were obtained by the

application of an external field. In the case of gas phase molecules, no such localiza-540

tion procedure is required. However, we also refer the reader to section 2.4 where we

showed how to calculate an IR spectrum without the actual calculation of dipole mo-

ments (the same holds true for the non necessity of calculating polarizability tensors

for a Raman spectrum calculation).

FF-MD classical simulations are based on analytical expressions for the intra- and545

inter-molecular interactions (FF) with pre-established parameters. The typical FFs for

organic and bio-molecules are AMBER, CHARMM, GROMOS, OPLS, AMOEBA.

The intramolecular part of these FFs is generally modeled by harmonic forms of the

bond and angle motions that represent 2- and 3-body terms, an anharmonic torsional

term for 4-body dihedral motions, while the intermolecular part of these FFs is ac-550

counted by Coulomb and Lennard-Jones terms for atoms separated by more than three

bonds within the molecule and/or for atoms belonging to distinct molecules. Roughly

speaking, the intra-molecular interactions and the parameters entering into these are

mostly responsible for the vibrational band-positions while the inter-molecular inter-

actions/parameters are mostly responsible for the band-intensities. Intermolecular pa-555

rameters also modulate the band-positions through the interactions with the surround-
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ing environment, typically for vibrational bands related to hydrogen bonds. No matter

how carefully any FF is parameterized, its accuracy for energetics and spectroscopy

will be limited by the choice of the functional forms entering into the analytical ex-

pressions of the FF and by the parameterization. As said above, most of the common560

FFs in use for gas phase molecules and condensed phases are based on harmonic os-

cillators for the internal motions, which is of course a huge approximation for vibra-

tional spectroscopy. At least Morse anharmonic potentials should be used to model

these motions for improved spectroscopic accuracy, cross-terms between the internal

motions should also be employed to achieve spectroscopic accuracy. Including these565

latter in a FF increases the complexity of the parameterization, which is therefore very

seldom done. Also polarization should be included in the electrostatic part of the FFs

for spectroscopic accuracy, while higher order multipolar terms to model electrostatic

interactions should also be in principle included. This is also very seldom done, the

reason being always the same, it is indeed extremely complex and cumbersome to pa-570

rameterize such high level FFs. However these inclusions would also certainly improve

the transferability of these FFs. Even more importantly, electrostatic terms that explic-

itly take care of charge and dipole fluxes [154] should be added in FFs for spectroscopic

accuracy: such fluxes have been shown to be the most important ingredients in vibra-

tional spectroscopy analyses [155, 156]. Such force fields are extremely rare, as they575

are complicated to develop and parameterize (already for one given class of molecules,

let us not mention transferability issues), and furthermore can become computationally

rather costly. [157, 158]

Very few FFs are therefore of spectroscopic accuracy, i.e. very few are able to

predict reliable band-positions, band-intensities and band-shapes. In ref. [159], we580

have for instance shown the extent of agreement/disagreement between AIMD and FF-

MD SFG (Sum Frequency Generation) spectra for a series of aqueous interfaces using

simple and slightly more sophisticated FFs. Developments around the AMOEBA FF

have been for instance performed by Clavaguera et al. in the gas phase community,

leading to a FF of spectroscopic accuracy, see e.g. refs. [157, 160]. As always with FFs,585

developing a FF is a time-consuming task, while the transferability of the parameters

from one molecular system to another is always questionable.
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See section 3.1 for the state-of-the-art machine learning methodologies for devel-

oping FFs and/or dipole/polarizability properties that enter into the spectroscopic the-

oretical signals.590

The alternative to the full QM electronic representation in MD simulations for spec-

troscopy is the semi-empirical (SE) representation, which can come in various flavors.

To our best knowledge, most of the SE-MD simulations of vibrational spectroscopy

using PM methods as the SE representation are for the liquid phase, especially the IR

spectroscopy of liquid water or biomolecules immersed in water [161, 162]. Several IR595

spectroscopic investigations have been led by Rapacioli and coll. using DFTB (DFT

Tight Binding) SE-MD dynamics for gas phase systems [163, 164, 165]. Other papers

can be found for static harmonic spectra calculations based on SE representations, but

harmonic spectra are not within the scope of this opinion paper.

3. MD-based dynamical anharmonic spectroscopy: some new directions600

3.1. FF-MD-based dynamical spectra: Machine Learning as the central tool

Presumably one of the most exciting routes for improving FF-MD based dynami-

cal vibrational spectroscopy is machine learning (ML), where one can either machine

learn a classical FF or machine learn the properties that enter into the time-correlation

functions for spectroscopy. For IR, one has therefore to machine learn molecular dipole605

moments. For Raman, one has to machine learn molecular polarizability tensors. The

learning has to be done over relevant conformations that will be explored at the fi-

nite temperature of the MD simulations. The general goal of machine learning force

fields is to achieve a very high accuracy that is comparable to first principles meth-

ods, naturally including many-body effects, that could generally be applicable to all610

types of bonding and atomic interactions (covalent bonds, electrostatic, van der Waals,

...), thus with a high degree of transferability to new atomic configurations and more

generally and ideally transferable between molecular systems. See ref. [166, 167] for

more general discussions. ML-FF-MD can hence be performed on very large molecu-

lar systems, over long time-scales, that would not be amenable to first principles MD615

simulations, while maintaining first principles accuracy. Another great advantage of
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ML-FF-MD of first principles accuracy is the possibility to apply any of the methods

listed in section 2.3 for treating quantum nuclei in these dynamics: the quantum MD

is hence generated over a ’cheap’ ML-FF-MD. See some works by Rossi al. [114] or

Marx al. [168] along this line. It is not the purpose of this paper to enter into the details620

of the ML techniques employed, neither on unsupervised/supervised trainings, we refer

the readers to the cited papers to learn more on these methodologies.

Pioneers and well advanced research groups in ML-FF within the recent years in-

clude the groups of e.g. Behler, Czanyi, Shapeev and Ceriotti [166, 167, 169, 113, 170,

171, 172, 173, 174, 107], with applications mostly done for the condensed phases. En-625

ergies and forces are the central workhorse of the ML-FF techniques, ML-FFs express

the potential energy surface as a sum of atomic energies that are a function of the local

environment around each atom. They differ in the description of these local environ-

ments and in the ML approach or functional expressions to map the descriptors of the

PES. See e.g. ref. [167] for a review. See also ref. [175] for alternative routes for630

ML-FF based on global representations.

ML-FF have been mostly developed and applied to condensed phases, i.e. liquids,

solids, and aqueous interfaces. However to date, these ML-FF-MD simulations have

been very seldom applied for vibrational spectroscopy calculations. Recent ML-FF-

MD of protonated water clusters have been published in ref. [168], there again without635

associated vibrational spectroscopy. The paper by Behler and Hermansson [176] of

the aqueous ZnO2 interface also makes use of ML-FF-MD for the sampling of this

complex inhomogeneous system, but the O-H IR spectroscopy is not generated along

such trajectories but it is a posteriori modeled with an analytical fitted anharmonic

model.640

Marquetand et al. [177] have pushed forward the ML to infrared spectra. In their

pioneering work, they have coupled ML-FF dynamics with the simultaneous machine

learning of dipole moments for the IR spectroscopy of gas phase molecules (methanol,

n-alkanes, a tripeptide in their work). Molecular dipole moments were machine trained

on DFT-MD simulations with techniques and algorithms similar to the training for645

energies and forces for the ML-FF. Excellent agreements of the ML-FF-dipole-MD

dynamical spectra were hence obtained with the reference DFT-MD spectra (and ex-
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periments). This opened a highly promising route for vibrational spectroscopy, i.e. ac-

curate theoretical spectra at low computational cost. More recently, Rossi et al. [113]

have continued on the same route for the vibrational spectroscopy of the porphycene650

gas phase molecule, i.e. not only machine learning the potential energy surface of

porphycene but also machine learning its molecular dipole moment. This investiga-

tion furthermore shows that, with such methods, the quantum dynamics of the nuclei

can be included at very low cost, allowing take the quantum nature of the nuclei into

account not only for the dynamics but ultimately for the vibrational spectra, which655

is essential in systems containing light atoms and possible proton transfers like the

porphycene molecule there investigated. All together, such a successful investigation

opens the route to ML-FF-MD and ML-spectroscopic properties that directly enter the

time-correlation functions required in the vibrational spectra calculations for large size-

and time-scale simulations of gas phase molecules, including nuclei quantum effects660

and ZPE effects on the final spectra.

Instead of machine learning molecular dipole moments, Ceriotti et al. [178] have

machine learned atomic charges or/and atomic dipole moments in order to construct

and predict the molecular dipole moments of a large variety of gas phase molecules ex-

tracted from databases. This ’muML’ model gives excellent agreements on molecular665

dipole moments (0.07 D in MAE) but the paper does not show any further application

to IR spectroscopy. A similarly ’AlphaML’ model for polarizability tensors can be

seen in ref. [179]. Machine learned polarizability tensors have also been obtained in

ref. [107] for molecular crystals and used for Raman spectroscopy calculations. Skin-

ner and Corcelli [180] have also used machine learning for the transition frequencies670

and dipole derivatives of the O-H oscillators of water used in their vibrational maps

for the vibrational spectroscopy of liquid water, furthermore noticeably increasing the

accuracy of the spectroscopic-map approach.

This short review on the recent developments of machine learning for MD simula-

tions and for spectroscopy in particular shows where the field is moving. We believe675

this is one promising avenue for IR and Raman theoretical spectroscopy of large size

gas phase molecules and clusters, obtained over long MD trajectories that can safely

sample conformational dynamics at finite temperature, achieve equipartition, include
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quantum nuclei and ZPE effects at low computational cost, and ultimately reach con-

vergence of band-intensities of the spectra, that all together will provide a more accu-680

rate interpretation of gas phase spectroscopic experiments (and any condensed phase

spectroscopic experiments in general) at low enough computational cost (once the ML

stage has been achieved). To come back to our discussion in the introduction on the

high throughput decoding of IR spectra of gas phase molecules in MS-IR experiments,

the low computational cost of ML-FF-MD and ML-FF-IR-MD is indeed one central685

element that might allow to achieve such high throughput.

3.2. APT and Raman tensor formalism for dynamical MD-IR and MD-Raman spec-

troscopy

Another route is the one that we have presented in section 2.4 where the ’com-

putationnally cheap’ VDOS/ICDOS is modulated by atomic polar tensors (APTs) for690

IR spectroscopy or by Raman tensors for Raman spectroscopy. We have already dis-

cussed in this section that the MD trajectories for the VDOS/ICDOS can be generated

at the low computational cost FF level, which could in practice be a first-principle

derived ML-FF (see section 3.1), while the APT/Raman tensors can be obtained at a

very high quantum level over a very restricted number of reference geometries. We695

believe this is a very good alternative to ML-FF-ML-dipole-MD-IR (or to ML-FF-ML-

polarizability-MD-Raman) discussed in section 3.1, as it reduces the number of ML

stages to go through. One could also imagine to further ML APT and Raman tensors.

3.3. Multiple-time steps in ab initio MD

Schemes have been devised to accelerate ab initio molecular dynamics simulations700

(AIMD) using multiple-timesteps (MTS). MTS-AIMD relies on the idea that the full

system force can be calculated at a low-level of theory, which is taken as a reference,

and is subsequently corrected with the force difference from a higher-level represen-

tation. For instance, a GGA-DFT calculation can be corrected with forces arising

from the higher hybrid level B3LYP, see e.g. ref [181] and refs. therein. Steele et705
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al. [181, 182] have for instance presented some developments for MTS-AIMD simu-

lations coupling HF and DFT for the two electronic levels of representation. In partic-

ular, they provided firm theoretical foundations for such a scheme and accompanying

algorithms. Ref. [182] shows vibrational spectra (VDOS spectra) obtained through

MTS-AIMD trajectories on two prototype ’simple’ gas phase molecules (an isolated710

water, a protonated hydrazine), with remarkable agreements for the band-positions and

band-intensities with the reference VDOS. Speed-ups from 3 to 7 were obtained for the

systems investigated in this paper [182]. MTS-AIM thus opens the route to accelerated

AIMD that maintain the level of accuracy of the AIMD not only for the trajectories

but also for the calculated observables like a VDOS spectrum. It opens the route to the715

modeling of large-size molecules. MTS-AIMD could be coupled to our schemes for

IR/Raman spectra detailed in section 2.4 and discussed further in section 3.2, hence

providing vibrational spectra accumulated over long time-scale MTS-AIMD trajecto-

ries for a better convergence of these spectra. Ceriotti and coll. [183] have developped

this MTS-AIMD concept for quantum nuclei AIMD simulations, where the multiple720

time-steps allow a reduction in the computational burden of the quantum nuclei repre-

sentation. This also opens the path to accelerated quantum nuclei AIMD that would

allow the calculation of more accurate vibrational spectra. See our related discussion

in section 2.3.

3.4. Scores for assessing the match and quality of theoretical spectra725

Assessing the quality/agreement of theoretical vibrational spectra to the recorded

experimental spectra is necessary but non trivial. Such agreement is usually done by

visual inspection in terms of band-positions, band-intensities and (more rarely, though

accessible from dynamical spectroscopy) band-shapes. A more quantitative assessment

would be needed, especially if one wants to make an automatic comparison between730

the calculation and experiment, as would be needed in a high throughput spectroscopic

probing of 3D-structures of molecules in analytical chemistry as discussed in the in-

troduction of this paper. Sadly enough, there is still no established methodology to

quantitatively compare theoretical and measured spectra. Three very recent state-of-

the-art papers report the development of scores in order to achieve a quantitative as-735
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sessment of calculated spectra [184, 185, 186]. Only ref. [184] uses finite temperature

MD simulations in the flavor of DFT-MD for the calculation of IR spectra of gas phase

molecules, the two other investigations rely on static harmonic IR spectra (with ab

initio, semi-empirical, tight-binding, and classical force fields). Ref. [184] compares

several measures of similarities and scores (e.g. Euclidiean distance, RMSD, Earth740

Mover Distance, Pearson correlation coefficient, Spearman correlation coefficient) in

order to assess which indicator(s) can be the best one(s), all of them including band-

positions, -intensities and -shapes in the theory/experiment quantitative comparison.

Beyond the choice of the quantitative measure technique/descriptor to achieve a quan-

titative comparison, there are central issues discussed in this paper for the baseline (in745

the experiment), scaling factors for band-positions and band-intensities in the calcula-

tions. Grimme et al. [185] have shown that any of their four chosen similarity mea-

surements (some of them are in common with ref. [184]) can be used to sufficiently

represent the similarity between two IR spectra. This conclusion has been obtained

over a very large database of calculations/experiments (more than 7000 experimental750

references). The authors also show that the central issue of matching band-positions

and intensities for the similarity measurement can be solved through scaling factors,

with mass scaled values which were found superior to the usual linear scalings of the

frequencies. In their investigation, van der Spoel et al. [186] made harmonic IR spec-

tra calculations based on force fields representations, and used Pearson and Speaman’s755

correlation coefficients for the similarity measure between experiment and calculations

over a set of 700 gas phase molecular data. Beyond the rather deceptive difficulty in

matching FF-based harmonic spectra to experiment, the authors have also a contrasted

conclusion on the two investigated matching scores, which they both qualify as having

’benefits and drawbacks’. Band-intensities are especially found crucial for a quantita-760

tive matching. Pearson’s correlation is found for instance to better indicate agreements

of the most dominant features in the spectrum while Spearman’s is better to represent

approximate matches of the bands. It would be very interested to balance these investi-

gations with long time-scale finite temperature trajectories where, as discussed earlier

in this paper, convergence of the band-intensities could be achieved.765

Similarity measures could also be obtained through graph theory algorithms that
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will be presented in two other contexts in sections 4.2 and 5. This is a route that we are

currently developing in our group.

4. Assignments of vibrational modes

As already emphasized in the introduction of this paper, it is one achievement to770

calculate anharmonic dynamical vibrational spectra, it is another task to assign the vi-

brational bands to atomic motions and hence reveal the nature of the movements that

give rise to active IR/Ramn bands. We and others have in the past developed theoretical

methods to that end [89, 90, 91, 92, 93, 94, 95, 96]. We review in section 4.1 the vi-

brational density of states (VDOS) and internal coordinates density of states (ICDOS)775

which constitute two very common and easy tools for extracting the knowledge of the

atomic and molecular vibrational motions. Both are unfortunately only qualitative:

while the atomic participation is known, the percentages of individual motions are not

quantitatively known ; furthermore, the intensity of the VDOS/ICDOS bands do not

correspond to the active IR (or Raman) intensities, which limits the motional assign-780

ment of the active modes. ”Effective normal modes” methods have been developed,

see e.g. [82, 83, 84, 85], which are the equivalent of the normal mode analysis in static

harmonic calculations however now including the mode couplings and temperature of

the underlying MD trajectory. These methods are not so easy to converge in practice,

which has prevented their widespread use.785

We have developed a very different route to modes assignments from MD simula-

tions, based on both the MD-APT-IR spectroscopy theory reviewed in section 2.4 of

this paper coupled to graph theory algorithms, that we review in section 4.2: it provides

a quantitative description of the anharmonic molecular modes without the drawbacks

of other methods.790

4.1. Assignments by VDOS or ICDOS

In molecular dynamics simulations, the interpretation of the infrared/Raman active

bands into individual atomic displacements is traditionally and easily done using the

vibrational density of states (VDOS) formalism. The VDOS is obtained through the
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Fourier transform of the cartesian atomic velocity auto-correlation functions:795

V DOS(ω) = ∑
i=1,N

∫
∞

−∞

〈vi(t)·vi(0)〉 exp(iωt) dt (9)

where i runs over all atoms of the investigated system. vi(t) is the velocity vector

of atom i at time t. As in equation 1, the angular brackets in equation 9 represent

the statistical average of the correlation function. The VDOS spectrum provides all

vibrational modes of the molecular system. However, only some of these modes will be

either Infrared or Raman active, so VDOS spectra can by no means directly substitute800

IR or Raman spectra. Cross-correlations between the atomic velocities couls also be

included in equation 9, following the spirit of equation 4 for the formalism of MD-

APT-IR spectroscopy.

The VDOS can further be decomposed according to atom types, or to groups of

atoms, or to chemical groups of interest, in order to get a detailed assignment of the805

vibrational bands in terms of individual atomic motions. This is done by restraining

the sum over i in equation 9 to the atoms of interest only. Such individual signatures

are easy to interpret in terms of movements for localized vibrational modes that involve

only a few atomic groups, typically in the 3000-4000 cm−1 domain, but the interpre-

tation of the VDOS becomes more complicated for delocalized modes or for highly810

coupled modes. In the far-IR/THz domain below 1000 cm−1 where such motions are

activated, the Fourier transform of internal coordinates (IC) time correlation functions

is better suited to describe the molecular motions:
∫

∞

−∞
〈IC(t)·IC(0)〉 exp(iωt) dt. This

requires to describe the molecular system by an ensemble of non-redundant internal

coordinates, which is non trivial.815

As already highlighted, the disavantage of the VDOS/ICDOS is that there is no ac-

tivity taken into account in the peaks intensities (IR or Raman activities). They cannot

be used for the final interpretation of any IR active band in terms of relative participa-

tion of the individual motions into the final motion responsible for the activity of the

band. Therefore the need for another methodology that we present in the next section,820

based on the combination of ICDOS with the APT rewriting of the IR signal shown in

section 2.4. The same method can be developed for any vibrational spectroscopy, e.g.

Raman and SFG for instance. See the discussion in section 2.4.
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4.2. Graph Theory for vibrational spectroscopy assignment

We have developed in ref. [65] a new theoretical strategy for vibrational band as-825

signments that combines our work reviewed in section 2.4 with Graph Theory algorith-

mic. Equation 5 has shown how to reconstruct any IR spectrum as a combination of

the IR participation of the (non redundent) internal coordinates (ICs) that describe the

molecular system of interest. With this we directly obtain the quantitative knowledge

of the active participation of each intra- and inter-molecular motion involved in each830

band/vibrational mode. This knowledge is coupled with Graph Theory from computer

science in order to automatically assign each IR band and provide the graph of connec-

tivity between the ICs that are responsible for the IR activity of each band, including

their percentage of participation. We hence are able to generate a graph of connectivity

between ICs that participate to each vibrational mode/peak in terms of the percentage835

of participation of each IC but also in terms of the couplings between the ICs. The an-

harmonic modes probed in the finite temperature MD are thus quantitatively described

by this method. The different elements of the theory were detailed in ref. [65], they are

summarized in the following text.

From equation 5, one has:840

IR(ωx) = ∑
m,l

IICml (ωx) = ∑
m

IICm(ωx)+ ∑
m,l 6=m

IICml (ωx) (10)

for each band of the I(ω) spectrum, where ωx is the frequency at which the maximum

amplitude of the band is located. The first term in eq. 10 gives the contributions arising

from the self-correlations of the IC velocities, while the second term provides cross-

correlation contributions from pairs of velocities. Cross-correlations 〈Ṙm(t) · Ṙl(0)〉 in

IICml (ω) can be positive or negative depending on the relative phase of the motions of845

the two ICs, therefore IICml (ω) can likewise be positive or negative. The contribution

of each spectral component IICml into the active IR(ωx) band is given by the normalised

weight wml :

wml =
IICml (ωx)

IR(ωx)
(11)

With such formula, one can reconstruct the surface area of each band in the IR(ω)

spectrum by the sum of the IICml ’s surface areas, as these latter possess the IR activity.850
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With this reconstruction, we not only know which IICml ’s contribute to every single IR

band, we also know the percentage of participation of each IICml into the final IR band

(i.e. the wml weights in eq. 11 above).

This reconstruction hence provides the individual contributions of the internal co-

ordinates into that particular band. Such reconstruction not only includes the self-part855

contribution of the internal coordinates but also all cross-parts, which is the main is-

sue in reconstruction the full IR activity of one given band. The procedure is applied

between ωx and ωx±δω (where δω is roughly the band-width at half heigth). Works

presented in ref. [65] typically used δω=10 cm−1 for 50 K trajectories. It is straight-

forward to adapt δω to the temperature of the trajectory if needed.860

In practice, we also adopt the following conventions. Any IICml (ωx) < 1% of

IR(ωx) is not taken into account for the final band assignment, and any contribution

IICml (ωx)> 10% is always printed in the final graph. These thresholds can be changed

at will. As soon as the spectral reconstruction procedure achieves 80% of the area of

IR(ωx), adding up IICml (ωx) contributions from higher % contributions to lower % con-865

tributions, the fitting procedure is stopped for that particular IR(ωx) band. Delocalized

modes in the far IR/THz domain (<800 cm−1) can be made of multiple small contri-

butions, each one can be < 10%. These contributions are added up for the final band

assignment until one reaches the 80% threshold mentioned above, and a criteriom at

4% is taken for printing these contributions in the graphs.870

To have a direct and graphical view of the contributions of the ICs into the an-

harmonic modes of the IR spectrum, graph theory algorithmic from mathematics and

computer science is used. Graph theory is especially useful to subsequently apply algo-

rithmics such as e.g. similarity between graphs that will provide the similarity between

the vibrational modes, or reveal e.g. the couplings between the modes.875

In Graph Theory, the IICml (ωx) self- (m = l) and cross- (m 6= l) contributions to

IR(ωx) can be seen as a coloured indirect graph labelled G=(V, E, FV , FE ), where:

- V is the set of vertices of the graph G. Each IICm(ωx) self-contribution represents one

vertex of G.

- E is the set of edges of the graph G. Given two vertices a and b of V, [a,b] belongs to E880
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if and only if a (i.e. ICa = Ra) and b (i.e. ICb = Rb) are cross-correlated (IICml (ωx) 6= 0).

- FV : V → [0,100] is the weight (here percentage of contribution of a given IC, self-

term IICm(ωx)) on the vertices of the graph G.

- FE : E→ [0,100] is the weight (here percentage of contribution of a pair of correlated

ICs, IICml (ωx)) on the edges of the graph G.885

For the graphical representation of the graph G, colored graphs are presented in

order to distinguish, immediately by eye, the possible IC components in the vibrational

modes. Our conventions adopted for the graphs representations are reported in fig. 1.

There are four colors for the vertices of the graph G: red for stretching IC motions,

light blue for bending IC motions, gray for torsional and wagging IC motions, yellow890

for intermolecular hydrogen bond motions. The percentage of participation of the IC

Figure 1: Conventions adopted for the graphs representations. The bottom of the figure provides some

conventions for figure 4. Reproduced with permission from the Royal Society of Chemistry. [65]

component represented by the vertex into the mode assignment is written next to the

vertex (FV value). The connections in between the vertices, i.e. the edges in the graph

G that represent the cross-contributions of a pair of ICs in the IR spectrum, are traced

with a black line, either a continuous line for in-phase couplings (positive values for895

FE cross-terms IICml (ωx)) or a dashed line for out-of-phase couplings (negative values

for cross-terms IICml (ωx)).

One graph is obtained per mode/per active IR band (I(ωx)), with the following data
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contained in the graph:

• Vertex - mm : ICmm(ωx)→ FV → 2πβ

3cV

∣∣∣ ∂ µ

∂Rm

∣∣∣2 ∫ ωxmax
ωxmin

dt eiωt〈 Ṙm(t) · Ṙm(0) 〉900

• Edge - ml : ICml(ωx)→ FE → 2πβ

3cV
∂ µ

∂Rm

∂ µ

∂Rl

∫
ωxmax
ωxmin

dt eiωt〈 Ṙm(t) · Ṙl(0) 〉

Various aspects of the Graph Theory are highly advantageous when using this the-

ory for modes assignments. As soon as the graph is plotted, on can immediately get

the self- and cross-term contributions of the internal coordinates into one given vibra-

tional mode (band). One can hence immediately conclude from the graph whether905

a vibrational mode is made of coupled or uncoupled internal motions: by eye, one

can immediately see from the graph whether a mode is made of localized (one main

single component in the graph) or (highly) delocalized/collective motions, simply by

counting the number of connected elements in the graph. On the other hand, by using

the weights displayed on the graph, one can get the information on the ’electronic’ vs910

’mechanic’ couplings at play in the motions, in a very efficient way. ICs can be me-

chanically correlated without participating to the final IR intensity (which arises from

the ’electronic’ coupling contained in the APTs in eqs. 5 & 7). In that case, the edge

on the graph would have a high value of the weight but low/even zero weight on one of

the connected vertices.915

One ultimate advantage of graphs is the natural capability for comparing graphs

and extract similarities. This is exactly what we need for comparing vibrational modes

in between molecular systems. To achieve similarity measurements, we apply the fol-

lowing working hypothesis that the two graphs to be compared have the same set and

same order of the ICs internal coordinates. Then, comparison of adjacency matrices920

is performed, resulting in one of the following cases: 1) the two graphs are equal if

the adjacency matrices are identical, 2) one graph is a sub-graph of the other graph if

one matrix is included in the second one, 3) the two graphs are different when there

is no match in the two matrices, and 4) the two graphs share only some nodes and/or

some edges, the algorithm hence provides the common graph. One could go one step925

further and also include the weights into the similarity algorithm. Isomorphism would

hence have to be applied, see for instance ref. [187] for more details on isomorphism
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and related algorithms. This is not presented further in this review/opinion paper.

One straighforward application and illustration of this theory is presented below for

the prototypic gas phase water molecule. The Graph Theory based vibrational modes930

are obtained from a 15 ps DFT-MD at 50 K (hence avoiding the rotational motion of the

molecule), δ t = 0.4 fs, BLYP functional for the electronic representation, and mixed

gaussian aug-TZV2P-GTH and 300 Ry plane waves basis sets (DFT-MD run with the

CP2K code [188]). The three graphs for the three IR active vibrational modes of the

water are presented in figure 2. As can be immediately seen, the two higher frequency

In Phase OH stretching Out of Phase OH stretching Bending 

3650 cm-1 3755 cm-1 1609 cm-1 

Figure 2: Graphs of the three active IR modes for a water gas phase molecule at 50 K. See fig. 1 for the

nomenclatures. Reproduced with permission from the Royal Society of Chemistry. [65]

935

modes are the in-phase and out-of-phase O-H stretching motions of H2O, while the

1609 cm−1 band is the bending motion. This latter is completely decoupled from the

stretching motions, as expected, i.e. the bending IC is never showing up in the graphs

of the 3650 and 3755 cm−1 stretching bands, and vice versa. One can see that hence

the 1609 cm−1 bending mode has only one single vertex in the graph representation.940

For the two stretching modes, one can observe that the two O-H groups systematically

equally participate to each vibrational mode, the percentage of contribution is readily

seen on the vertices of the graphs. Very nicely, the in-phase/out-of-phase nature of

the stretching modes is given by the sign of the weight on the edges, i.e. IICml (ωx)

cross-term. The higher 3755 cm−1 mode has a positive (+28) value of the weight for945

the cross-contribution in between the two O-H stretching motions, thus an in-phase

motion of the two stretchings, while the lower 3650 cm−1 mode has a negative value
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(-69) of the cross-contribution weight, therefore the out-of-phase stretching motion.

One can also see that the values of the weights on the vertices (self-contribution) and

the ones on the edges (cross-contribution) are of the same order of magnitude, show-950

ing that both contributions are equally relevant for the final activity of the streching

bands. Restricting band assignments to the self-contribution only would hence not be

correct, the correlation between the two stretching motions has to included for the final

comprehension of the IR spectrum of the gas phase water molecule.

The next illustration of the Graph Theory for Vibrations (GT-Vib) is for a β -sheet955

model of a peptide made of two (Ac-Phe-OMe) monomers hydrogen bonded together.

From geometry optimizations and DFT-MD simulations presented in ref. [65], one

monomer in the dimer is found in its βL(g+) conformation while the other is found

in its βL(g−) conformation. See figure 3 for illustrations of these conformations. In

the rest of the text, βL(g+) and βL(g−) notations will be shortened as (g+) and (g−)960

respectively.

The Graph Theory based vibrational analysis is illustrated here only for torsional

modes of the peptide backbones at ∼200 cm−1, to show how these large amplitude,

delocalized modes that involve several ICs, are easily captured by our methodology.

See figure 4 for the graphs of the ∼200 cm−1 and ∼192 cm−1 modes for each of965

the monomers obtained from a 50 K DFT-MD trajectory of each isolated monomer,

and the graph of the mode at 197 cm−1 for the g+−g− dimeric form obtained from a

50 K DFT-MD trajectory. Please refer to ref. [65] for the excellent match between the

dynamical DFT-MD-IR and DFT-MD-APT-IR spectra of the monomer and dimer with

the experimental IR-UV ion dip action spectroscopy.970

The graph for the g+ monomer nicely illustrates a highly delocalized torsional

200 cm−1 mode, where two motions dominate, i.e. the torsion around the C-Terminal

−C11−O2− backbone bond and the bending around the ’central’ backbone CNC.

Each of these two motions is mechanically coupled to several torsions and bendings,

these coupled motions however do not systematically participate to the final IR activity975

of the mode (when there are no values on the associated vertices). Note in the graphs

the systematic out-of-phase couplings to the C-O torsion, and the mixing of in-/out-of-
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Figure 3: Ac-Phe-OMe and (Ac-Phe-OMe)2 peptides optimized geometries in the β L general structural or-

ganisation. The ”β L(g+)” conformation corresponds to the assigned one for the monomer (in our experimen-

tal conditions). The ”β L(g+)-β L(g−)” dimer structure corresponds to the assigned one (in our experimental

conditions). The scheme at the bottom shows the labelling of the atoms. Reproduced with permission from

the Royal Society of Chemistry. [65]

phase couplings to the CNC bending. Nicely, the 200 cm−1 IR mode of g+ shows the

mechanical coupling of the backbone motions to the bending of the side-chain, with

the χ1 (C7−C8−C11 in the graph) torsion coupled to both the dominant CO torsion980

and CNC bending. The zero-value on the graph edge associated to this motion shows

that it does not participate to the final IR activity. The same motions are responsible

36



200 cm-1 

192 cm-1 

197 cm-1 

-	-		+	

+	

Figure 4: Graphs for the modes at 200 cm−1 (top) and 192 cm−1 (middle), respectively for g+ and g−

monomers, and 197 cm−1 (bottom) for g+− g− dimer. See fig. 1 for the nomenclatures. Reproduced with

permission from the Royal Society of Chemistry. [65]

for the 192 cm−1 mode of g−, but one can see that the graph of this mode is simpler

than the one for g+, with only the two dominant CO torsion and CNC backbone bend-

ing motions (similarities are highlighted with the red rectangles) dominating the whole985

mode and providing its final IR intensity.

The IR mode at 197 cm−1 in the dimer is nicely composed of the two CO tor-

sions from each monomer strand (g+ and g− strands are recognizable by the + and −

symbols in the vertices in the figure), however uncoupled to each other as the discon-

nected graphs show. The CO torsion on the g+ strand is mechanically coupled to the990

CNC bending on the same strand, this latter not participating to the final IR activity (no

value on the associated vertex). Added to the overall IR activity of the dimer mode,
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the torsion around one of the intermolecular hydrogen bonds is a large contributor, as

revealed by the largest value on the −O1 · · ·H vertex.

One last illustration of the GT-Vib/Graph Theory for Vibrations shows that this995

method contains the assignment of overtones and combination bands, that are impos-

sible to extract from the VDOS/ICDOS signal because of the lack of activity into this

signal. As illustration, we take the example of the Phenol gas phase molecule investi-

gated experimentally and theoretically in ref.[80] in the far-IR/THz domain. Deutera-

tion has demonstrated that the 588 cm−1 far-IR/THz spectral band recorded for Phenol1000

is the overtone of the O-H torsional mode recorded at 309 cm−1. In ref.[80], the DFT-

MD simulations were not convincingly showing the presence of the overtone band in

the calculated DFT-MD IR spectrum, because of equipartition issues (see section 2.2

in this paper for more discussion on this topic). When the DFT-MD simulations are

redone with a substantial NVT period of thermalization together with more statistics1005

(6 separate trajectories of 20 ps each) and using a slightly higher temperature of 200 K

to possibly activate more the vibrational motions, the overtone of the O-H torsional

motion can now be seen in the theoretical IR spectrum (although with a too low peak

intensity compared to the experiment). The graphs of vibrations in figure 5 identify the

same mechanical assignment for the fundamental band and for the overtone, i.e. C-C-1010

O-H torsion (-C4-O- as the dominant component in the graphs representation). Similar

results can be obtained for combination bands.

Figure 5: Graphs of vibrations for the fundamental O-H torsion band of the gas phase phenol molecule

(middle) and for its overtone (right) extracted from 200 K DFT-MD trajectories.
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5. Graph Theory for the automatic recognition of structures over time

We would also like to illustrate Graph Theory developments for the automatic

recognition/identification of 3D-molecular structures over time in MD simulations and1015

take the example coming from our own works in ref. [189]. We highlight a few points

below, showing the versatility of the method for identifying the changes in isomeric

conformations over time and for recognizing the breaking of covalent bonds and the

occurence of the subsequent fragments of the molecule. Not shown here is the trans-

ferrability of our methodology from gas phase molecules, to clusters, to condensed1020

phase systems. This is shown in ref. [189]. Others have also developed graph the-

ory algorithms for the statistical analysis of 3D-structures in MD trajectories. Clark et

al. [190, 191, 192, 193], Pastor et al. [194], Tenney and Cygan [195], Choi et al. [196],

Pietrucci et al. [197, 198] have been mostly interested in recognizing atomic and molec-

ular cluster geometries explored during MD simulations (gas phase and liquid phase1025

trajectories). Graph theory has also been used in the exploration of potential energy

surfaces of gas phase molecules [199, 200] by Martinez-Nunes et al. Graph theoric

tools for driving biased MD simulations have also been developed [197, 198].

The graphs in these works are relatively easy to analyse, they however lack chem-

ical information (e.g. covalent bonds, hydrogen bonds, exchange of atoms in homo-1030

geneous clusters, ...) that might be relevant for a more detailed characterization of the

structures. Many of the developed graph theoric tools for chemistry in the literature

furthermore use adjacency and/or geodesic matrices in order to compare structures

sampled over the MD trajectory, which might not be the most efficient method for

recognizing identical structures where chemically identical atoms have been swapped1035

while their ID number in the atoms list keep them non identical.

To go beyond these limitations, we have developed graph theoric based algorithms

where the granularity of the target graphs is at the atomic level (as in the literature), i.e.

one atom per graph vertex, with the central target information being on the hydrogen

bond direction (i.e. acceptor/donor). An algorithm to solve graph isomorphism has1040

been implemented, including a coloration scheme according to the chemical nature of

each atom, such that the comparison of graphs keeps the chemical atomic information
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needed to analyse the isomeric conformations of molecules and clusters. While the

graphs are more complex at this granularity level than other graphs in the literature,

they are however more precise for their use in chemical reactions dynamics as well as1045

in hydrogen bonds dynamics in liquids, which are some of our goals.

We refer the reader to ref. [189] for all details on the graph theory algorithms de-

veloped, we highlight a few elements below, and will show one illustration.

Our algorithm is developed for analysing molecular dynamics trajectories and iden-

tify 3D conformations in terms of intermolecular bonds (through hydrogen bonding or1050

electrostatic intermolecular interactions) and/or covalent bonds. These are the changes

in conformations tracked along time using our graph theory algorithms. A molecular

conformation is defined in terms of covalent and hydrogen bonds formed between the

atoms, which definitions are based on geometrical criteria (see details in ref. [189]).

In graph theory, a molecular conformation can be viewed as a molecular graph: in1055

our work, atoms are the vertices of the graph while covalent bonds are the edges. The

originality of our model consists in using a mixed graph, i.e. containing edges and

arcs. Hydrogen atoms are thus not represented in the graph, i.e. the covalent bonds

involving these hydrogen atoms are not represented, and in order to identify the donor

and acceptor atoms in any H-bond, a directed edge going from the donor to the acceptor1060

is used.

In a formal way, a molecular conformation is a mixed graph G =(V,EC,AH ,EI),

with the following definitions:

- V is the set of all atoms of the system except the hydrogen atoms, where each atom is

a vertex of G,1065

- EC = {[a,b],a ∈ V,b ∈ V : [a,b] is a covalent bond}, where each covalent bond rep-

resents an edge in G ([a,b] = [b,a]).

- AH = {(a,b),a ∈V,b ∈V : (a,b) is a H-bond}, where each H-bond represents an arc

in G ((a,b) 6= (b,a)).

- EI = {[a,b],a ∈ V,b ∈ V : [a,b] is an electrostatic interaction}, where each electro-1070

static interaction represents an edge in G ([a,b] = [b,a]).

The function φ :V → T = {,,,,...} is also defined, providing the chemical type of atoms.
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For example, φ(a) = if the atom a is an oxygen atom.

To extract the conformational isomers that are explored along the trajectory, graph

isomorphism is applied, to decide if two graphs are identical [201, 202, 203, 204].1075

Without entering into the mathematical and algorithmic details, two conformations are

isomorphic if they have the same sets of covalent bonds, H-bonds, and electrostatic

interactions by allowing interchanging atoms of the same chemical type. Figure 6

shows an example of two conformations that are found isomorphic (A and B) and one

conformation (C) which is not isomorphic to any of them. Different methods have been1080

developed in the literature for solving graph isomorphism [205, 201, 206, 207, 208].

We apply the Mckay method [202] that is considered as one of the most efficient in

practice. It is based on the canonical labelling of graphs, which consists in placing the

vertex labels in a way that does not depend on their initial labelling. Each graph has

a unique canonical labelling. Two graphs are hence isomorphic if they have the same1085

canonical labelling.

o1
o2

o4

o3
o2

o1

o3

o4 o1

o2

o3

o4

Conformation (A) Conformation (B) Conformation (C)

Figure 6: Example of isomorphic conformations. Conformations (A) and (B) are isomorphic by interchang-

ing oxygen atoms labelled (O1) and (O3), while conformation (C) is isomorphic to neither (A) nor (B).

Reproduced with permission from J. Chem. Phys. [189]

A change in the molecular conformation from time t to t +∆t in the trajectory is

identified if and only if there has been at least one change in a bond set, i.e. hav-

ing Gi = (Vi,ECi ,AHi ,EIi) and Gi+1 = (Vi+1,ECi+1 ,AHi+1 ,EIi+1) for the two consecutive

conformations, the change can be related to one (or several) of the following instances:1090

an appearance of a new covalent bond, disappearance of an existing covalent bond,

appearance of a new H-bond, disappearance of an existing H-bond, proton transfer

through a H-bond, appearance of a new electrostatic interaction, disappearance of an
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existing electrostatic interaction. At the end of the analysis, the set of conformations

explored along the trajectory is obtained, as well as the time sequence of their appear-1095

ance and the mean residence time for each conformation.

To reduce the computational cost for identifying the H-Bonds, orbits related to each

hydrogen atom have been introduced. An orbit is composed by a subset of atoms that

are located at a given distance from the hydrogen atom lower than a cut-off distance

DH ×α (where DH is the cut-off distance used for H-bonds and α is a coefficient with1100

a default value of 3, this value was set after multiple tests on different trajectories and

details have been presented in a related work [209]). Considering only the atoms within

the orbits instead of all atoms of the system to compute H-bonds reduces the number of

comparisons to be performed. This method requires that the orbits are not recalculated

at each snapshot of the trajectory, otherwise that would be computationally costly. We1105

therefore define a subset of reference snapshots where orbits have to be recomputed. To

decide if a snapshot Ii is a reference snapshot, the displacements of atoms in snapshot

Ii are analysed according to the current reference snapshot. If the whole displacement

is greater than a cut-off distance DH × (α − 1) (same parameters as for the orbits),

the reference snapshot is changed to Ii, and orbits are thus recomputed. The same1110

philosophy is used to compute orbits and reference snapshots for covalent bonds and

electrostatic interactions.

Graph isomorphism is known as a non-polynomial mathematical problem [210,

211]. The key component of the algorithm is to be able to reduce the number of iso-

morphism tests to be performed along the trajectory. Therefore, the isomorphism test at1115

snapshot Ii is applied only if this snapshot is a reference snapshot, i.e. at least one orbit

has changed. For the rest of the snapshots, a basic comparison of adjacency matrices is

performed to decide if there has been a conformational change.

Once the whole trajectory has been analysed, the identified conformations are

sorted out in terms of relevance for their time period of existence: only the confor-1120

mations existing for a total time Tr over the whole trajectory are sorted out. By default,

Tr is 5% of the total time of the trajectory, this is an easy changeable parameter.

Each conformation identified by the graph algorithm is represented by a mixed
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graph consisting of (see illustration in figure 7):

- A set of vertices which represent (heavy) atoms of the system.1125

- A set of undirected edges which represent the identified covalent bonds or electrostatic

interactions.

- A set of directed edges (arcs) which represent the identified H-bonds.

Figure 7 shows such a 2D-graph representation of a conformation of a peptide

molecule.

N1

C1

C2

C3

O1

N2

C4

C5

C6

O2

O3

Figure 7: Example of a 2D representation of a conformation provided by graph theory analysis. Reproduced

with permission from J. Chem. Phys. [189]

1130

On a graph such as in figure 7, all the atoms, except the hydrogen atoms are rep-

resented in the vertices of the 2D-graph. This graph does not possess the 3D spatial

representation of the molecular system, but instead it gives a direct view of covalent

bonds and H-bonds in a simplified way. The covalent bonds are represented by black

edges, the H-bonds by arcs from the heavy atom (tail of the arc) to the acceptor atom1135

(head of the arc), the arc is red as long as no proton transfer occurs, it becomes blue

when there is a proton transfer. The electrostatic interactions are represented by blue

edges.

We illustrate these concepts on the analysis of the DFT-MD dynamics of the dipep-

tide NH+
3 -Ala2-COOH, where the time explored conformations arise exclusively from1140

the evolution over time of H-bonds and proton transfers (see ref. [189] for details).

The four isomers of the peptide sampled over the analyzed trajectory are depicted in

43



figure 8 where both their 3D representations (top of the figure) and their 2D-molecular

graphs (bottom) are reported.

conf-1 conf-2 conf-3 conf-4

Figure 8: Schematic representation of the conformations of +
3 −Ala2− explored along the dynamics and

analysed by the present graph theory algorithm. Top of the figure shows the 3D representations of the

conformations. Bottom of the figure represents 2D simplified graphs of the conformations. Reproduced with

permission from J. Chem. Phys. [189]

Added to that knowledge, figure 9 shows the graph of transition between the iden-1145

tified structures with the information on the frequency of transition between the iden-

tified 2D-molecular graphs/3D-structures. In grey on these graphs, one can also see

vertices related to transitional conformations.

Hence, there are e.g. 60 transitions observed between the two conformations conf-

2 and conf-3. Figure 9 shows not only conformations explored along the trajectory1150

(white circles) but also shows the transitional states (gray circles). In this trajectory

two transitional states have been identified. Analyzing the graph we observe forth-and-

backwards isomerization between conformations conf-1 and conf-2, between confor-

mations conf-2 and conf-3 and between conformations conf-3 and conf-4. The right

side of figure 9 also provides the detailed changes occurring: in going from confor-1155

mation conf-1 to conformation conf-2 there is the appearance of one H-bond (H-A),

from conformation conf-2 to conformation conf-3 there is the disappearance of one
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First state

Last state

(A) (B)
conf-1

conf-2

2

conf-3

60

conf-4

1

inter-2

1

1

61

inter-1

1

1

1

1

conf-1

conf-2

H-A

conf-3

H-A

conf-4

H-T

inter-2

H-D

H-D

H-D

inter-1

H-D

H-T

H-A

H-A

Figure 9: Graph of transitions for +
3 −Ala2− protonated dipeptide. Figure (A) represents the graph of transi-

tions with frequencies of occurrence and figure (B) represents the graph of transitions with the changes that

occurred. Conformations are represented in white circles and transitional states in gray circles. Reproduced

with permission from J. Chem. Phys. [189]

H-bond (H-D), one proton transfer has occurred (H-T) from conformation conf-3 to

conformation conf-4.

By analyzing the mean residence time for each observed conformation, conforma-1160

tion conf-3 is found the most observed with a total residence time of 2.0 ps over 4.0 ps

trajectory (50% over the dynamics).

6. Conclusions

We have reviewed the current state-of-the-art of MD-based vibrational spectroscopy

calculations for gas phase molecules and clusters. Some of the applications have been1165

mentioned with citations from the literature and from our own works in this domain.

We have chosen to present and discuss some new directions where the field is moving,

that we believe will allow to perform even more challenging applications of gas phase

MD-vibrational spectroscopy for the next decade.
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Bougueroua, Dr Jérôme Mahé, PhD Vladimir Chantitch. Many thanks to them. Many

thanks also to my other students and collaborators for all the works done together on

MD-based spectroscopies of liquids and aqueous interfaces.

References1185

References

[1] A. M. Rijs, J. Oomens, Gas-Phase IR Spectroscopy and Structure of Biological

Molecules, Springer International Publishing, ISBN 978-3-319-19204-8, 2015.

[2] A. M. Rijs, J. Oomens, IR Spectroscopic Techniques to Study Isolated

Biomolecules, Springer International Publishing, 2015, pp. 1–42.1190

[3] E. Gloaguen, M. Mons, Topics Curr. Chem. 364 (2015) 225.

[4] J. P. Schermann, Spectroscopy and Modeling of Biomolecular Building Blocks,

Elsevier Science, Amsterdam, The Netherlands, 2007.

[5] T. R. Rizzo, J. A. Stearns, O. V. Boyarkin, Spectroscopic studies of cold, gas-

phase biomolecular ions, Int. Rev. Phys. Chem. 28 (2009) 481–515.1195

46



[6] N. C. Polfer, J. Oomens, Mass Spectrom. Rev. 28 (2009) 468.

[7] N. C. Polfer, Chem. Soc. Rev. 40 (2011) 2211.

[8] C. N. Stedwell, J. F. Galindo, A. E. Roitberg, N. C. Polfer, Annu. Rev. Anal.

Chem. 6 (2013) 267.

[9] A. Cismesia, M. Bell, L. Tesler, M. Alves, N. Polfer, Infrared ion spectroscopy:1200

an analytical tool for the study of metabolites, Analyst 143 (2018) 1615.

[10] E. Mucha, M. Marianski, F. Xu, D. Thomas, G. Meijer, G. von Helden, P. See-

berger, K. Pagel, Unravelling the structure of glycosyl cations via cold-ion in-

frared spectroscopy, Nat. Comm. 9 (2018) 4174–4178.

[11] M. Kamrath, T. Rizzo, Combining ion mobility and cryogenic spectroscopy1205

for structural and analytical studies of biomolecular ions, Acc. Chem. Res. 51

(2018) 1487–1495.

[12] I. Dyukova, E. Carrascosa, R. Pellegrinelli, T. Rizzo, Anal. Chem. 92 (2020)

1658–1662.

[13] P. Bansal, V. Yatsyna, A. AbiKhodr, S. Warnke, A. B. Faleh, N. Yalovenko,1210

V. Wysocki, T. Rizzo, Anal. Chem. 92 (2020) 9079–9085.

[14] S. Warnke, A. B. Faleh, R. Pellegrinelli, N. Yalovenko, T. Rizzo, Faraday Dis-

cussions 217 (2019) 114–125.

[15] W. Hoffman, G. von Helden, K. Pagel, Ion mobility-mass spectrometry and or-

thogonal gas-phase techniques to study amyloid formation and inhibition, Curr.1215

Op. Struct. Biology 46 (2017) 7–15.

[16] M. Lettow, M. Grabarics, E. Mucha, D. Thomas, L. Polewski, J. Freyse, J. Rade-

mann, G. Meijer, G. von Helden, K. Pagel, Anal. Bioanal. Chem. 412 (2020)

533–537.

[17] M. Lettow, M. Grabarics, K. Greis, E. Mucha, D. Thomas, P. Chopra, G. Boons,1220

R. Karlsson, J. Turnbull, G. Meijer, R. Miller, G. von Helden, K. Pagel, Anal.

Chem. 92 (2020) 10228–10232.

47



[18] I. Compagnon, B. Schindler, G. Renois-Predelus, R. Daniel, Curr. Op. Struct.

Biology 50 (2018) 171–180.

[19] C. Gray, I. Compagnon, S. Flitsch, Curr. Op. Struct. Biology 62 (2020) 1–11.1225

[20] C. Seaiby, A. Zabuga, A. Svendsen, T. Rizzo, Ir-induced conformational iso-

merization of a helical peptide in a cold ion trap, J. Chem. Phys. 144 (2016)

014304.

[21] R. Dunbar, J. Martens, G. Berden, J. Oomens, Binding of divalent metal ions

with deprotonated peptides: Do gas- phase anions parallel the condensed phase?,1230

J. Phys. Chem. A. 122 (2018) 5589–5596.

[22] J. Martens, G. Berden, H. Bentlage, K. Coene, U. Engelke, D.Wishart, M. von

Scherpenzeel, L. Kluijtmans, R. Wevers, J. Oomens, Unraveling the unknown

areas of the human metabolome: the role of infrared ion spectroscopy, J. Inher-

ited Metabolic Disease 41 (2018) 367–377.1235

[23] E. Sinclair, K. Hollywood, C. Yan, R. Blankley, R. Breitling, P. Barran, Mo-

bilising ion mobility mass spectrometry for metabolomics, Analyst 143 (2018)

4783–4788.

[24] D. Stuchfield, P. Barran, Unique insights to intrinsically disordered proteins pro-

vided by ion mobility mass spectrometry, Curr. Op. Chem. Biology 42 (2018)1240

177–185.

[25] W. Sohn, S. Habka, E. Gloaguen, M. Mons, Unifying the microscopic picture

of his-containing turns: from gas phase model peptides to crystallized proteins,

Phys. Chem. Chem. Phys. 19 (2017) 17128–17142.

[26] E. Gloaguen, B. Tardivel, M. Mons, Gas phase double-resonance ir/uv spec-1245

troscopy of an alanine dipeptide analogue using a non-covalently bound uv-tag:

observation of a folded peptide conformation in the ac-ala-nh2-toluene complex,

Struct. Chem. 27 (2016) 225–230.

48



[27] S. Ishiuchi, Y. Sasaki, J. Lisy, M. Fujii, Ion-peptide interactions between alkali

metal ions and a termini-protected dipeptide:modeling a portion of the selectiv-1250

ity filter in k+ channels, Phys. Chem. Chem. Phys. 21 (2019) 561–71.

[28] H. Ke, J. Lisy, Influence of hydration on ion-biomolecule interactions:

M+(indole)(h2o)n (m=na, k; n=3-6), Phys. Chem. Chem. Phys. 17 (2015)

25354–25364.

[29] E. Mucha, A. G. Florez, M. Marianski, D. Thomas, W. Hoffman, W. Struwe,1255

H. Hahm, S. Gewinner, W. Schollkopf, P. Seeberger, G. von Helden, K. Pagel,

Glycan fingerprinting via cold-ion infrared spectroscopy, Angew. Chemie. Int.

56 (2017) 11248–11251.

[30] C. Masellis, N. K. M. Kamrath, D. Clemmer, T. Rizzo, Cryogenic vibrational

spectroscopy provides unique fingerprints for glycan identification, J. Am. Soc.1260

Mass Spectrom. 28 (2017) 2217–2222.

[31] A. D. Depland, G. Renois-Predelus, B. Schindler, I. Compagnon, Identification

of sialic acid linkage isomers in glycans using coupled infrared multiple photon

dissociation (irmpd) spectroscopy and mass spectrometry, Int. J. Mass Spectrom.

434 (2018) 65–69.1265

[32] I. Usabiaga, A. Camiruaga, A. Insausti, P. Carcabal, E. Cocinero, I. Leon, J. Fer-

nandez, Phenyl-beta-d-glucopyranoside and phenyl-beta-d-galactopyranoside

dimers:small structural differences but very different interactions, Frontiers in

Phys. 6 (2018) 1–9.

[33] S. Boldissar, M. de Vries, How nature covers its bases, Phys. Chem. Chem.1270

Phys. 20 (2018) 9701–9716.

[34] I. Chen, M. de Vries, From underwear to non-equilibrium thermodynamics:

physical chemistry informs the origin of life, Phys. Chem. Chem. Phys. 18

(2016) 20005–20006.

[35] M. Ligare, A. Rijs, G. Berden, M. Kabelac, D. Nachtigallova, J. Oomens,1275

M. de Vries, Resonant infrared multiple photon dissociation spectroscopy of

49



anionic nucleotide monophosphate clusters, J. Phys. Chem. B. 119 (2015) 7894–

7901.

[36] R. van Outersterp, J. Martens, G. Berden, J. Steill, J. Oomens, A. Rijs, Structural

characterization of nucleotide 5’-triphosphates by infrared ion spectroscopy and1280

theoretical studies, Phys. Chem. Chem. Phys. 20 (2018) 28319–28330.

[37] J. Wagner, D. McDonald, M. Duncan, Mid-infrared spectroscopy of c7h7+ iso-

mers in the gas phase: Benzylium and tropylium, J. Phys. Chem. Letters 9 (2018)

4591–4595.

[38] J. Wagner, D. McDonald, M. Duncan, Infrared spectroscopy of the astrochem-1285

ically relevant protonated formaldehyde dimer, J. Phys. Chem. A. 122 (2018)

192–198.

[39] N. Heine, K. Asmis, Cryogenic ion trap vibrational spectroscopy of hydrogen-

bonded clusters relevant to atmospheric chemistry, Int. Rev. Phys. Chem. 34

(2015) 1–34.1290

[40] I. Hunig, K. Kleinermanns, Conformers of the peptides glycine-tryptophan,

tryptophan-glycine and tryptophan-glycine-glycine as revealed by double res-

onance laser spectroscopy, Phys. Chem. Chem. Phys. 6 (2004) 2650–2658.

[41] J. M. Bakker, C. Plützer, I. Hünig, T. Häber, I. Compagnon, G. von Helden,
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[108] J. Mahé, D. Bakker, S. Jaeqx, A. Rijs, M.-P. Gaigeot, Mapping gas phase dipep-

tides motions in the far- infrared and terahertz domain, Phys. Chem. Chem. Phys.

19 (2017) 13778.
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