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Abstract
Federated Learning (FL) provides better user data privacy,
while allowing users to collaboratively solve a machine learn-
ing problem. However, FL can exacerbate the problem of
model bias and unfairness, thus, resulting in segregative
or sexist models. The objective of our PhD work is three-
fold: (i) Characterize the actual impact of FL settings on bias;
(ii) Propose novel FL selection and aggregation methods for
bias mitigation; (iii) Take into account antagonistic aspects
such privacy, bias and robustness in FL.

1 Introduction
Machine learning is applied in many areas to extract knowl-
edge and guide the decisionmaking process, such as in search
engines [13], recommendation systems [2], and disease di-
agnosis [12]. With the rapid growth of data, ML algorithms
evolved from centralized to distributed solutions. In order
to address data privacy issues, Federated Learning (FL) has
emerged to allow a set of participants to collectively resolve
a machine learning problem. Here, several data owners col-
lectively learn from each others’ data, without sharing their
actual data. Thus, FL has applications in many areas such as
health care, digital banking systems, etc.
However, FL can exacerbate the problem of bias and un-

fairness [1, 15]. Bias is a phenomenon that occurs when ML
models produce unfair decisions due to the use of incom-
plete, faulty or prejudicial datasets and models. Bias may
have serious consequences such as sexist segregation,illegal
actions, or reduced revenues [3, 4, 16]. FL may exacerbate
the problem of bias [3, 15], because of the decentralized na-
ture of FL, where data distribution and size are particularly
heterogeneous. Furthermore, data privacy constraints in FL
do not allow the use of classical ML bias mitigation tech-
niques [5, 17]. More precisely, our work aims to answer the
following questions: (i) How to characterize the actual im-
pact of Federated Learning on bias, i.e. to which extent do
FL data distributions, FL models, FL selection, aggregation
and robustness algorithms impact bias? (ii) What novel FL
selection and aggregation algorithms could be proposed for
bias mitigation? (iii) How to take into account privacy, bias
and robustness in FL through a multi-objective approach,
these objectives being usually antagonistic?
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2 System Model and Problem Formulation
Federated Learning (FL). A FL system consists of 𝑁 clients,
each one holding its own data, and a server that orchestrates
the overall FL learning in several rounds. At each round, the
server selects a subset of𝑚 clients that participate to that
learning round. The server sends the current version of the
global model to the selected clients (in the first round, the
server sends a randomly initialized model or a pre-trained
model). Then, each participating client𝐶𝑖 trains the received
model on its local data, and sends its local model updates
𝜃𝑖 to the server. Finally, the server performs a weighted ag-
gregation of the received clients’ model updates through
FedAvg or other aggregation methods [14], to produce a new
version of the global model 𝜃 as follows

𝜃 =

𝑖=𝑚∑︁
𝑖=1

𝑤𝑖 .𝜃𝑖 (1)

For simplicity, Eq. (1) assumes that the sum of weights
𝑤𝑖 equals 1, although this could be generalized by dividing
Eq. (1) by the sum of weights.

FL Bias Problem Formulation.We consider a binary FL
classification model that learns over data where (𝑋1, .., 𝑋𝑑 )
denote the features, 𝑌 denotes the class label, and 𝑌 is the
classifier prediction result for a given data record. We con-
sider two groups of data, namely a privileged group which
prediction results have a given positive property 𝑝∗ (e.g. peo-
ple who earn a high salary), and an unprivileged group
(e.g. people with a low salary). Let 𝑆 be a sensitive feature
which, for simplicity, we assume to be binary, 𝑆 ∈ {𝑎, 𝑏}
(e.g. a feature of race with two values, that are white or non-
white). In a biased model, the value of 𝑆 decides the member-
ship of a data to either the privileged group (i.e. 𝑌 = 𝑝∗) or to
the unprivileged group, namely 𝑆 ∈ {𝑎 = 𝑝𝑟𝑖𝑣, 𝑏 = 𝑢𝑛𝑝𝑟𝑖𝑣}.
Such a model does not provide group fairness [10]. With
the latter, elements of the privileged group and unprivileged
group have equal probability of having prediction results
with a positive property, as formulated below:

𝑃𝑟 (𝑌 = 𝑝∗ |𝑆 = 𝑝𝑟𝑖𝑣) = 𝑃𝑟 (𝑌 = 𝑝∗ |𝑆 = 𝑢𝑛𝑝𝑟𝑖𝑣) (2)

Furthermore, in case of FL systems, the cause of bias of
the global model can come from all or a subset of clients
involved in a FL round. Thus, it is important to precisely
determine the origin of bias in a FL system, to adequately
mitigate it without hurting model quality.
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Bias Metric. A classical metric to quantify bias and measure
group (un)fairness is disparate impact 𝛽 [9], that is defined
as follows:

𝛽 (𝜃 ) = 𝑃𝑟 (𝑌 = 𝑝∗ |𝑆 = 𝑢𝑛𝑝𝑟𝑖𝑣)
𝑃𝑟 (𝑌 = 𝑝∗ |𝑆 = 𝑝𝑟𝑖𝑣)

(3)

Here, we consider a model 𝜃 , and a small test set 𝑇 of rep-
resentative data of privileged and unprivileged groups, that
is used to perform predictions with 𝜃 , and compute the bias
metric 𝛽 .

3 Proposed Bias Mitigation in FL
We propose a novel FL aggregation method that mitigates
bias in the FL model. Roughly speaking, our method first es-
timates the contribution of each FL participant to the global
bias of the FL model, and based on that information, re-
duces the impact of the participants causing bias on the
overall aggregated model. In contrast to existing works [6–
8, 18, 19], this method does not require additional informa-
tion about client data distribution, which may leak sensitive
information. Instead, it automatically monitors possible bias
originating from each client, by measuring the bias metric
(e.g. disparate impact) of each client’s model updates, with a
small test set 𝑇 of representative data of each privileged and
unprivileged groups. Thus, if 𝛽 (𝜃𝑖 ) < 𝜖 , 𝜃𝑖 being the model
update of client 𝐶𝑖 , 𝜃𝑖 is considered as one of the causes
of bias. Finally, one of the following model bias mitigation
policies is applied.

P-W : Pessimistic Weighted Aggregation in FL. With
this pessimistic policy, clients’ model updates causing bias
are simply ignored when producing the global aggregated
model. That is, in Eq. (1), 𝑤𝑖 = 0 for every 𝜃𝑖 for which
𝛽 (𝜃𝑖 ) < 𝜖𝑢 ; where 𝜖𝑢 is a threshold usually set to 80%, to
ignore updates that are unfair with regard to unprivileged
group. We can also consider the case where 𝛽 (𝜃𝑖 ) > 𝜖𝑝 ; with
𝜖𝑝 a threshold set to 120%, to ignore possible updates that
are unfair with regard to privileged group.

IB-W : Inversely Bias Proportional Weighted Aggrega-
tion in FL. In this bias mitigation policy, we consider new
weights𝑤 ′

𝑖 of model aggregation that are a function of usual
FL weights𝑤𝑖 in Eq. (1) and the amount of bias induced by
clients’ model updates 𝜃𝑖 . More precisely, one of the follow-
ing three situations are possible. If 𝛽 (𝜃𝑖 ) = 1, that means that
𝜃𝑖 fairly handles privileged and unprivileged groups. Other-
wise, if 𝛽 (𝜃𝑖 ) < 1 (respectively 𝛽 (𝜃𝑖 ) > 1), that means that
𝜃𝑖 is unfair with regard to unprivileged group (respectively
privileged group). Thus, we define the weights𝑤 ′

𝑖 as follows:

𝑤 ′
𝑖 =

{
𝑤𝑖 .𝛽 (𝜃𝑖 ) if 𝛽 (𝜃𝑖 ) ≤ 1
𝑤𝑖/𝛽 (𝜃𝑖 ) otherwise (4)

MC-W : Mutually Cancelled Bias in FLWeighted Aggre-
gation. Instead of separately mitigating each client model
updates 𝜃𝑖 like in P-W and IB-W , this new bias mitigation

policy aims to take advantage of some biased clients’ updates
that can mutually cancel each other’s bias. Thus, this results
in an overall unbiased aggregated model, while enriching
the model with additional data (i.e. for higher model quality
and accuracy), instead of ignoring it like in P-W , or reducing
its impact like in IB-W . Roughly speaking, MC-W chooses
the largest number 𝑘 of selected clients𝑚, that provides the
highest aggregated contribution of updates and weights as
defined in Eq. (4.

4 Preliminary Results
In the following experiment, we evaluate a FL system con-
sisting of 5 clients, that train the logistic regression model
on the Adult dataset [11], which contains information about
employees, such as age, education level, gender, race, etc.
The prediction task is to determine whether the income of a
person is over $50K or not. Here, the data sensitive feature
is sex, and the target class is salary which is either high or
low. Figure 1 presents the results of our experiment, where
during the first 300 rounds, the classical FedAvg is used [14].
Then, following round 300, we apply our P-W FL aggrega-
tion policy. We set 𝜖𝑢 to 60%. We observe that the global
model is biased before round 300, with a disparate impact 𝛽
of 0.53, and a lower model accuracy. After round 300, where
client 5 is detected by P-W as the origin of bias and, thus,
ignored, bias is correctly mitigated, which also results in
higher model accuracy.

1 100 200 300 400 500
FL round

0.0
0.2
0.4
0.6
0.8
1.0

Di
sp

ar
at

e 
im

pa
ct

 (
)

hi

(a) Model bias

1 100 200 300 400 500
FL round

60

65

70

75

Ac
cu

ra
cy

 (%
)

hi

(b) Model accuracy
0 100 200 300 400 500

FL round

0.2

0.4

0.6

0.8

1.0

Di
sp

ar
at

e 
im

pa
ct

hi

Global Client 1 Client 2 Client 3 Client 4 Client 5

Figure 1. Before and after applying P-W

5 Related Work
Several recent works study the problem of bias in FL. Agnos-
ticFair [7] and FedFair [6], for instance, attempt to mitigate
bias by introducing a fairness constraint into the global loss
function. FairFL proposes a client selection method to im-
prove fairness [19]. In FedFB, FL client pre-process their data
to reweigh unprivileged data records [18]. In FairFed, FL
clients locally measure the (un)fairness of their local data,
share this information with the FL server, the latter takes into
account this information to aggregate clients’ updates [8].
Finally, state-of-the-art systems require additional client in-
formation about their data, e.g. the size of the unprivileged
and privileged groups, which may leak private information.
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6 Conclusion and Ongoing Work
We have described a novel FL aggregation method for model
bias mitigation, with several policies, and presented prelimi-
nary evaluation results. Our ongoing work includes exten-
sively characterizing the impact of FL system settings on
actual model bias, implementing and evaluating the different
bias mitigation policies through a multi-objective approach,
evaluating our proposal in various real-world datasets and
models.
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