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2Université de Haute-Alsace, IRIMAS UR 7499, F-68100 Mulhouse, France

This is the author’s version of an article published in the International Journal of Remote
Sensing. The final authenticated version is available online at: https://doi.org/10.1080/
01431161.2022.2054295.

ABSTRACT

Urban areas are increasing since several years as a result of development of built-up
areas, network infrastructure, industrial areas or other built-up areas. This urban
sprawl has a considerable impact on natural areas by changing the functioning of
ecosystems. Mapping and monitoring Urban Fabrics (UF) is therefore relevant for
urban planning and management, risk analysis, human health or biodiversity. For
this research, Sentinel-2 (level 2A) single-date images of the East of France, with a
high spatial resolution (10m), are used to assess two semantic segmentation networks
(U-Net) that we combined using feature fusion between a from scratch network and
a pre-trained network on ImageNet. Moreover three spectral or textural indices
have been added to the both networks in order to improve the classification results.
The results showed a performance gain for the fusion methods in classifying several
UF. However, there is a difference in performance depending on the urbanization
gradient; highly urbanized areas provide a better distinction of some UF’s classes
than rural areas.

1. Introduction

By 2050, more than three out of four people will live in cities. For comparison, in 1950,
it was only 33% of the population that lived in cities (United Nations Department of
Economic and Social Affairs Population Division 2018), slightly more than one in four
inhabitants. As a consequence, urban areas are increasing as a result of development
of built-up areas, network infrastructure, industrial areas or other built-up areas. This
urban sprawl triggers changes in landcover with the consumption of agricultural and
natural areas, and has impacts on the ecosystems with important ecological, climate
and social transformations (Irwin and Bockstael 2007; Zhu et al. 2019). Most studies
quantify the dynamic of urban footprint (Puissant et al. 2011) which includes the road
network, buildings, vegetation, and impervious surfaces (El Mendili et al. 2020). Few
of them analyses the inner dynamics of urban areas through the changes of urban
fabrics (UF) corresponding to a specific spatial organization of basic components of
the city. Several works based on geographic object-based image analysis (GEOBIA)
have been explored to obtain land cover land use (LULC) classifications (Souza-Filho
et al. 2018; De Luca et al. 2019; Uddin, Abdul Matin, and Maharjan 2018) with a
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higher accuracy than ”per-pixels” methods, which are considered insufficient and do
not take into account the neighbors of each pixel.

With the multiplication of Earth Observation satellites, the amount of acquired
satellite images continue to grow exponentially. The evolution of computing power in
computer science has motivated researchers to develop classification methods based
on neural networks (Kamga et al. 2021) and running on GPUs instead of CPUs.
Ma et al. (2019) demonstrate the renewed interest in these techniques by conducting
a review using these neural network-based deep learning methods in remote sensing.
Deep learning covers several fields in remote sensing, whether for image fusion (example
of pan-sharpening) (Xing et al. 2018), scene classification and object detection (Zhong,
Han, and Zhang 2018; Ding et al. 2018; Sumbul et al. 2019), LULC classification
(Marcos et al. 2018; Zhu et al. 2018) or semantic segmentation (Chen et al. 2018;
Kemker, Salvaggio, and Kanan 2018). These fields can be grouped into four main
tasks : image preprocessing, change detection, accuracy assessment and classification
(Ma et al. 2019).

Semantic segmentation methods are used in several domain applications from med-
ical image segmentation to object detection on photographs (Han et al. 2019; Shin
et al. 2016). In computer vision, CNN (Convolutional Neural Networks) are excellent
networks to analyze images containing high level spatial features. CNNs, along with
VGG networks, are used in remote sensing for slums detection (Wurm et al. 2019),
object detection such as aircraft (Ding et al. 2018) or change detection (Amin Larabi
et al. 2019). Moreover, encoder/decoder networks provide a higher accuracy than clas-
sical CNNs in detecting boundaries between objects (Chhor and Aramburu 2017).
U-Net (Ronneberger, Fischer, and Brox 2015) and SegNet (Badrinarayanan, Kendall,
and Cipolla 2017), two encoder/decoder networks have been developed for image clas-
sification. U-Net has shown excellent results in biomedical image segmentation and
SegNet in scene classification. These networks have also been used in remote sensing
for land cover classification of very high resolution images (Zhang et al. 2018) but
also in the classification of UF using high resolution Sentinel-2 RGB imagery and pre-
trained ImageNet (Russakovsky et al. 2015) weights (El Mendili et al. 2020). Sefrin,
Riese, and Keller (2021) used an encoder/decoder like network combined with a LSTM
(Long Short-Term Memory) to classify land cover into 8 classes from Sentinel-2 images
and obtained high classification score in several land use classes.

Transfer learning (Lu et al. 2015) is also used in many semantic segmentation works.
This technique consists in assigning the weights of a pre-trained network on a data
source to the target network that we intend to train (Oquab et al. 2014). This result is
a time saving in the training of the target network and also allows to counterbalance
a dataset containing very few entries (Xie et al. 2016; Momeni, Aplin, and Boyd
2016). Kemker, Salvaggio, and Kanan (2018) showed the efficiency of this method
by transferring weights from a source network trained on panchromatic images to
a network treating multispectral data. Shendryk et al. (2019) trained a network for
scene classification using planetescope imagery and then transferred the weights for
Sentinel-2 image classification. Iglovikov and Shvets (2018) modified the decoder part
of a U-Net in VGG11 to be able to use pre-trained weights on ImageNet (Russakovsky
et al. 2015). Thanks to this fine-tuning technique, they obtained high-quality results
that can be further improved by using deeper networks such as VGG16 or any other
ResNet-like networks.

Many studies have shown the interest of fusion techniques between two networks.
For instance, Audebert, Le Saux, and Lefèvre (2018) trained a modified SegNet using
feature fusion method to detect UF classes from aerial images. They fuse the encoder
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phase from two SegNet networks, one using exogenous indexes and the other IRRG
(Infra-Red, Red and Green) bands using pretrained ImageNet weights. They obtained
better results using this new method. Network fusion also applies when using CNN
and ConvGRU (Convolutional Gated Recurrent Unit). Ienco et al. (2019) combined
these two networks and two data sources for land cover mapping of Reunion Island
and Koumbia and shows the efficiency of networks fusion from different sources. Hu
et al. (2017) developed a two stream CNN for LULC classification using radar and
hyperspectral images. In addition, many datasets have been developed to perform
research on multi-modal fusion, whether between optical and radar imagery (Schmitt
et al. 2019; Sumbul et al. 2021), aerial imagery and a Digital Surface Model (Vaihingen
and Potsdam datasets developed for ISPRS 2D Semantic Labeling Challenge1) or
hyperspectral and LiDAR imagery (Houston2013 dataset 2).

The use of spectral and textural indexes when applying neural networks are increas-
ingly used as an external addition of exogenous indexes calculated with the spectral
bands of the sensor chosen for the study. These hand-crafted features allow for dif-
ferentiation of different types of spatially structuring objects to accelerate network
learning and improve classification results (Liu et al. 2017). Campos-Taberner et al.
(2020) developed a method to determine the importance of Sentinel-2 bands and spec-
tral and textural indices in a neural network. They noted that NDVI (Normalized
Difference Vegetation Index), NIR (Near Infra-Red) and red bands, and entropy cal-
culated on NDVI (eNDVI ) are the features providing the most relevant information
to the network. NDVI index is frequently used in the detection of UF because it allows
to accentuate the distinction between these spaces and the vegetative areas due to the
important difference in the spectrum of the materials constituting them. In fact, it is
widely used in land cover/land use detection research (Ienco et al. 2019; Inglada et al.
2017). NDBI (Normalized Difference Building Index) (Zha, Gao, and Ni 2003), is an
index developped to rapidly extract urban fabric (Yi and Jianhui 2016). It works like
the NDVI by making a combination of different spectral bands, in this case for this
index the MIR (Mid Infra-Red) and the NIR (Near Infra-Red).

In this context, our research focused on the contribution of feature fusion from
Sentinel-2 high spatial resolution imagery to map UF based on a generic typology
for France. In addition, this study aims to show that the use of exogenous indices
(NDVI, NDBI and eNDVI ) can improve the classification results of these UF. The
paper is structured in five sections. Section 2 will describe the materials and methods.
Section 3 will present the results for each method and study area. In section 4, we will
discuss the results presented previously before concluding and developing our research
perspectives in section 5.

2. Materials and Methods

In this section, the study sites is firstly described (section 2.1) followed by the presen-
tation of both satellite and databases processed to obtain a reference dataset allowing
to improve the UF map into five thematic classes (section 2.2). The proposed work-
flow is then explained to produce urban semantic segmentation based on Sentinel-2
mono-date image.

1http://www2.isprs.org/commissions/comm3/wg4/semantic-labeling.html
2https://hyperspectral.ee.uh.edu/?page_id=459
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2.1. Study Sites and Test areas

The ’Grand Est’ region is an administrative French zone extended from Alsace in the
East to the Ardennes and Marne in the West, covers 57,441 km2 as well as many
large urban areas such as Strasbourg, Metz, Nancy and Reims. Among the sixteen
tiles covered by Sentinel-2, two of them are chosen for study sites for training and
testing our classification models from imbalanced reference data (Figure 1). The land
cover classes distribution of both tiles is representative of the whole region covered
urban, peri-urban and rural areas with a diversity of UF. Three subsets of test with
a gradient of urbanisation are selected in order to assess the robustness and precision
of the methods tested for a diversity of case studies. The first test area is located on
tile 32ULU North, one the most important city of the East French Region (Strasbourg
with more than 500 000 inhabitants), the second one includes part of the city of Metz
(one of the four cities with around 200,00 inhabitants) and the last one is located near
the smaller city of Saint-Avold (tile 31UGQ) and is representative of cities with less
than 50,000 inhabitants (Figure 1).

Figure 1. Grand Est region, France, including Sentinel-2 tiles and test areas where the experiments were
made. (Coordinate system used is World Geodetic System 1984/EPSG4326)

2.2. Datasets

2.2.1. Sentinel-2 Data

Sentinel-2 mission (Drusch et al. 2012) is composed of two satellites, Sentinel-2A and
2B respectively launched in June 2015 and in March 2017. They have a high revisit
frequency of 5 days over the equator, and 2/3 days near mid-latitudes which is impor-
tant to map land cover dynamics. Each sensor owns 13 spectral bands with different
wavelengths, from the visible to the shortwave infrared at different spatial resolutions.
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For this research paper, satellite data used come from the Theia/Muscate database
(https://www.theia-land.fr/) and 10 spectral bands are available for each sensor
(Table 1). This product is available on their dissemination platform or by automatic
download by requesting their server. For this work, cloudless single-date Sentinel-2 im-
ages, from 24th July 2019 and 21th July 2020, are respectively chosen for tiles 32ULU
and 31UGQ.

Table 1. Sentinel-2 bands available with 2A product from Theia/Muscate.

Band name Central Wavelength (nm) Spatial Resolution (m)

Band 2 - Blue 492.4 10
Band 3 - Green 559.8 10
Band 4 - Red 664.6 10

Band 5 - Vegetation Red Edge 704.1 20
Band 6 - Vegetation Red Edge 740.5 20
Band 7 - Vegetation Red Edge 782.8 20

Band 8 - Near Infra-Red 832.8 10
Band 8A - Vegetation Red Edge 864.7 20

Band 11 - SWIR 1613.7 20
Band 12 - SWIR 2202.4 20

2.2.2. UF Typology and Reference Dataset

From High Spatial Resolution Imagery (10m), many research papers map UF in west-
ern cities in 4 classes (Table 2): dense (class 1) and sparse built-up (class 2) areas
where the main difference consists in their relative density and the importance of
vegetated areas and bare surfaces, specialized areas (class 3) characterizing industrial
activities or waste land or open areas with a majority of artificial or bare surfaces and
large scale road or rail network (class 5). This is the case for the well-known product,
OSO (Occupation des Sols Opérationnelle - http://osr-cesbio.ups-tlse.fr/oso/)
available at the national scale and produced from times series of Sentinel-2 or other
research works (El Mendili et al. 2020). In order to improve this classification of UF,
a fifth class has been added and describes specialized areas where green surfaces are
dominant (more than 80%) (class 4) such as urban parks, cemeteries or vegetated
sports or leisure complexes (outdoor sports fields). In this paper, we assume that a
spatial resolution of 10m make it possible to map these five UF classes. A sixth class for
non-urban areas (class 6) corresponds to any other non built-up areas as agricultural
lands, forests or water surfaces.

To produce this reference datastet adapted to any type of city in France to map
UF at 10m spatial resolution, two existing topographic databases are used : (1) the
regional landuse/cover vector database (BDOCSGE2➞GeoGrandEst3, 2019) and (2)
the national topographic database with networks (BDTOPO➞IGN4, 2014). The Min-
imum Mapping Unit (MMU) is less than 50m2 for buildings and urban areas. The first
database is produced by visual interpretation of aerial images (2018-2019) and maps
each department of the region into 53 classes at level 4. The thematic classes are close
to landuse that landcover classes. This database is a freely available at large scale
(1:10,000) from the GeoGrandEst Data Infrastructure (www.geograndest.org) and the
production is ongoing for the whole region. At the time of this research, only two de-
partments were available (Bas-Rhin and Moselle) in relation with our tests sites. Since
the satellite images and reference data are less than two years distant, we make the

3https://www.datagrandest.fr/portail/fr/projets/occupation-du-sol
4https://geoservices.ign.fr/documentation/donnees/vecteur/bdtopo
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Table 2. List of the five UF classes (after pre-processing) used for this research (1/6000 scale).

Class Subset on Sentinel-2 Reference data Description

(1) Dense Built-Up

Surfaces mainly occupied
by buildings and

impervious surfaces. Vegetation
and bare soil are scarce.

(2) Sparse Built-Up
Buildings and other artificial

surfaces share the land with green
surfaces and bare soil

(3) Specialized Built-Up Areas
Surfaces allocated to production,
commercial, service and tertiary

activities

(4) Specialized but
Vegetative Areas

Surfaces containing at least
80% of vegetated areas
and 20% of bare soil

or impervious surfaces as urban park,
sport leisure activities,

cemetery or campgrounds

(5) Large Scale Networks
Primary road network and
others associated areas,

railways and train stations

(6) Others non-urban areas
Every non-urban areas such as

agricultural land, forests,
wetlands and water surfaces

hypothesis that changes are minor due to the low population dynamics in the region.
The legend of BDOCSGE2 is organized into four levels of nomenclature where the
first level categorizes land cover into four classes (1) artificial surfaces, (2) agricultural
areas, (3) forest areas, and (4) water surfaces. Artificial surfaces (Level 1) are further
sub-divided into 16 classes at Level 3 and in 29 classes in level 4. In the BDOCSGE2
layer, all the roads have the same degree of importance which makes it impossible to
remove the smallest polygons in the inner city that cannot be distinguished at 10 m
spatial resolution (Table 2). In order to produce an adapted road network thematic
class, the second database (BDTopo), produced by IGN describing lines in vector for-
mat with the degree of importance, is pre-processed. A buffer of 30 meters for the
highways and 10 meters for the major roads is calculated to correspond to the real
size of these networks which the only ones to be visible at 10 m. These data are then
added to other classes of the vector reference datasets layer. We then summarize the
fifth classes into a unique vector layer and rasterize alls polygons at a 10 m spatial
resolution. The UF classes are not evenly distributed on the reference data and rep-
resent 8.4% of the total area. Indeed, Dense Built-Up represents about 8.4% of the
total UF area of the dataset, Sparse Built-Up 59.5%, Specialized Built-Up Areas 19%,
Specialized butVegetative Areas 8.3% and Large Scale Networks 4.8%. For the image
processing test based on four classes, the class (4) describing specialized but vegetative
areas has been removed and all these areas have been included in the last class (6).
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2.3. Methods

The proposed workflow is proposed in three different steps (Figure 2.: (1) the pre-
processing step for a training, validation and test patches data preparation, (2) the
model training step where four different approaches built the same base network are
compared and (3) the post-processing and evaluation step to predict and test every
approach. All models have been trained and tested on a computer with an RTX Quadro
4000 with 8 Gb of VRAM, an Intel(R) Xeon(R) E-2246G processor clocked at 3.6
GHz for 6 physical cores and 32 Gb of rams. For implementation, we used Keras API
(Chollet et al. 2015) built on top of TensorFlow 2.0.

Figure 2. Workflow for automated UF mapping in Sentinel-2 L2A imagery over one tile. This workflow
contains (1) preprocessing and data preparation where reference data, roads and satellite data are pre-processed,
(2) model training where some networks are applied and (3) post-processing and evaluation where predictions
are made.

2.3.1. Step 1: Pre-processing and data preparation

On the Sentinel-2 images, first combination of spectral bands, as input for all the Net-
works, are the 3 IRRG bands (Infrared, red and green). We kept these three spectral
bands to merge the two networks with a similar depth and compare the 4 methods
developed with equivalent input data. In addition, band 8 (Near Infra-Red) was pre-
ferred to band 2 (Blue) because it provides more information on vegetation and allows
better distinction between urban and natural areas. The normalized difference vege-
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tation index (NDVI) (Rouse 1973), the normalized difference built-up index (NDBI)
(Zha, Gao, and Ni 2003) and the entropy (Haralick, Shanmugam, and Dinstein 1973)
based on NDVI index are also calculated and will be inputs in Networks due to their
relevance in urban studies (Huang, Yu, and Feng 2019; Mhangara and Odindi 2012;
Su et al. 2008).

The reference data is pre-process in order to produce training and validation dataset
for the different Networks used.

NDV I =
Red−NIR

Red+NIR
(1)

NDBI =
SWIR1−NIR

SWIR1 +NIR
(2)

where Red is the red band of the Sentinel-2 image (band number 4), NIR is the near
infrared band (band number 8) and SWIR1 is the Short-Wave Infrared 1 band (band
number 11). SWIR1 is resampled at 10m spatial resolution to match spatial resolution
with other spectral bands.

Haralick, Shanmugam, and Dinstein (1973) introduced the concept of Grey Level
Co-occurence Matrix (GLCM) in 1973. This technique of feature extraction is widely
used in the field of image analysis. GLCM represents a histogram of co-occurring
greyscale values at a given offset. Then in urban areas where the heterogeneity is high,
the Entropy index representing the randomness of disorder present in the image is
calculated. The entropy value is high when the elements of the co-occurrence matrix
are the same and lower are the values of entropy and more unequal are the elements.
Entropy (eNDVI) is calculated using NVDI. We defined a direction of 3 pixels and an
offset of 1 to compute the GLCM.

eNDV I = −

∑

i

∑

j

pd(i, j) ln pd(i, j) (3)

where pd(i, j) is the (i, j)th element of the normalized GLCM.
Data sources are split in training, validation and test zones following Saraiva et al.

(2020) methodology which consists in selecting an area covered by the reference data,
splitting it with a part for the training set and another for the validation set. The
patches of each set are then cut in the selected areas by applying an overlap of 50%
between each patch. Each area being independent, there can be no overlap between
the partitions. Random patches are selected in training and validation areas which
result of 5,517 training patches (80%) and 1,379 validation patches (20%) for 31UGQ
tile and 8,942 training patches (80%) and 2,685 validation patches (20%) for 32ULU
tile (Table 3). Test zone is splited in patches with 75% overlap and reconstructed to
predict and evaluate all the test zone. This method is applied for every network tested.

2.3.2. Models training

This section gives a detailed description of models training and selected networks.
Fusion methods were successfully tested in our domain application for encoder/decoder
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Table 3. Number of patch containing a class and number of pixels per class for each

training set.

Class 32ULU 31UGQ

Patches Pixels Patches Pixels

(1) Dense Built-Up 3,825 1,295,473 2,330 849,901
(2) Sparse Built-Up 7,154 10,724,491 4,374 4,698,560
(3) Specialized Built-Up Areas 5,050 3,141,083 4,168 1,985,748
(4) Specialized but Vegetative Areas 6,147 1,802,533 3,612 1,228,366
(5) Large Scale Networks 1,420 502,951 1,148 477,968
(6) Others non-urban areas 8,942 211,448,669 5,517 131,994,657

like networks (Hazırbaş et al. 2016; Audebert, Le Saux, and Lefèvre 2018; Jie et al.
2020) to combine different input data sources for land cover classification.

In this paper, one main U-Net network with VGG-16 is used as the encoder to be
able to apply pretrained ImageNet (Russakovsky et al. 2015) weights. We chose this
backbone because it is one of the smallest networks and helps to limit overfitting.
Pretrained weights and backbone VGG-16 network were obtained from keras built-in
models. The encoding phase for this network allows to extract a set of features to
detect the classes present within the patches. Conversely, the decoding phase allows
to restore the spatial context of the patch. Skip connections between the two phases
of the U-Net network allows to find more quickly characteristics discovered during the
first blocks of the network without having to go through the deeper meshes.

Table 4. List of executions including networks used and spectral bands / index

Method Network Spectral bands/Index

U-Net-IRRG (Figure 4) U-Net pretrained on ImageNet 3, 4, 8
U-Net-Index (Figure 4) U-Net not pretrained 3, 4, 8, NDVI, NDBI, eNDVI

U-Net-Encoder (Figure 5) Fusion of two U-Net 3, 4, 8 and NDVI, NDBI, eNDVI
U-Net-Decoder (Figure 6) Fusion of two U-Net 3, 4, 8 and NDVI, NDBI, eNDVI

We have developed two fusion methods inspired by Hazırbaş et al. (2016) works as
it has proven to be effective in Audebert, Le Saux, and Lefèvre (2018) by combining
exogenous indexes with reflectance data. First, a fusion of the encoders of two U-Net
is performed (Figure 5) and then a fusion of the decoders (Figure 6). These fusion
methods are compared to the classical U-Net network (Figure 4) with different input
parameters described below and summarized in Table 4:

• U-Net-IRRG (Figure 4): U-Net with VGG-16 as a backbone, taking IRRG
patches as inputs. This network is pretrained on ImageNet ;

• U-Net-Index (Figure 4): U-Net with VGG-16 as a backbone, taking six chan-
nels patches as inputs : green, red, infrared bands and NDVI, NDBI and eNDVI.
This network could not be pretrained on ImageNet because it takes more than
3 channels as input ;

• U-Net-Encoder (Figure 5): Two U-Net with VGG-16 as as backbone. The
main network takes 3 indexes patches (NDVI, NDBI and eNDVI) as inputs and
it not pretrained on ImageNet. The second network takes IRRG as inputs and
is pretrained on ImageNet. The contributions of each encoder are summed after
each convolution block ;

• U-Net-Decoder (Figure 6): The same methodology as encoder fusion is ap-
plied but the fusion is executed during the decoder phase, including bottleneck
in order to alter the final result as much as possible ;
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These approaches consist in classifying satellite image patches of dimension h×w×

nchannels to obtain a classification of dimensions h × w × nclasses. All the operations
described in Figures 4, 5 and 6 are explained below.

• Convolution: Each convolution block consists in applying a convolution with a
kernel size of 3×3 and a stride of 1 pixel. ReLu (Rectified Linear Unit, f(x) =
max(0, x)) is the activation function used at the end of each convolution ;

• Dropout: This regularization technique is commonly used when developping a
neural network (Srivastava et al. 2014). 50% dropout (Pelletier, Webb, and Pe-
titjean 2019) is applied between the two convolution blocks during the decoding
phase to limit overfitting. It consists of a random and temporary deactivation
of some neurons to avoid complex co-adaptation. During the prediction phase,
neurons are reactivated to test the new model. We decided to use dropout layers
because our training data are small and imbalanced. Also, dropout has been
used in different work as it provide restrictive regularization and enhance gener-
alization (Rajaraman et al. 2020) ;

• MaxPooling: The MaxPooling bock allows you to reduce the size of the data
during the encoding phase to detect different characteristics. For our network,
we reduce the height and width of the features by 2 after all the convolution
steps ;

• Concatenation: For this layer, the features of the same dimension h×w×n of
the decoding and encoding step are concatenated before the transpose step ;

• Transpose: For the decoding phase, a transpose layer was preferred to an Up-
Sampling layer as it is commonly used in encoder/decoder architecture to per-
form semantic segmentation (Iglovikov and Shvets 2018; Ouyang and Li 2021).
Indeed, it is a more complex operation that combines a convolution operation
and an upsampling operation within the same layer ;

Figure 3. Size comparison of the patches: (a) 160x160 pixels, (b) 128x128 pixels, (c) 64x64 pixels and (d)
32x32 pixels.

The size of the input patches are 160 × 160×3 for each of the two networks used,
with 5 land use classes at the output. This size allows the network to get a wider
spatial context of the land use classes represented in the image (Figure 3). This size
allows for a large footprint and diversity of classes on each patch. At the end of the
network, a ~x vector of size 160 × 160 containing the semantic segmentation into 5
classes is produced. It is then normalized using a Softmax function defined below :

f(~x)i =
exi

∑
j e

xj
(4)

where i and j represent respectively the ith and jth class and xi the probability of
belonging to the i class.
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Figure 4. U-Net-IRRG and U-Net-Index architecture used for preliminary tests. This network uses, on the
one hand, only IRRG images and, on the other hand, a combination of IRRG images and spectral and textural

indexes (NDVI, NDBI and eNDVI).

Several data augmentation methods were applied to the training patches to enrich
the dataset. Each patch is thus kept in its initial state and then augmented randomly
either by rotations (90, 180, and 270 degrees) or flipping (from left to right or from
top to bottom) using numpy library5. These data augmentation methods doubled the
size of the initial training sets of each tile. We also add Dropout and L2 regularization
during decoder process (Srivastava et al. 2014) to reduce the chance of overfitting due
to the use of an imbalanced dataset and a low number of patches. L2 was prefered to
L1 as it more stable by putting half of the weights on each input (Li et al. 2021).
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Figure 5. U-Net-Encoder architecture modified in order to apply encoder fusion. Features (1) to (5) are
extracted from the second U-Net, pretrained on ImageNet with IRRG patches as inputs, and merged in the
first U-Net during the encoding phase.

Every image is normalized by dividing the standard deviation of the reflectance of
the spectral band by the difference of this one with the average of the reflectances.

5https://numpy.org/

11

https://numpy.org/


6464

conv-
relu add

128 128

pool conv-
relu add

pool

256 256 256

conv-relu

pool

512 512 512

conv-relu

pool

512 512 512

conv-relu

512 I/
16

add

512 I/
16

(514)

+

512 512

transp conv-relu drop

512 512 I/
8

add

512 I/
8

(6)

+

256 256

transp conv-
relu drop add

256 256 I/
4

256 I/
4

(7)

+

128 128

transp
conv-relu
drop add

128 128 I/
2

128 I/
2

(8)

+

6464
transp
conv-
relu
drop
add

6464 I

64 I

(9)

+

6 I

softmax

Figure 6. U-Net-Decoder architecture modified in order to apply decoder fusion. Features (5) to (9) are
extracted from the second U-Net, pretrained on ImageNet with IRRG patches as inputs, and merged in the
first U-Net during the decoding phase.

This normalization method allows the data to be centered on the same range of values
so that our gradient remains stable. The normalization formula is developed below:

n =
(b− b)

σb
(5)

where n represents the normalized spectral band, b the reflectance values of the
spectral band, b the mean of the reflectance values, and σb the standard deviation of
the reflectance values.

The models were trained for 100 epochs with a Learning Rate (LR) of 1× 10−4 and
a batch size of 8. We reduced LR by 50% each time a plateau was reached for 5 epochs
(Chhor and Aramburu 2017) using Keras callback ReduceLROnPlateau. Softmax was
used as an activation function for the last layer of each model to predict multinomial
probabilities (Figures 4, 5 and 6).

Training takes around 15 hours for each network.

2.3.3. Post-processing and evaluation

After training the model, predictions are made on selected test areas. The test image
must first be reconstructed from 160 x 160-pixel patches. To do this, an overlap of
75% is applied to smooth the predictions and improve the classification results. The
overlapped pixels within the overlap regions are averaged and then the index of the
band with the highest probability is retained as a prediction. This method is applied
to all the test images. Finally, a confusion matrix is computed over the entire image
accompanied by a file with detailed statistics by land-use class. This prediction tech-
nique can also be applied to the whole image to provide an accurate mapping of land
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use in urban structures.

2.4. Loss function

To take into account the low representativeness of certain classes in the dataset (im-
balanced dataset), a weighted categorical cross-entropy loss is used by assigning higher
weights to the classes with the least surface area. These are the inverse of the class
frequency (Audebert, Le Saux, and Lefèvre 2018). This loss is commonly used in re-
mote sensing multi-class supervised classification tasks (Ienco et al. 2017; Zhu et al.
2017). The loss has been taken from segmentation models framework (Yakubovskiy
2019). On the other hand, the ”Large Scale Networks” and ”Specialized But Vegeta-
tive Areas” classes (rare objects composing the urban structures) occupy such small
areas that we have decided to assign the lowest weights to another poorly represented
”Dense Built-Up” class. Indeed, using too high weights can bias the loss and distort
the learning process which would lead to prediction errors (Sefrin, Riese, and Keller
2021; Audebert, Le Saux, and Lefèvre 2018).

2.5. Evaluation metrics

We adopted different evaluation metrics (Maxwell, Warner, and Guillén 2021) to mea-
sure the quality assessments and the effectiveness of every network tested in our pro-
cessing chain : Precision, Recall and F1Score.

Precision (also know as User’s Accuracy - UA) informs about the fraction of well-
classified pixels in the classified image. It can be calculated by dividing True Positives
(TP) values with the sum of True Positives (TP) and False Positives (FP).

Precision =
TP

TP + FP
(6)

Recall (also know as Producer’s Accuracy - PA) indicates the fraction of well-ranked
pixels relative to the reference data. It can be calculated by dividing True Positives
(TP) values with the sum of True Positives (TP) and False Negatives (FN).

Recall =
TP

TP + FN
(7)

F1Score (also known as Dice) represents the harmonic mean between Precision and
Recall. It is calculated by dividing twice the product of Precision and Recall by the
sum of these same metrics. In order to have a global analysis metric of the results, the
F1Score weighted is calculated for all the classes for each test.

F1Score =
2× Precision×Recall

Precision+Recall
(8)
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3. Results

In order to assess the results of the four networks the section 3.1 is dedicated to a
global analysis comparing the test sites without distinction of UF. The section 3.2
presents the results for each study areas (for remind, three test sites with a gradient
of urbanisation, respectively Strasbourg, Metz and St-Avold city - Figure 1). Then,
section 3.3 focuses on the best fusion methods considering qualitative and quantitative
results and the last section (3.4) compared this latest with a test mapping UF in four
classes.

3.1. Global results analysis

The weighted F1Score and Overall Accuracy has been calculated for each test areas
(Tables 5 and 6). We notice a slight advantage for the U-Net-Decoder method for
the two least dense cities, Metz and Saint Avold (respectively 0.7488 and 0.7883 for
weighted F1Score and 0.7343 and 0.7580 for Overall Accuracy). The U-Net-Encoder
method obtains the high value for the city of Strasbourg with a weighted F1Score of
0.5990 and an Overall Accuracy of 0.5794. We can notice that the difference is however
really close between U-Net-Encoder/Decoder. A detailed analysis for each UF is then
necessary to conclude on their performance to map UF whatever the thematic classes.

Table 5. Results of weighted F1Score for each method in every study area.

U-Net-IRRG U-Net-Index

Strasbourg Metz St-Avold Strasbourg Metz St-Avold

0.5133 0.7364 0.7716 0.5005 0.7214 0.7248

U-Net-Encoder U-Net-Decoder

Strasbourg Metz St-Avold Strasbourg Metz St-Avold

0.5990 0.7479 0.7834 0.5894 0.7488 0.7883

Table 6. Results of Overall Accuracy for each method in every study area.

U-Net-IRRG U-Net-Index

Strasbourg Metz St-Avold Strasbourg Metz St-Avold

0.5004 0.7067 0.7244 0.4737 0.6963 0.6701

U-Net-Encoder U-Net-Decoder

Strasbourg Metz St-Avold Strasbourg Metz St-Avold

0.5794 0.7299 0.7513 0.5706 0.7343 0.7580

Training and validation loss has been plotted in order to monitor any possible
overfitting (Figure 7).

3.2. Results analysis for each UF

A more detailed analysis of the evaluation metrics is presented from the most im-
portant city (Strasbourg) to the most rural test site (St-Avold). For each test areas,
quantitative analysis based on Precision, Recall and F1Score measures is completed by
a qualitative analysis of results with some zooms on the three test areas.
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Figure 7. Training and validation learning curve for U-Net-IRRG method perform on 32ULU tile.

3.2.1. Semantic segmentation results for Strasbourg, Grand Est, 32ULU Tile

Table 7 summarizes the three evaluation metrics for the four different methods and
for each UF (Table 2) based on Strasbourg test area. We notice an advantage for both
fusion methods (U-Net-Encoder and U-Net-Decoder) where the best statistical results
are found for both methods. More precisely, these fusion methods improve the results
of the specialized but vegetated area (Class 4) and the large scale networks (Class 5),
where the F1Score is respectively 0.4716 and 0.5038 for U-Net-Encoder and 0.4716 and
0.5781 for U-Net-Decoder.

Table 7. Results of all methods for the test zone located in Strasbourg, Grand-Est,
France.

U-Net-IRRG U-Net-Index

Precision Recall F1 Precision Recall F1

Class 1 0.3928 0.6820 0.4985 0.5541 0.3929 0.4598
Class 2 0.6116 0.3752 0.4651 0.7412 0.2832 0.4098
Class 3 0.5045 0.5789 0.5391 0.3749 0.7388 0.4974
Class 4 0.3279 0.3313 0.3296 0.3988 0.3236 0.3573
Class 5 0.2887 0.7543 0.4176 0.2298 0.8325 0.3602
Class 6 0.9876 0.5199 0.6812 0.9798 0.5853 0.7328

U-Net-Encoder U-Net-Decoder

Precision Recall F1 Precision Recall F1

Class 1 0.4511 0.6836 0.5435 0.4797 0.6297 0.5446

Class 2 0.7415 0.4651 0.5717 0.7531 0.4179 0.5375
Class 3 0.5169 0.5878 0.5501 0.4773 0.7006 0.5678

Class 4 0.4057 0.5632 0.4716 0.3801 0.6210 0.4716

Class 5 0.3962 0.6917 0.5038 0.5099 0.6673 0.5781

Class 6 0.9882 0.6427 0.7789 0.9880 0.5987 0.7456

To complete these quantitive results, Figure 8 presents some subsets in the Stras-
bourg test area. Compared to the reference dataset, qualitative analysis shows that
the methods U-Net-Encoder (subfigure e) and U-Net-Decoder (subfigure f) provide a
better detection of large scale networks (class 5) than the reference data (Figure 8 b).
Indeed, some roads and railway are classified while they do not appear on the image
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(Figure 8 b). The specialized built-up areas (Class 3) is also well extracted by all
methods by detecting areas with ongoing construction that are also not present on the
reference data. On the other hand, we notice an overestimation of the Specialized but
vegetative areas (class 4) which includes some cropping or forests areas in peri-urban
area. U-Net-IRRG and U-Net-Index also produce some confusion between different
classes, such as Specialized Built-up Areas (Class 3) and Specialized but vegetative
Areas (Class 4), where the two fusion methods have much more unified results.

Figure 8. Semantic segmentation results for test zone over Strasbourg. (a) and (b) represent subset image
and reference data respectively, (c) and (d) are respectively U-Net-IRRG and U-Net-Index and (e) and (f) are
U-Net-Encoder and U-Net-Decoder.

3.2.2. Semantic segmentation Results for Metz, Grand Est, 31UGQ Tile

Table 8 summarized all the statistics calculated by class for each method for the second
test area located in Metz and its surroundings.

The statistical results (Table 8) shows that the F1Score scores values follow the same
trends the results of test area 1 (Strasbourg - section 3.2.1), with class 6 (Others non-
urban areas) always higher than the other classes (above 0.85) and classes 1, 2, 3 and
5 always equal or above 0.5. Large Scale network (Class 4) still has low F1 values, even
slightly lower than test area 1. This can be explained by the urban morphology of the
city characterized with a lot of sparse urban settlements. These trends are confirmed
in the precision and recall values. They are not significantly different than in subset
1 but the maximum values are reached here by the U-Net-IRRG model in terms of
precision and the U-Net-Encoder model for recall. More precisely, the U-Net-IRRG
model underestimates classes 1 to 3 while the U-Net-Encoder model overestimates
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Table 8. Results of all methods for the test zone located over Metz, Grand-Est,

France.

U-Net-IRRG U-Net-Index

Precision Recall F1 Precision Recall F1

Class 1 0.5128 0.7021 0.5199 0.4577 0.5095 0.4822
Class 2 0.6228 0.6941 0.6565 0.5286 0.6586 0.5864
Class 3 0.6177 0.4329 0.5090 0.5385 0.5359 0.5372
Class 4 0.2092 0.6298 0.3141 0.1662 0.2666 0.2048
Class 5 0.4457 0.8559 0.5862 0.2812 0.9090 0.4295
Class 6 0.9643 0.7678 0.8549 0.9595 0.7758 0.8579

U-Net-Encoder U-Net-Decoder

Precision Recall F1 Precision Recall F1

Class 1 0.4510 0.5847 0.5092 0.3858 0.6592 0.4867
Class 2 0.6136 0.6948 0.6516 0.6195 0.5962 0.6076
Class 3 0.5228 0.5789 0.5494 0.5026 0.6186 0.5546

Class 4 0.2193 0.4168 0.2874 0.2674 0.3735 0.3117
Class 5 0.4638 0.8471 0.5994 0.4240 0.8791 0.5721
Class 6 0.9601 0.7933 0.8687 0.9587 0.8126 0.8796

classes 2 and 3 (Sparse and Specialized Built-Up areas).
Qualitative results (Figure 9) confirm that U-Net-Encoder and Decoder show better

extraction of all the classes. Large Scale Networks (Class 5) is also better detected and
new roads not visible in reference data are extracted. The U-Net-IRRG method clearly
overestimated class (3). Specialized but Vegetative Areas (class (4) are much better
detected visually for both fusion methods than for U-Net-IRRG.

3.2.3. Semantic segmentation results for Saint-Avold, Grand Est, 31UGQ Tile

For this last test site (Table 9), Saint-Avold, Grand Est, the trends of the statistical
results are identical or even with lower F1Score values particularly for the specialized
but Vegetated Areas which is the most complex class. This means that results are
lower when the urbanisation gradient decrease, more sparse are urban settlement and
more difficult is the extraction.

The qualitative analysis (Figure 10) confirm the quantitative results by showing
that extraction of all classes are overestimated for the first two methods (U-Net-
IRRG and U-Net-Index). As in the other both test areas, class 5 stays better than the
reference data by considering the major part of the large scale networks. Moreover, the
fusion methods (U-Net-Encoder and U-Net-Decoder) propose a much more unified and
smoothed classification results than the two others methods which is also explained
with the recall results.

In order to identify which of the both fusion methods is better to extract these 5
classes related to the test areas chosen for their urbanisation gradient, a more detailed
analysis is proposed in the next section.

3.3. Encoder and Decoder fusion analysis

This section presents a detailed analysis based on 2D scatter plots for each metrics
where the six classes are located in the 2D-space where the X-axe is the U-Net-Encoder
and where the Y-axe is the U-Net-Decoder. Based on this Figure 11, we notice that,
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Figure 9. Semantic segmentation results for test zone over Metz. (a) and (b) represent subset image and
reference data respectively, (c) and (d) are respectively U-Net-IRRG and U-Net-Index and (e) and (f) are
U-Net-Encoder and U-Net-Decoder.

Table 9. Results of all methods for the test area located near Saint-Avold, Grand-
Est, France.

U-Net-IRRG U-Net-Index

Precision Recall F1 Precision Recall F1

Class 1 0.2597 0.8114 0.3934 0.3209 0.5785 0.4128
Class 2 0.6233 0.7010 0.6599 0.5202 0.6525 0.5788
Class 3 0.3902 0.4534 0.4194 0.3379 0.5544 0.4199
Class 4 0.0838 0.3414 0.1346 0.0348 0.1378 0.0556
Class 5 0.4571 0.9194 0.6106 0.3364 0.9558 0.4977
Class 6 0.9944 0.7493 0.8546 0.9896 0.6925 0.8148

U-Net-Encoder U-Net-Decoder

Precision Recall F1 Precision Recall F1

Class 1 0.2996 0.5668 0.3920 0.2593 0.6958 0.3778
Class 2 0.6367 0.7153 0.6737 0.6359 0.6114 0.6234
Class 3 0.2306 0.6118 0.3350 0.2350 0.6462 0.3446
Class 4 0.1186 0.2455 0.1600 0.1566 0.2320 0.1870

Class 5 0.4633 0.8944 0.6104 0.4363 0.9091 0.5896
Class 6 0.9933 0.7765 0.8716 0.9930 0.8034 0.8882

for all the metrics studied, UF classes are close to the diagonal line, which means that
the both methods give close statistical results. Values of each metrics are concentrated
around 0.5 with a Recall always slightly higher than F1Score with the U-Net-Decoder.
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Figure 10. Semantic segmentation results for test zone over Saint-Avold. (a) and (b) represent subset image
and reference data respectively, (c) and (d) are respectively U-Net-IRRG and U-Net-Index and (e) and (f) are
U-Net-Encoder and U-Net-Decoder.

Only the precision values are similar for the classes 1,2,3,5 and confirm that the class
4 is very difficult to extract but the U-Net-Decoder is the model for which all metrics
are higher (Figure 13).

Figure 12 allows for a more in-depth analysis of the two fusion methods (U-Net-
Encore and U-Net-Decoder). The subset (i) focus on a road not mapped in the reference
data because it is not considered as primary road. However, both models detect it due
to his width. The subset (ii) highlights a better precision in the delimitation of the
Specialized but Vegetative Areas (class 4) for the U-Net-Decoder method. This same
observation also applies for the subsets (iii) and (iv) where the Dense Built-up (class
1) and Specialized Built-Up Areas (class 3) are better extracted for the U-Net-Decoder
method.

3.4. Four-classes results for the Strasbourg study area

In order to analyse the impact of the number and choice of UF classes on the classifi-
cation results, we haved tested the both models (U-Net-Encoder and U-Net-Decoder)
with only five classes by removing the most complex one at 10m spatial resolution
(Specialized but Vegetative Areas - class 4) and grouping areas in the class 6 (Other).
We notice that the results (Table 10) of F1Score are always higher than 0.5 for all
classes only with U-Net-Encoder and U-Net-Decoder. Precision metrics shows that
Large Scale Network (class 5) is always well detected and Specialized Built-Up Ar-
eas (class 3) is slighlty better extracted. Recall metrics confirm that Dense Built-Up
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(a) F1Score for each class/test zones of the two fusion

methods (U-Net-Encoder and U-Net-Decoder)

(b) Recall for each class/test zones of the two fusion

methods (U-Net-Encoder and U-Net-Decoder)

(c) Precision for each class/test zones of the two fusion
methods (U-Net-Encoder and U-Net-Decoder)

Figure 11. F1Score, Recall and Precision for the analysis of the two fusion methods at the three study sites.

(class 1) and Specialized Built-Up Areas (class 3) are more overestimated with U-Net-
Encoder than U-Net-Decoder. These statistical results are also visible in (Figure 14).
Finally, quantitative and qualitative interpretation results show the trends in results
with very similar analysis with four or five UF classes that confirmed the slighted
superiority of the U-Net-Decoder.

4. Discussion

The experiments performed in this study have tested two semantic segmentation net-
works (U-Net) that we combined using feature fusion between a from scratch network
and a pre-trained network on ImageNet, to propose a generic UF mapping adapted to
Grand-Est/France cities. First, the results showed the advantage of both fusion meth-
ods for the detection of these classes with quantitative and qualitative assessment
showing better results for U-Net-Decoder method. Moreover, the contribution of ex-
ogenous indexes coupled with a pre-trained network allowed to refine the classification
of the five UF classes.

Statistical and qualitative results confirm the good results of the U-Net-Decoder
method over the U-Net-Encoder one to extract several UF classes with a mono-
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Figure 12. Four subsets are presented, from (1) to (4) with (a) Sentile-2 zoom, (b) reference data, (c) U-
Net-Encoder and (d) U-Net-Decoder.

(a) Confusion matrix for U-Net-Encoder over Metz (b) Confusion matrix for U-Net-Decoder over Metz

Figure 13. Confusion matrix (with Recall metric inside each cell) for U-Net-Encoder and U-Net-Decoder
over the test area of Metz.

temporal image. It is possible to notice a better detection of some classes compared to
the reference data. This is the case for Large Scale Networks (class 5) where roads and
railroads, not yet or barely built at the time of the creation of the reference data, are
well detected. Indeed, the selection of the Large Scale Networks was made according
to a level of road in a French national database. Thus, there may be some roads of a
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Table 10. Four UF classes results of all methods for the test area in Strasbourg,

Grand-Est, France.

U-Net-IRRG U-Net-Index

Precision Recall F1 Precision Recall F1

Class 1 0.4674 0.6066 0.5281 0.4032 0.5232 0.4554
Class 2 0.6164 0.3534 0.4492 0.5035 0.3080 0.3822
Class 3 0.3696 0.6941 0.4824 0.3992 0.7110 0.5113
Class 5 0.2867 0.8279 0.4259 0.2667 0.8354 0.4043
Class 6 0.9844 0.5170 0.6779 0.9930 0.4908 0.6569

U-Net-Encoder U-Net-Decoder

Precision Recall F1 Precision Recall F1

Class 1 0.4426 0.6752 0.5347 0.4897 0.5544 0.5201
Class 2 0.5393 0.5841 0.5608 0.5629 0.5838 0.5732

Class 3 0.4268 0.6892 0.5271 0.3958 0.7362 0.5148
Class 5 0.4998 0.6276 0.5565 0.4585 0.6835 0.5488
Class 6 0.9907 0.4901 0.6558 0.9914 0.5060 0.6700

Figure 14. Semantic segmentation results for test area over Strasbourg in 4 UF classes with (a) S2, (b)
reference data, (c) U-Net-IRRG, (d) U-Net-Index and respectively (e) and (f) with U-Net-Encoder and U-Net-
Decoder.

lower level that are still visible at 10m spatial resolution. But for most of the roads
available at this level, they are not visible at this resolution. On the other hand, Spe-
cialized But Vegetative Areas (class 4) offers rather low scores rarely exceeding 0.40
of F1Score. This is due to the complexity of this class at 10m where vegetated areas
are dominant. The reflectance of these surfaces is quite similar to other vegetated
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areas such as crops, grasslands or small forests summarized in the Other non-urban
areas (class 6). However, Recall values reach a value of more than 0.6 with the U-Net-
Decoder model close to the other Recall values. This class (4) is also best detected
when the areas is highly urbanized such as in the center of Strasbourg (test area 1)
or Metz (test area 2). Indeed, green areas inside cities are very often belong to class
(4) as they are mostly urban parks, leisure activities areas, campgrounds or cemetery.
These surfaces are rather composed of green areas than mineral surfaces. They are
most often detected as Specialised but Vegetative areas (class 4).

We also notice that the first methods (U-Net-IRRG) have many geometric errors
in the delimitation of classes. In fact, the delimitation of class (4) has a significant
number of overestimation. Each fusion method proposes a better estimation of these
surfaces and can be seen with the F1Score metric. This is notably the case of U-Net-
Decoder which takes them better into consideration by limiting the overestimation, as
seen during the qualitative analysis. This is explained by the combination of interme-
diate features coming from the pre-trained network and bringing information in the
delimitation of these surfaces. However, these surfaces remain complex to detect using
mono-temporal imagery, even if the contribution of features from another network im-
proves the qualitative and quantitative results. Moreover, the ImageNet weights have
been initialized on RGB images. It could be interesting to test the impact of RGB
bands compared to IRRG bands when using a pre-trained network.

Indeed at 10m, confusions apprears between Dense Built-up (1) and Sparse Built-
Up (2) classes due to the low distance between buildings not visible at this resolution.
Others confusions exist between Specialized but Vegetative Areas (4) and Others non-
urban areas (6) due to the presence of vegetation on the urban frange. Despite the low
number of Large Scale Networks patches (5) (Table 3), this class obtains encouraging
scores and the networks are also able to classify roads that do not initially appear
in the reference data (Figure 9). Overall, results remain encouraging despite the use
of mono-temporal imagery. Nevertheless, the addition of multi-temporal and multi-
source data should improve the current results even if urban environments have a low
intra-temporal variability compared to natural areas.

The results from the both methods U-Net-IRRG and U-Net-Index give more hetero-
geneous classification results. The contribution of the feature fusion allows to obtain
smoother UF classes with a better delimitation between the classes. This can be ex-
plained by the contribution of feature of a network taking in input only spectral and
textural indices which allow to have a more precise information on the delimitation of
urban classes. On the other hand, the network using spectral bands allows to extract
more features allowing the distinction between the different UF classes. The U-Net
has been designed to learn its own spatial filters. Thus, the contribution of eNDVI in
conducted methods could be explored since the entropy is nothing else than a set of
convolutions on a grayscale image with a sliding window.

Even with four classical classes rather than five UF classes, the results remain similar
to the previous ones. This shows the interest of studying UFs as 5 classes rather than
4 because the Specialized but Vegetative Areas class is needed by end-users and is an
integral part of urban areas.

5. Conclusions and perspectives

The objective of this research was to show the interest of semantic segmentation meth-
ods to help end-users to produce a relevant and up-to-date map of UF in five thematic
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classes only with an optical mono-temporal and high spatial resolution image (Sentinel-
2). Indeed, classically with a high spatial resolution (10m), UF are only mapped with
four classes distinguishing network from dense, sparse built-up areas and activities. In
this paper, two methods using features fusion techniques (U-Net-Encoder and U-Net-
Decoder) between two networks have been developed using (i) three spectral bands
(green, red, NIR) for the pre-trained network and (ii) three spectral and textural in-
dexes (NDBI, NDVI and eNDVI ) for the non-pre-trained network. These methods
were compared with a U-Net taking into account either IRRG or IRRG bands and
three spectral and textural indexes. The idea was to combine two types of data, each
providing various information to improve the detection of urban surfaces proposed in
five different UF classes adapted to Grand-Est/France cities: (1) Dense Built-Up, (2)
Sparse Built-Up, (3) Specialized Built-Up Areas, (4) Specialized but Vegetative Areas,
(5) Large Scale Networks. Methods have been tested on a gradient of urban areas in
the East of France to ensure a generalisation of results.

Those highlight that both fusion methods, especially the U-Net-Decoder one for
most of UF, offer the best results in refining the detection of the most UF classes. The
U-Net-Decoder method showed an advantage in the delimitation of Specialized but
Vegetative Areas and a better classification of these areas for highly urbanized areas
(Strasbourg center and Metz). The qualitative analysis confirm these first analysis
by showing an advantage for the U-Net-Decoder method with a better segmentation
of the different UFs. On the other hand, the statistical results showed a better but
close classification of the Dense Buit-Up and Sparse Built-Up for the U-Net-Encoder
method. Most of UF classes are always extracted with relevant evaluation metrics
(greater than 0.5) and a qualitative interpretation of the results show the extraction
homogeneous patches of classes. The weakness of the results for the Class 4 which is
confused with other land cover classes due its relative complexity, could be improve by
using multi-temporal imagery in order to take into account of the vegetation dynamics
of this class. These first relevant results could be also applied to other study sites in
France to confirm our conclusions.

This opens several perspectives for the use of optical times series imagery in order
to take into account the spatio-temporal dynamic of UF. An other issue would be to
integrate the multivariate properties of UF from Sentinel-1 imagery which has already
demonstrated its interest for mapping urban footprint. Indeed, many works show the
interest of using the radar amplitude for the detection of several UF classes. Our next
research will focus on the addition of these multi-temporal optical and radar data for
the mapping of these UF classes.
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