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Among amorphous states, glass is defined by relaxation times longer than the observation time. This non-
ergodic nature makes the understanding of glassy systems an involved topic, with complex aging effects or
responses to further out-of-equilibrium external drivings. In this respect active glasses made of self-propelled
particles have recently emerged as stimulating systems which broadens and challenges our current understand-
ing of glasses by considering novel internal out-of-equilibrium degrees of freedom. In previous experimental
studies we have shown that in the ergodicity broken phase, the dynamics of dense passive particles first slows
down as particles are made slightly active, before speeding up at larger activity. Here, we show that this
nonmonotonic behavior also emerges in simulations of soft active Brownian particles and explore its cause. We
refute that the Deadlock by Emergence of Active Directionality (DEAD) model we proposed earlier describes
our data. However, we demonstrate that the nonmonotonic response is due to activity enhanced aging, and
thus confirm the link with ergodicity breaking. Beyond self-propelled systems, our results suggest that aging
in active glasses is not fully understood.

I. INTRODUCTION

Half a century ago, Goldstein 1 proposed that the re-
laxation of glassy systems is dominated by free energy
barriers high compared to thermal energy. At low enough
temperatures or high enough densities some barriers are
so high that the system cannot explore its whole energy
landscape and becomes nonergodic2,3, with the available
phase-space region reducing in a non trivial way with
temperature or density4,5. Nevertheless partial relax-
ation still occurs in the nonergodic glass state and typ-
ically slows down with the ‘age’ of the system, i.e. the
time after its preparation in the glass state6,7. More gen-
erally, the system behavior depends on its whole history
and preparation protocol. Therefore probing the glass
state is an out-of-equilibrium issue, and has been per-
formed by studying the response to external driving, for
instance temperature cycles8,9 or global mechanical driv-
ing10,11.

More recently has emerged a novel class of systems
whereby the additional nonequilibrium condition are
brought by the self-propulsive properties of each consti-
tutive particles. The physics of such active glasses12,13 is
expected to be relevant to describe biological tissues14,15.
Starting from a zoological curiosity such as flocks of birds
and schools of fish, active matter has received more at-
tention and is established as a novel area to study new
physics in a scope of nonequilibrium systems16–19. In
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rather dilute conditions, several studies have shown that
the state of many active systems can be described by
an effective temperature20–23. In previous experimental
studies24,25, some of us have shown that this mapping
holds up close to ergodicity breaking but not beyond.
Our main observation is that the relaxation time displays
nonmonotonic response with the self-propulsion force.
Starting from the nonergodic passive system, the relax-
ation time increases when the system becomes weakly
self-propelled and then decreases when the activity level
is high enough to restore ergodicity.

Other nonmonotonic behaviors have been reported
from theoretical26 and numerical27 studies of ergodic
glassy systems. Indeed, close to the glass transition the
dynamics does not depend on a single active parameter
but on at least two parameters characterizing the activ-
ity, e.g. the persistence time and the Peclet number.
For instance, increasing the persistence time can shift
the glass transition towards higher or lower densities de-
pending on the effective temperature28. Ultimately, the
direction of the shift of glass transition depends on the
microscopic details of the activity29.

Beyond the glass transition, some recent studies reveal
that the phenomenology of passive glass is qualitatively
altered by activity: plasticity and turbulence30, aging
behavior31,32, and dynamics heterogeneity33. However,
most of the above effects occur at relatively strong self-
propulsion force, and more scarce are the studies that fo-
cus on the perturbation of the thermal motion by a weak
propulsion force; precisely the regime where we observed
experimentally a nonmonotonic response to activity24,25.

In Ref.24, we proposed a model based on a Deadlock
due to the Emergence of Active Directionality (DEAD).
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Briefly, this model is based on a Goldstein 1 -like picture
with an (effective) single particle trapped in a cage of high
free energy barriers. We consider that a small amount of
self-propulsion does not affect the height of the energy
barriers. However, the nature of the motion within the
cage affects the frequency at which the particle could
attempt to hop out of its cage. A Brownian particle ran-
domly explores its cage and can often test weak points of
the cage (low energy barriers). A particle with persistent
directed motion will be able to test a single direction un-
til it reorients. At the scale of the cage, persistent motion
can be less efficient than Brownian motion, thus the at-
tempt frequency lower and the structural rearrangement
at low activities slower than in the equivalent passive
system.

Several experimental issues prevented us to test further
the DEAD model. (i) The system density was inhomo-
geneous. (ii) We had no access to the orientation of the
self-propulsion force, which prevents testing the cage ex-
ploration scenario. (iii) We had a poor control on the
system age and history, which prevents ensemble averag-
ing and a systematic study on aging behavior.

Furthermore, in 2D systems like in our experi-
ments, long wavelength sound modes34, also called Mer-
min–Wagner fluctuations35, are expected and may blur
our interpretation in term of a local cage. Indeed, in
Ref.25 we found that most of the observed relaxation was
not due to structural relaxation but to motion at a scale
of a few particles that we interpreted as collective motion
but may have been long wavelength sound modes.

In this work, we use numerical simulations to (i) re-
produce the nonmonotonic behavior in dense, nonergodic
assembly of soft 2D active Brownian particles while con-
trolling for long wavelength sound modes; (ii) overcome
experimental limitations, further characterize this phe-
nomenon; (iii) test the DEAD model and alternative ex-
planations. We provide the simulation details in Sec-
tion II, confirm the nonmonotonic behavior in Section III,
but refute the cage exploration postulated by the DEAD
model in Section IV. In Section V, we rather link the
nonmonotonic behavior to aging, which is a hallmark of
glassy dynamics. Finally, we discuss our results and con-
clude in Section VI.

II. SIMULATION DETAILS

A. Equations of motion

To simulate our active system, we use 2D Active Brow-
nian Particle (ABP) model36,37, which consists in the
overdamped Langevin equation for Brownian particles
with an additional active force. The equations of mo-
tion of each particle i of diameter σi are given by

ζ ṙi= ξi + FI
i + f ûi, (1)

θ̇i= ηi, (2)

where ζ is a drag coefficient. ri = (xi, yi) and θi are
the particle position and orientation, respectively. The
term ξi stands for the thermal noise of zero-mean and
it obeys 〈ξi(t)ξj(t′)〉 = 2kBTζ δijδ(t − t′)1, where δij
and δ(t − t′) are the Kronecker and Dirac delta func-
tion, respectively, kB is Boltzmann’s constant and 1 is
the identity matrix. The interaction term between par-
ticles is FI

i(t) = −Σj
∂U(rij)

∂ri
, where U(rij) is the interac-

tion potential between particle i and j separated by the
distance rij . In this work, we use Harmonic sphere poten-
tial38,39, U(rij) = ε(1−rij/σij)

2/2, with the cutoff range
σij = (σi + σj)/2. The active force is represented by a
self-propulsion term f ûi(t), where f is a self-propulsion
force of a constant magnitude. ûi = (cos θi, sin θi) is
a unit vector subjected to rotational diffusion equation
(Eq. 2). ηi is a zero-mean thermal noise that follows
〈ηi(t)ηj(t′)〉 = 2DRδijδ(t − t′), and DR is a rotational
diffusion coefficient.

By this definition, our particles always have both trans-
lational and rotational diffusion originating from Brow-
nian thermal noise. The orientation of the particles θi is
the self-propulsion direction in the case of active parti-
cles, f > 0. For passive particles, f = 0, despite their
orientation also changing diffusively, there is no influence
from this change on the displacement of the particles.

We simulate N = 1000 particles with periodic bound-
ary condition. To avoid crystallization, particle diameter
has 10% polydispersity with Gaussian distribution cen-
tered at σ0 = 1. We detect medium-range crystalline
order typical of polydisperse glassy systems40, but nei-
ther long-range crystalline order nor well defined grains
and boundaries. The units of length, energy and time in
our simulation are σ0, ε and σ2

0ζ/ε, respectively.

B. Model parameters

Translational diffusion and self-propulsion are the two
mechanisms that govern motion for an active Brown-
ian particle. They are characterised by translational
(DT = kBT/ζ) and rotational (DR) diffusion coefficient,
respectively. DR sets the rotational time τR = D−1

R
that marks for an individual particle the crossover be-
tween ballistic motion at short times and effective diffu-
sion at long time scales20,37. In experimental realisation
of ABP, DR is linked to DT through a geometric coef-
ficient. For instance for spherical particles of radius σ0

rotating in 3D, we have DRσ
2
0/DT = 3. However, the

presence of a solid wall can shift this coefficient toward
larger values41. Although some numerical studies keep
DRσ

2
0/DT = 337,42, most treat DR as an independent

parameter30,31. In the present study, we fix the temper-
ature at kBT = 0.004 and set the rotational diffusion
coefficient such that DRσ

2
0/DT = 10, corresponding to a

rotational time τR = D−1
R = 25. We will discuss further

the significance of the value of DR in Section. IV B.
We define the Péclet number Pe = fσ0/kBT to de-

scribe the activity level of the system. In this work, we
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will investigate the system dynamics at various activity
levels Pe and densities φ = π

∑N
i σ2

i /4L
2, where L is the

length of the simulation domain.

C. Simulation procedure

We solve the equation of motion, Eq. 1-2, using Heun’s
method with a step size δt = 3× 10−4. Initially, particles
are randomly put in space with no self-propulsion force,
f = 0. The system quickly relaxes over a short period
of time during which originally overlapping particles sep-
arate. This rapid evolution is then followed by a much
slower one corresponding for instance to aging effects in
the glassy state (see further details in Section V). The
cross-over between the initialization stage and the later
evolution can be monitored through the system potential
energy. For all densities this initialization stage is set to
a fixed duration tini = 20 (except in Fig 7b and d, as
will be explained in Sec. V B). After that, we turn on
the self-propulsion, f = Pe × kBT/σ0, which defines the
origin of waiting times tw = 0.

Since this preparation protocol involves infinitely fast
annealing from random configuration, we expect strong
aging effects38,39 that will be addressed in Section V. The
production run starts at the waiting time tw = 1.5× 104

(unless stated otherwise) over the time interval ∆t =
3× 103. If the system has completely relaxed during this
time interval (see results in Section III A), the simulation
results are a time-average over six successive production
runs. Otherwise, they are an ensemble-average over 50
independent runs at the same waiting time.

III. ACTIVE GLASSY BEHAVIOR

A. Dynamics before glass transition

In general, the absolute motion of a particle in a glassy
system can be split between the motion relative to the
cage and the motion of the cage43. In 2D, it is well known
that the contribution of the motion of the cage cannot
be neglected due to long wavelength sound modes34, also
called Mermin–Wagner fluctuations35 which are system-
size dependent. In order to focus on structural rearrange-
ment and get rid of finite-size effects, we define the cage-
relative motion of particle i between time t0 and time
t1,

∆rCR
i (t0, t1) = ∆ri(t0, t1)−

1

6

∑
j∈NNi

∆rj(t0, t1), (3)

where ∆ri(t0, t1) = ri(t1)−ri(t0) is the absolute displace-
ment of particle i and NNi is the set of the six-nearest
neighbors of particle i at time t0.

To quantify the system relaxation, we use the cage-
relative self-intermediate scattering function Fs(q,∆t),
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FIG. 1. (a,b) Self-part of the cage-relative intermediate scat-
tering function Fs(∆t) defined in Eq. 4. The relaxation time
τ is obtained from the time such that Fs(τ) = 1/e (horizontal
dashed line). (a) Fs(∆t) of the passive system at various den-
sities. The blue dotted curve, which corresponds to φ = 0.91,
is a stretched exponential fit to obtain τ (at the red cross)
if Fs(∆t) does not reach 1/e. (b) Fs(∆t) at φ = 0.91 of dif-
ferent activity levels represented by Péclet number Pe, and
indicated by colors with the same legend in (c). (c) Scaled
relaxation time τ/τ0 versus scaled density φ/φ∗ showing col-
lapse on (Eq. 5, red line). φ∗ is obtained from the fit of
systems able to reach a steady state (empty circles). The
relaxation time of systems that do not reach a steady state
(filled circles) is obtained from ensemble average of 50 sim-
ulations at the waiting time tw = 1.5× 104. Uncertainty is
smaller than the marker size.

which is expressed as

Fs(q,∆t, tw) =
1

N

〈
N∑
i=1

eiq·∆rCR
i (tw,tw+∆t)

〉
, (4)

where 〈. . .〉 denotes the average among different runs, ei-
ther time average or ensemble average as described in
Section II C. We choose |q| = 2π, and we also aver-
age among four perpendicular directions in Fourier space.
For the sake of readability, in the following, we will use
the simpler notation Fs(∆t), and tw will be specified sep-
arately.

In Fig. 1a, we show Fs(∆t) obtained from the pas-
sive system, Pe = 0, at various densities ranging from
φ = 0.17 to 1.03. For φ ≤ 0.81, Fs(∆t) fully decays
within the time interval of interest. This means that
these systems have completely relaxed and we can per-
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form a time-average from longer production runs. As
density increases, the relaxation proceeds in two steps
with a well-defined plateau in between. The system takes
longer time to relax and for φ > 0.81 Fs(∆t) cannot fully
decay within our measurement time. Such a system is
not in a steady state and the results shown are obtained
from the ensemble averaging at tw = 1.5× 104. The re-
laxation of absolute positions (not relative to the cage)
display a slopped plateau due to long-range sound modes
(not shown). At very high densities, harmonic particles
are known to exhibit counter intuitive behavior: due to
the bounded potential particles can fully overlap44, thus
relax faster than at more moderate densities45. We con-
firm this reentrant behavior in our passive simulations
for φ > 1.1 (not shown). In the following, we will remain
at densities below this limit.

We show in Fig. 1b how activity influences the system
relaxation. At one fixed density φ = 0.91, the passive
system is not relaxed whereas the highly active system
with Pe = 4.0 manages to relax. We can also see that
the system relaxation is enhanced by activity: the higher
the activity level, the faster relaxation.

When Fs(∆t) fully relaxes, we can define the relax-
ation time τ from the time such that Fs(∆t) has reached
the threshold 1/e. However, when we deal with corre-
lation functions that do not completely relax, we can-
not characterize the full relaxation and have to focus on
the exit from the plateau. For convenience, we fit this
exit with a stretched exponential A exp

(
−(t/T )β

)
, where

both A = 0.89 and β = 0.45 are fitted once at φ = 0.98
in the passive case and then kept constant. T is thus
the only fitting parameter. In order to ensure a smooth
connection between fully and poorly relaxing states, we
intersect the stretched exponential resulting from the fit
with the threshold 1/e to obtain a characteristic time τ ,
as shown on Fig 1a. Although we will call this charac-
teristic time a ‘relaxation time’ it only quantifies the exit
time from the plateau and not the full relaxation. In par-
ticular, we make no claim on the shape of Fs(∆t) beyond
our measurements.

Now that we have characterized the exit from the
plateau with a single time scale, we can show its de-
pendence on density in Fig. 1c. Starting from the lowest
density, the relaxation time τ increases as the system is
denser, and this is true for both passive and active sys-
tems. The first part of the increase, is well-described by
the Vogel-Tamman-Fulcher (VTF) form,

τα = τ0 exp

[
Bφ∗

φ∗ − φ

]
, (5)

where τ0 is associated to the relaxation time obtained
from the limit φ → 0, B is a constant quantifying the
steepness of τ(φ) dependence, and φ∗ is the density at
which (Eq. 5 diverges. At each activity level we per-
form the VTF fit only using the densities that reach a
steady state. We fix the parameter τ0, which can be
obtained directly from the simulation in the very dilute
limit φ = 0.01, and B = 0.75 obtained from the pas-

sive case. This leaves φ∗ as the only fitting parameter
for the other activity levels. Our results show that ac-
tivity pushes glass transition φ∗ towards a higher density
(inset) as also reported in previous simulation46 and ex-
perimental25 works. We note that in Ref. 46 the value of
B was reported to be decreasing with Pe. However, in
this work, we are focusing on the very low activity limit
where this decrease is negligible. Even if we leave B as a
free parameter, the difference in B between the passive
case and the highest activity level of interest (Pe = 4) is
still smaller than the uncertainty from the fitting, which
is about 0.1.

The system relaxation is well-described by the VTF
relation for φ/φ∗(Pe) < 0.85, at which the system is in
an ergodic supercooled state. As it has been shown in
the experimental work25, our simulation verifies that the
density-dependence relaxation of the passive and active
systems in the supercooled state can be collapsed into one
master curve. That is to say, the mapping between the
passive (equilibrium) and active (nonequilibrium) system
in the supercooled state is valid.

B. Dynamics in the glass state

At high densities, we observe on Fig 1a that the in-
crease of relaxation time τ is slower than the VTF trend
and we notice the beginning of a saturation of τ at
φ/φ∗ ≈ 1, which is typical of soft particles47 and in the
case of bounded potential is the signature of a reentrant
melting45. Although in the passive case the maximum
of τ(φ) is located at a higher density than all explored
densities, at Pe ≤ 2 we observe this maximum within
our explored density range. The position of the max-
imum shifts toward lower densities with activity. This
behavior is reminiscent of the temperature response of
harmonic spheres44. However, the previous mapping be-
tween passive and active states fails in the glass state:
for increasing activity the deviations from VTF occurs
at lower reduced density and the curves do not collapse.
In other words, beyond the glass transition the behavior
of the active system cannot be described by an effective
passive system. We actually observe that the maximum
of τ(φ)/τ0 exhibits a nonmonotonic behavior with the
activity level. All curves at 0.2 ≤ Pe ≤ 1 are higher
than the passive case, whereas all curves at Pe > 1 are
lower than the passive case. Although a shift in reentrant
melting might explain the decrease of rescaled relaxation
time at high Pe, such a monotonic shift cannot be the
cause of the slowing down at low Pe.

To confirm that the increase in relaxation time is not
an artifact of our fitting procedure, we display directly
the dependence of Fs(∆t) on activity level at high den-
sity (φ = 1.03) in Fig. 2a. In particular, we focus on
the exit from the plateau. The inset of Fig. 2a dis-
plays error bars on Fs(∆t) obtained by ensemble averag-
ing over n = 50 independent trajectories: Er [Fs(∆t)] =
stdn [Fs(∆t)] /

√
n. We observe that at Pe = 0.2 (cyan
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FIG. 2. (a) Self-part of the cage-relative intermediate scatter-
ing function Fs(∆t) for various activity levels Pe at φ = 1.03
for the waiting time tw = 1.5× 104. (Inset) Highlight of the
nonmonotonic behavior of relaxation time τ with the activity
level. (b) Activity dependence of τ/τ0 showing the nonmono-
tonic behavior.

curve), Fs(∆t) is significantly above the passive case
(black curve), indicating a delayed exit from the plateau.
However, when activity is high enough (Pe ≥ 2, purple to
magenta curves), the exit from the plateau is faster than
the reference passive case and the system relaxes all the
more fast than Pe increases.

In Fig. 2b, we quantify the system relaxation using
the relaxation time τ extracted from Fs(∆t), normalized
by its low density value τ0(Pe). Even once the trivial
enhancement of the dynamics by self-propulsion taken
into account, the relaxation time drops by two orders of
magnitude between the passive (Pe = 0) and the most
active system (Pe = 4). However at low activities (0 <
Pe ≤ 1) the relaxation time is slower than the passive
case by a factor ≈ 2. Qualitatively similar results are
obtained without the normalization by τ0 (not shown).

This nonmonotonic behavior is the key observation of
our previous experiments24, and we show here that it
can be recovered within a simple numerical glass model.
Beyond this first achievement, we describe in the next
section the numerical phase diagram to demonstrate that
the in silico system is fully consistent with experiments to
date. Then we are in a position for carrying new detailed
characterizations aiming at deciphering the origins of this
nonmonotonic behavior.

C. State diagram

The system behavior, which depends on both density φ
and activity level Pe, is summarised in the state diagram
shown in Fig. 3. The rescaled relaxation time τ/τ0 is
represented by colors. The fitted divergence φ∗(Pe) of
(Eq. 5) are displayed by the black triangles, and we can
use them to illustrate the glass region (grey zone). In the
passive system, the saturation of relaxation time occurs
around τ/τ0 ≈ 9× 103. We draw a contour line (blue
line) around the region exceeding that value.

The system behavior at one fixed density can be under-
stood such that we travel vertically from zero to nonzero
Pe on the state diagram. Within this visualization, we
can locate the nonmonotonic behavior (the rise and fall
of τ) occurs at sufficiently high density inside the glass
state. Starting from the passive state at about φ > 0.98,
τ increases when the system becomes slightly active, and
stays higher than the passive τ at low level of activity
(0 < Pe ≤ 1). As the activity level increases further, τ
drops and we can see that the system is about to leave
the glass state in the upwards direction.

This state diagram is consistent with our experimental
measurements24. It shows that the behavior of an ac-
tive glass at short aging time cannot be mapped on the
passive soft sphere state diagram simply by replacing the
temperature by Pe.

Now that our simulations proved to capture the salient
features of experimental active colloidal glasses, we use
them to zoom in to the cage level in order to investigate
the influence of activity on structural relaxation behav-
ior.

IV. CAGE EXPLORATION AND ESCAPE

Previously, we have explained the slowing down of
structural rearrangements at low activities by an inef-
ficient exploration of the cage24. With the present simu-
lations, we have the opportunity to test the Deadlock by
the Emergence of Directionality (DEAD) model. Con-
trary to experiments, we have access to the orientation
of the propulsion of the particles θi and thus can test our
hypothesis on cage exploration.

A. Angular distribution of nearest neighbors

In our previous attempt to understand the experi-
mental non monotonic behavior, we argued that the
DEAD occurs when a particle is more confined by its
self-propulsion than by the cage24. Indeed, for times
shorter than τR, the propulsion force can be considered
of constant direction and in analogy with sedimentation-
diffusion, the confinement length λP = Pe−1σ emerges.
For Peclet numbers larger than 1, a particle against a
hard barrier is confined within less than its own diame-



6

0.80 0.85 0.90 0.95 1.00 1.05
ϕ

00

100

101
Pe

102

103

104

τ/τ0

FIG. 3. Activity level Pe and density φ state diagram show-
ing the dependence of scaled relaxation time τ/τ0, which is
shown by colored circles. The triangles represent the activity-
dependent glass transition density φ∗(Pe). Inside the glass
state, which is displayed by the grey area, the blue curve is a
guide for the eye of a contour line at which τ/τ0 ≈ 9× 103,
that corresponds to the saturation level of τ in the pas-
sive system. The results are obtained at the waiting time
tw = 1.5× 104.

ter. Here, we will check whether this confinement effect
exists in our simulations.

For an active particle (Pe > 0), θi is the direction of
self-propulsion. For a passive particle (Pe = 0), we sim-
ulated the evolution of θi although the force attached to
the particle is null. Here we investigate how the nearest
neighbors of particle i distribute around it with respect
to θi. The azimuthal correlation function c(θ) is defined
as,

c(θ) =
2π

∆θ

1

N

1

n

〈
N∑
i=1

∑
j∈NNi

δ(θij)

〉
, (6)

where ∆θ is the bin size. NNi is a set containing n nearest
neighbors of particle i. θij is the angular position of
particle j with respect to the orientation of particle i,

θij = θi − tan−1

(
yj − yi
xj − xi

)
. (7)

δ in Eq. 6 is an rectangular impulse function such that

δ(θij) =

{
1, if θ < θij < θ +∆θ

0, otherwise.
(8)

First, let us focus on the first nearest neighbor. In
Fig. 4a, we show the azimuthal correlation c(θ) of the
nearest neighbor. The inset illustrates the notation of
the direction θ: θ = 0 corresponds to the neighbor being
‘in front’ of the particle, i.e. in the direction of self-
propulsion for an active particle (arrow). Conversely, the
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FIG. 4. (a) Azimuthal correlation function c(θ) between a
particle and its first nearest neighbor with respect to particle’s
orientation. Activity levels Pe are shown by colors in the
same representation as in (c). (Inset) A sketch illustrates how
c(θ) is defined for the first nearest neighbors. (b) c(θ = 0)
calculated from the first nearest neighbor as a function of
activity levels Pe. The black line is a linear fit. (c) c(θ = 0)
as a function of the selected nearest neighbor, from the first
to the sixth nearest, at various activity levels Pe. Uncertainty
is smaller than the marker size.

‘rear’ corresponds to θ = ±π. For a passive particle,
the orientation does not mean anything since there is
no self-propulsion. Consistently, c(θ) displays uniform
distribution (black line). This means that the probability
of finding the nearest neighbor is equal for all directions.

In active systems, the distribution becomes nonuni-
form. There is a higher chance of finding the nearest
neighbor at the front of the particle and lower chance at
the rear. The degree of nonuniformity is stronger with
the increasing activity level as the peak of c(θ) increases
linearly with Pe, as shown on Fig. 4b. This nonunifor-
mity indicates that the closest neighbor mostly locates at
the front of an active particle. In other words, an active
particle is pushing its cage due to the self-propulsion.

In Fig. 4c we show the value of the peak of the distri-
bution in front of the particle c(θ = 0), function of the
selected neighbor, from the first to the sixth nearest. We
confirm the effect of self-propulsion, with active particle
pushing toward its nearest neighbor and away from the
rear of the cage.

This observation is consistent with the hypothesis of
our DEAD model. In the following, we will explore
whether the escape from the cage is at the origin of the
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FIG. 5. Cage-relative mean square displacement MSD at
φ = 1.03 and various activity levels Pe. Colored area indi-
cate the error bars from ensemble averaging. Horizontal dot-
ted line indicates the squared cage size a2. Vertical dashed
lines indicate respectively the time to explore the cage by
Brownian motion τB

cage and the rotational time τR. (a) For
a rotational diffusion set by σ2DR/DT = 10, consistently
with other figures. (b) For a longer rotational time such that
σ2DR/DT = 3, where we notice that the slowing down at low
Peclet is less pronounced.

observed nonmonotonic response.

B. Length and timescales of cage exploration

To quantify the length and time scales of cage explo-
ration, we define the cage-relative mean square displace-
ment:

MSD(∆t, tw) =

〈
1

N

N∑
i=1

|∆rCR
i (tw +∆t, tw)|2

〉
, (9)

where tw = 1.5× 104. Thus we immediately simplify the
notation to MSD(∆t).

In Fig. 5a, we show the cage relative mean square dis-
placement at φ = 1.03 for various activity levels. The
passive system (black line) shows the typical behavior of
glassy systems: short time diffusion inside the cage, long
time diffusion from cage to cage, and a plateau at inter-
mediate times 10 . ∆t . 102. If a is the typical cage

size, the height of this plateau is a2. We can thus esti-
mate a ≈ 0.125. The typical time to diffuse across the
cage for a passive particle is τBcage = a2/4DT ≈ 1.

On Fig. 5a we observe a non monotonic response of the
length of the plateau to activity, consistent with Fig. 2a.
What the MSD teaches us, is the details of the particle
behavior within the cage and at very short times. Low
levels of activity do not affect the height of the plateau
and thus the size of the cage. Furthermore the short
times behaviors are also superimposed, meaning that the
nature of the displacement within the cage is not signif-
icantly altered by the weak self-propulsion force. This
observation goes against the central hypothesis of the
DEAD model, i.e. inefficient cage exploration by directed
motion.

The DEAD model supposes than the size of the cage
is shorter that the persistence length, a condition equiv-
alent to

Pe > a
σ2DR

DT
. (10)

With our simulation parameter σ2DR/DT = 10 and
at φ = 1.03, we expect the DEAD behavior only for
Pe > 1.25. Instead, we observe it for Pe < 1 see Fig. 2b.
Furthermore, (Eq. 10) predicts that the effect would be
visible for a larger range of Peclet number if DR de-
creases, i.e. the rotational time increases. Consistently,
the DEAD model predicts that the magnitude of the
slowdown should be τR/τ

B
cage and thus increases with the

rotational time. Contrary to both predictions, the non-
monotonic behavior is less visible when σ2DR/DT = 3,
see Fig. 5b where the passive and lowest activity MSD
are within the error bars of each other.

Within our simulations, we have thus demonstrated
that cage exploration is indeed skewed by activity. How-
ever unlike our initial DEAD proposal, the slowdown is
more pronounced for shorter rotational time and shorter
persistent length, and the mean dynamics within the
cage seems to be little affected by the persistent self-
propulsion. Therefore, DEAD does not properly account
for the nonmonotonic response with activity, and we need
to look for alternative mechanisms. In the following sec-
tion, we address the link between this response and the
hallmark of nonergodicity: aging.

V. AGING

The state of nonergodic systems depends on their his-
tory. In particular, the relaxation dynamics of a system
brought to a glass state slows down with the time since
preparation, a phenomenology called aging. In the inset
of Fig. 6a we confirm that phenomenology in our passive
system by plotting Fs(∆t) for various waiting times rang-
ing from tw = 3.0× 103 (green) to 5.7× 104 (blue) at one
fixed density φ = 1.03. As tw increases, the exit from the
plateau is more and more delayed. For the longest wait-
ing times tw > 1.5× 104, the exit time from the plateau
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FIG. 6. (a) Density dependence of relaxation time τ of the
passive system (Pe = 0). The empty circles are steady state
systems and are used for the fit of VTF relation (red line).
The waiting time dependence of τ is illustrated by the filled
circles colored by waiting time tw. (inset) Fs(∆t) at φ = 1.03
colored by tw from green (3× 103) to blue (5.7× 104). (b)
Scaled relaxation time τ/τ0 as a function of waiting time tw
at φ = 1.03 of various activity levels Pe. The solid lines are
the power law fit τ/τ0 ∼ tδw, where δ is an aging exponent. (c)
Aging exponent δ function of activity level Pe. The dotted
line is a parabolic function eye-guide (see main text) and the
dashed line represents the value of δ in the passive case.

is not reliably captured. However, for each waiting time
tw ≤ 1.5× 104, we can fit the exit from the plateau as in
Sec. III A to define a characteristic time τ(tw). This pro-
cedure can be generalized at various densities, as shown
in Fig. 6a. At low densities, all waiting times follow the
same VTF relation between φ and τ . However in the

nonergodic regime, the saturation level of the relaxation
time occurs at lower values in younger systems (shorter
tw).

In the following, we study how the activity-dependence
of the relaxation depends on the preparation history, and
how this aging relates to the observed nonmonotonic re-
sponse of the relaxation to activity.

A. Aging in the active system

We show in Fig. 6b the dependence of τ on tw ≤
1.5× 104 comparing between different activity levels Pe
at the same density φ = 1.03. As expected from previ-
ous studies on passive glassy systems6,7, we observe at
Pe = 0 a power-law increase of τ ∝ tδw, where δ is the
aging exponent. By contrast for Pe = 4.0, there is no
dependence on waiting time. At this high level of ac-
tivity aging effects disappear, the system is ergodic even
at tw = 3.0× 103, as self-propulsion promotes system
relaxation. For intermediate activity levels, we observe
power-law aging of varying exponents and prefactors. On
Fig. 6c we show the dependence of the aging exponent
on Pe. Overall, the aging exponent drops from δ ≈ 1.6
(Pe < 1) to δ ≈ 0 (Pe = 4). This seems consistent with
recent studies on thermal32 and athermal31 active glasses.
In particular Mandal and Sollich 31 have described the
evolution of the aging exponent as a parabola in an ather-
mal active glass in a regime where the persistence time is
very large. Although the persistence time in our system
is small (τR = 25) with respect to relaxation time, we
nevertheless observe a decrease of δ compatible with a
parabola for Pe > 1 (dotted line on Fig. 6c).

The effect of low amount of activity (Pe < 1) on ag-
ing is more complex. In particular, we observe that δ
at Pe = 0 lies significantly below the parabola, close to
δ = 1 often observed in passive systems48. It means that
the passive system ages slower than slightly active sys-
tems. As a consequence, we can observe a crossing on
Fig. 6b: at short waiting times tw = 3.0× 103, relax-
ation times monotonically follow Pe, however at longer
waiting times the lowest activities can exhibit longer re-
laxation times than the passive system. From this, we
can deduce that the nonmonotonic response of the re-
laxation develops with waiting time and is an effect of
activity-enhanced aging.

We note that the nonmonotonic behavior we investi-
gate here has been observed only with soft interactions
(the Yukawa potential of our past experiments and our
present harmonic potential simulations). Our results link
this behavior with the observation of a saturation or a
maximum in τ(φ), which level depends on the age of the
system, see Fig. 6a.

Overall, the effect of activity appears quite reminis-
cent of phenomena associated with passive glasses un-
der mechanical solicitation. There indeed, small shear
can trigger a glass over-aging while higher ones can in-
duce its partial to complete system rejuvenation10. It
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7× 10−4. (c-d) Activity dependence of τ comparing between
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is remarkable to note that the same qualitative scenario
occurs here from a local energy injection by active parti-
cles. Shear-enhanced aging is often understood in terms
of potential energy landscape: mechanical energy helps
the young system to hop out of relatively shallow energy
minima into deeper ones, increasing its age10. If this pic-
ture applies to our system, we expect activity-enhanced
aging to be more pronounced for systems that are pre-
pared in even more shallow minima. We will test this
hypothesis below.

B. Protocol dependence

Since aging is by nature protocol dependent, we also
checked the relevance of the initialization stage of our
simulations. Indeed until now, as explained in Section II,
we prepare our system by letting a random configura-

tion of harmonic spheres evolve through passive dynamics
during tini = 20 in order to separate overlapping parti-
cles. During tini the potential energy decays by ∆Ep(φ).
We now introduce a new protocol where we shorten tini
to 7× 10−4 that correspond in average to a drop of po-
tential energy of only ∆Ep(φ)/4 during initialization at
φ = 1.03. This new protocol produces configurations
that are less relaxed, at which we set tw = 0 and turn on
the self-propulsion.

In Fig. 7 we compare the response to activity of relax-
ation between these two preparation protocols differing
only in the duration of the initialization stage. Fig. 7a
and b display Fs(q,∆t) at tw = 3× 103. For this rel-
atively short waiting time, we have observed until now
(tini = 20) that the exit from the plateau become mono-
tonically earlier with activity, as confirmed in Fig. 7a.
By contrast, at the same conditions but with a shorter
initialisation time tini = 7× 10−4, the exit time from the
plateau responds nonmonotonically to activity, as shown
in Fig. 7b. The response of relaxation times to activ-
ity confirm the difference between the two preparation
protocols, as show in Fig. 7c and d. Therefore, start-
ing from a poorly relaxed configuration allows to observe
the nonmonotonic response of the relaxation in younger
systems.

With the new protocol, we have confirmed that the
nonmonotonic response was intimately related to noner-
godic phenomenology. In particular, a significant amount
of aging within the observation window is necessary,
which can be enhanced by preparing a poorly relaxed
system.

VI. DISCUSSION AND CONCLUSION

To sum up, we have reproduced with numerical simu-
lations the key experimental observations of Refs24,25. In
the ergodic supercooled regime, we confirm the mapping
between the passive and active systems via the VTF rela-
tion of the density-dependence relaxation. Remarkably,
the mapping fails in the glass state and the structural re-
laxation of the system exhibits a nonmonotonic response
to activity level that cannot be explained by the reen-
trant behavior of soft spheres. Although we verified that
the self-propulsion induces an instantaneous anisotropy
of cage exploration, as predicted by DEAD model, we re-
fute the predictions of the model regarding the influence
of the rotational time. By contrast, we demonstrate by
varying the preparation protocol that the nonmonotonic
response is linked to activity-enhanced aging. This is
consistent with our experimental observations that iden-
tified ergodicity breaking and the onset of the non mono-
tonic behavior, both in glass24 and polycrystals25.

From our results, we can conclude that low levels of
self-propulsion are not significantly slowing down the way
a Brownian particle explores its cage in steady state.
By contrast, low levels of self-propulsion during ageing
are probably able to enhance the aging process, bring-
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ing faster the system to deeper minima of the energy
landscape. Thus an actively aged system has higher en-
ergy barriers to cross than its passively aged counterpart.
When the propulsion force is not strong enough to com-
pensate for the higher barrier, the active system is slower
than the passive. By contrast, when the propulsion force
more than compensate for the higher barriers, the active
system is faster. Since the nonmonotonic behavior dis-
appears at long persistence time, it seems that activity-
enhanced aging needs relatively short persistence time,
although this remains to be quantified.

We can relate this activated aging hypothesis with re-
cent simulations showing nonmonotonic enhancement of
steady-state relaxation in supercooled liquids27. In par-
ticular, further simulation works should specifically look
at how these enhanced steady-state relaxation translate
or not into faster aging beyond ergodicity breaking.
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