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Abstract

We consider a cross-diffusion model of tumor growth structured by phenotypic trait. We
prove the existence of weak solutions and the incompressible limit as the pressure becomes
stiff extending methods recently introduced in the context of two-species cross-diffusion
systems. Moreover, we recover additional regularity estimates. We show that an L2-version
of the celebrated Aronson-Bénilan estimate extends to structured models. As a consequence,
we recover a sharp L1-bound on the Laplacian of the pressure. In particular, we are able
to remove a technical constraint on the reaction terms assumed by Gwiazda et al. for the
two-species model, by proving a new L4-bound on the pressure gradient.

2010 Mathematics Subject Classification. 35B45; 35K57; 35K65; 35Q92; 76N10; 76T99;
Keywords and phrases. Structured model, porous medium, incompressible limit, free boundary,
Aronson-Bénilan estimate, tumor growth

1 Introduction

We consider the following model of tumor growth structured by phenotypic trait, represented
by the continuous variable y ∈ [0, 1]. The cell proliferation rate depends on both the trait
and the pressure inside the tissue. The motion of cells is driven by Darcy’s law, since the cell
movement is passively generated by the birth and death of cells which create pressure gradients.
We denote by n = n(y, x, t) the density of the population with phenotypic trait y ∈ [0, 1], and
with ϱ = ϱ(x, t) the total density at point x ∈ Rd and time t > 0. The pressure is related to the
total density by the following power law

p(x, t) = (ϱ(x, t))γ , γ > 1. (1)

The model is the following
∂n

∂t
(y, x, t)−∇ · (n(y, x, t)∇p(x, t)) = n(y, x, t)R(y, p(x, t)), (y, x, t) ∈ [0, 1]× Rd × (0,∞),

ϱ(x, t) =

∫ 1

0
n(y, x, t) dy,

(2)
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with initial data n0(y, x) ∈ L∞
+ ([0, 1]×Rd)∩L1([0, 1]×Rd), and where ∇ and ∆ are derivatives

with respect to the variable x.
Let us point out that the equation satisfied by ϱ(x, t) is a porous medium-reaction equation

with coefficient γ + 1, namely

∂tϱ−
γ

γ + 1
∆ϱγ+1 = ϱR, R =

∫ 1

0
σ(y)R(y, p) dy, (3)

where with σ = n/ϱ we denote the phenotype density fractions, while R represents the total
population growth rate.

Structured models: motivations. The mathematical modelling of living tissue has attracted
increasing attention in the last decades for both its ability to describe and investigate biological
phenomenon and the extremely challenging mathematical problems that arise from such models.
Among them, there is a growing interest towards models where the population density is struc-
tured by a phenotypic trait. In structured models, intra-population heterogeneity is taken into
account by letting the mobility rate and/or the growth rate of each phenotypic distribution be
functions of the structuring variable. Most of these models are based on Fisher-KPP equations,
hence they describe the random movement of the cells through a linear diffusion term, with a
phenotype-dependent mobility rate, and cell proliferation through a logistic growth rate. Non-
local reaction terms are also considered, as in the non-local version of the Fisher-KPP model,
[8], as well as divergence terms with respect to the phenotypic state to account for mutations,
see for instance [7]. In this paper, Calvez et al. introduce a model in which only the mobility
rate depends on the phenotypic trait. In particular, they assume the mobility rate to be propor-
tional to the structuring variable. Computing an exact asymptotic traveling wave solution, they
show that phenotypic segregation occurs and leads to front acceleration. Originating from [7],
the acceleration of invasion fronts has been further studied in [9, 12] in the case of unbounded
mobility, see also [3–5] and references therein for applications of structured PDEs models to
tumor growth.

In [30], Lorenzi et al. propose a model structured by phenotypic trait to study a phenomena
arising in cancer development which is usually referred to as ‘growth or go’, i.e. the dichotomy
of migration and proliferation. As investigated in [21–24], more mobile cells tend to divide
less than cells that have a lower mobility rate. For this reason, the authors consider mobility
and growth rates which are, respectively, increasing and decreasing functions of the structuring
variable. Unlike the previously mentioned models, they consider a velocity field which depends
on the total population, i.e. the integral of the distributions with respect to the phenotypic trait.
In particular, they take the velocity field to be proportional to the gradient of the total density.
Therefore, the diffusion in the model is degenerate and no longer linear. The authors study the
creation of compactly supported invasion fronts, and show that phenotypic separation occurs in
the case of bounded mobility while the front undergoes acceleration in the case of unbounded
mobility. We also refer the reader to [31] for an extension of this result to more general pressure
laws and the derivation of a corresponding individual-based model.

Porous medium models. As suggested in [30], a natural generalisation of their model consists
of considering a pressure p related to the density by a power law with exponent greater than 1,
as in Eq. (1). This pressure law has been extensively used in the modelling of tumor growth,
since it can be associated to the pressure of a compressible fluid. Combining the power law
with Darcy’s law yields to porous medium type equations as Eq.(3). Indeed, the invasion of
cancer cells can be seen as the motion of a fluid through a porous medium (the extra-cellular
matrix) [14].
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The power law was first adopted for one-species models of tumor growth, see for instance
[33, 35] and references therein. Furthermore, this pressure law is of particular interest since
passing to the limit γ → ∞, it is possible to establish a link between compressible models and
’geometrical’ problems. As the pressure becomes more and more stiff, porous medium models
converge to Hele-Shaw free boundary problems where the density is saturated and the pressure
satisfies an elliptic equation. This limit, referred to as incompressible limit or stiff pressure
limit, has been studied for a lot of non-structured one-species models, starting from the seminal
paper by Perthame et al. [33]. For an overview on the single-species case, we refer the reader to
[2, 16–18, 20, 25, 28, 33, 34] and references therein.

Multi-species extensions. Lately, multi-phase extensions of the model introduced in [33]
have been studied from different perspectives. Multi-species models allow to study the interac-
tion between different types of tissue, for instance, cancer tissue, immune cells, healthy tissue,
or dead tissue. In cross-reaction-diffusion systems, the coupling of the single densities equations
gives rise to new mathematical challenges, such as the loss of regularity due to internal layers,
namely regions where two species get in contact. For this reason, the mathematical analysis of
these models presents many involved open problems. In 2018, Carrillo et al. show the existence
of solutions to a reaction-cross-diffusion system of two equations using methods from optimal
transport [15]. Their result, which was achieved in one spatial dimension, was later extended
in 2019 by Gwiazda et al. in multiple dimensions [26]. Here, the authors consider a two-species
system which is the analogous of our model, i.e. Eq. (2) for y ∈ {1, 2}. In particular, the two
species evolve under Darcy’s law, where the pressure is given by p = (n1+n2)

γ , and ni, i = 1, 2
denotes the two phases. Their existence result relies on applying a uniformly parabolic regular-
isation to the initial data and then passing to the limit. To this end, the most involved term
is the nonlinear cross-diffusion term ni∇p. In order to pass to the limit, the authors prove an
L2-version of the Aronson-Bénilan estimate, which is a celebrated estimate in the context of
porous medium equations, and provides a bound on the Laplacian of the pressure. We refer
the reader to [6] for the classical result. The same problem was then approached in [36], in
which the authors are able to prove convergence by focusing on the quantity (n1+n2)

γ+1 rather
than the pressure itself. Their proof is simpler, since it does not require any regularity result
on the second order derivatives of p. In fact, in [36] the authors recover the strong convergence
of ∇(n1 + n2)

γ+1 without using the Aronson-Bénilan estimate of [26], for which a restrictive
condition on the reaction terms was needed.

We refer the reader to [10] for a reference of the existence of smooth solutions in the case of
smooth initial data. Moreover, let us mention that, to the best of the author’s knowledge, up
to date no uniqueness results for the cross-diffusion model analysed in [26, 36] are known. This
question surely represents a challenging open problem.

As mentioned above, the analysis of the incompressible limit for porous medium models has
a long history and has been addressed by many researchers for several models. The stiff limit
for systems including two different species have been firstly addressed by Bubba et al. in 2019,
[11], where the authors use an approach based on a L2-Aronson-Bénilan estimate in the spirit
of [26]. However, due to the absence of BV controls on the single species population densities,
their argument only works in dimension 1. The result in any spatial dimension has been recently
achieved by Liu and Xu in [29], where the authors consider a cross-reaction-diffusion system in
a bounded domain with Neumann boundary conditions. Rather than dealing with the pressure,
pγ = ϱγγ , the authors focus on the quantity ϱγ+1

γ , proving strong compactness of its gradient,
thus being able to prove convergence of the cross-diffusion terms. However, they are not able
to include pressure-dependent reaction terms, and proving strong compactness of the pressure
itself remains a open question in this setting. The stiff limit for cross-diffusion systems has also
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been studied for different pressure laws and in the presence of drifts, see for instance [18, 19, 27].

Our contribution. In this paper, we aim to study the existence and regularity of solutions
to System (2) and their incompressible limit. This problem can be seen as an infinitely-many-
species extension of the models studied in [26, 29, 36]. At first, we extend the method by [36] to
the structured case. Adapting the same argument, we are able to prove the existence of global
weak solutions, cf. Theorem 3.7.

The second main result of the paper, cf. Theorem 4.1 and Theorem 4.2, concerns the incom-
pressible limit of System (2). As γ → ∞ in the pressure law, the problem turns out to be a free
boundary problem of Hele-Shaw type. By extending and adapting the new method used in [29],
we are able to recover the compactness needed to pass to the limit. Moreover, by restricting our
study to the class of compactly supported solutions, we are able to show strong compactness of
the pressure pγ which, unlike in [29], allows us to account for pressure-dependent reaction terms.

Finally, we prove higher order regularity results on the pressure. First of all, we recover an
L4-bound on the pressure gradient, cf. Theorem 5.2, which has been introduced in the context
of one-species porous medium models, see for instance [17, 18, 32], and represents a novelty in
the multi-species case. Thanks to this bound, we are able to prove that an L2-version of the
Aronson-Bénilan estimate also holds for structured models, cf. Theorem 5.4. Moreover, we are
able to recover it removing the technical assumption on the reaction terms required in [26] for
the two-species case.

Plan of the paper. In the next section, we present the assumptions and the main results of
the paper. Section 3 is devoted to the proof of the existence of weak solutions: in Section 3.1 we
introduce the regularised problem, obtained performing a viscosity perturbation, and we infer
uniform a priori estimates, while in Section 3.3, we show that ∇(ϱε)

γ+1 is strongly precompact
in L2, which is essential in order to pass to the limit in the regularised problem. In Section 4,
we study the asymptotics of Problem (2) as γ → ∞. The additional regularity estimates are
deduced in Section 5.

Notation. Given T > 0 and Ω ⊂ Rd, we denote QT := Rd × (0, T ),ΩT := Ω × (0, T ). We
frequently use the abbreviated forms n(t) := n(y, x, t), n(y) := n(y, x, t), ϱ(t) := ϱ(x, t). Given
a function f , we denote

sign+(f) = 1{f>0} and sign−(f) = −1{f<0}.

We also define the positive and negative part of f as follows

(f)+ :=

{
f, for f > 0,

0, for f ≤ 0,
and (f)− :=

{
−f, for f < 0,

0, for f ≥ 0.

2 Assumptions and main results

Now let us state the main results, i.e. the existence of weak solutions to System (2), the in-
compressible limit and the additional regularity estimates, and for each of them the related
assumptions.

2.1 Existence of weak solutions

Assumptions on the reaction term. The function R(y, p) is assumed to be smooth and
bounded. Moreover, since the pressure induces an inhibitory effect on cell proliferation, we
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suppose there exists a positive constant pM representing the homeostatic pressure, such that

∂pR(·, ·) ≤ 0, R(·, 0) > 0, R(·, pM ) ≤ 0. (4)

Assumptions on the initial data. Let us remind that the density fractions σ(y, x) :=
n(y, x)/ϱ(x) are always well defined almost everywhere if we set σ(y, x) := 0 where ϱ(x) = 0.
However, in order for the density fractions to be well defined everywhere and be always strictly
positive, we regularize the initial data as follows n0,ε(y, x) = n0(y, x) + εe−|x|2 , i.e. ϱ0,ε(x) =

ϱ0(x) + εe−|x|2 , and p0,ε = (ϱ0,ε)
γ .

We say that the initial data are well-prepared if they satisfy the following assumptions: there
exists 0 < ε0 < 1 and C independent of ε, such that for all 0 < ε ≤ ε0 the following holds

0 ≤ ϱ0,ε0 ≤ (pM )1/γ a.e. in Rd,

∥∥∥∥∥ sup
y∈[0,1]

n0,ε(y)

ϱ0,ε

∥∥∥∥∥
L∞(Rd)

≤ C. (5)

To show the existence of weak solutions, we extend the method developed in [36] to the structured
case and we prove the following result.

Theorem 2.1 (Theorem 3.7). Given n0 ∈ L∞
+ ([0, 1] × Rd) ∩ L1([0, 1] × Rd) that satisfies

Assumption (5), there exists a weak solution to System (2), namely, there exists n(y, x, t) ∈
L∞
+ ([0, 1]×Rd × (0,∞))∩L1([0, 1]×Rd × (0,∞)) such that ∇p(x, t) ∈ L2(Rd × (0,∞)) and for

all T > 0 and φ ∈ C([0, 1];C1
c ([0, T )× Rd))

−
∫ 1

0

∫
Rd

n(y, x, t)
∂φ(y, x, t)

∂t
dx dy +

∫ 1

0

∫ T

0

∫
Rd

n(y, x, t)∇p(x, t) · ∇φ(y, x, t) dx dtdy

=

∫ 1

0

∫ T

0

∫
Rd

n(y, x, t)R(y, p(x, t))φ(y, x, t) dx dtdy +

∫ 1

0

∫
Rd

n0(y, x)φ(y, x, 0) dx dy,

with

ϱ(x, t) =

∫ 1

0
n(y, x, t) dy, p(x, t) = (ϱ(x, t))γ , 0 ≤ p ≤ pM .

2.2 Incompressible limit

In order to pass to the incompressible limit the more involved part is to find compactness of the
pressure gradient. Our approach consists in extending and adapting the methods developed in
[29] to our problem, namely focusing on the quantity vγ = ϱγ+1

γ .
Unlike [29], we consider nonlinear pressure-dependent reaction terms. Consequently, our

treatment of this term is different, and involves compensated compactness results and the mono-
tonicity of R with respect to p. Moreover, we need to assume that the solutions are compactly
supported (uniformly in γ). Indeed, outside of this class of solutions we are not able to show the
strong compactness of the pressure which is necessary in order to pass to the limit in the reaction
terms. The problem then reduces to a boundary valued problem with Dirichlet homogeneous
conditions, while in [29] the authors choose Neumann homogeneous conditions on the boundary.

Assumptions on the initial data. We assume nγ,0 ∈ L∞([0, 1]×Rd), ϱγ,0 ∈ L1
+(Rd)∩L∞(Rd),

and that there exists Ω0 ⊂ Rd such that

supp(nγ,0(y)) ⊂ Ω0, for a.e. y ∈ [0, 1],∀γ > 1.

Thanks to the finite speed of propagation of porous medium type equations, we can reduce the
problem to the case of a bounded domain Ω ⊂ Rd, on which we have homogeneous Dirichlet
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boundary conditions, ϱγ(x, t) = 0, for almost every (x, t) on ∂Ω× [0, T ]. Since ϱγ,0 is compactly
supported, then for all T > 0 there exists Ω ⊂ Rd such that

supp ϱγ(t) ⊂ Ω, ∀t ∈ [0, T ], ∀γ > 1.

Moreover, we assume there exists ϱ0, p0 ∈ L∞
+ (Ω) such that

∥ϱγ,0 − ϱ0∥L1(Ω) → 0 ∥pγ,0 − p0∥L1(Ω) → 0

and
0 ≤ ϱγ,0 ≤ (pM )γ , 0 ≤ pγ,0 ≤ pM .

Let us denote vγ = ϱγ+1
γ . We can rewrite Eq. (3) as follows

∂ϱγ
∂t

− γ

γ + 1
∆vγ =

∫ 1

0
nγR(y, pγ) dy. (6)

We can pass to the incompressible limit γ → ∞ and recover a Hele-Shaw problem, as stated in
the following theorems.

Theorem 2.2 (Theorem 4.1). Let (nγ , ϱγ , pγ) be a solution given by Theorem 3.7 whose initial
data satisfies the assumptions stated above. For all T > 0, up to the extraction of a subsequence
we have

nγ(y, x, t)⇀ n∞(y, x, t) weakly∗ in L∞((0, 1)× ΩT ),

ϱγ(x, t)⇀ ϱ∞(x, t) weakly∗ in L∞(ΩT ),

pγ(x, t)⇀ p∞(x, t) weakly∗ in L∞(ΩT ),

∇vγ ⇀ ∇v∞ weakly in L2(ΩT ),

as γ → ∞. Moreover, the limit satisfies v∞ = p∞, also stated as follows

p∞(1− ϱ∞) = 0 almost everywhere in ΩT , (7)

as well as

∂ϱ∞
∂t

= ∆p∞ +

∫ 1

0
n∞R(y, p∞) dy, in D′(Rd × (0,∞)).

In order to pass to the limit in the equations for nγ and pγ we need to prove the strong com-
pactness of ∇vγ in L2(ΩT ), see Lemma 4.8.

Theorem 2.3 (Theorem 4.2). The limit solution ϱ∞, p∞ satisfies

∂n∞
∂t

= ∇ · (n∞∇p∞) + n∞R(y, p∞), in D′((0, 1)× Rd × (0,∞),

p∞

(
∆p∞ +

∫ 1

0
n∞R(y, p∞) dy

)
= 0, in D′(Rd × (0,∞)). (8)

Relation (7) implies that the total limit density ϱ∞ is saturated in the positivity set of the
pressure Ω(t) := {x; p∞(x, t) > 0}, which can be seen as the region occupied by the tumor.
Moreover, the complementarity relation (8) tells us that in Ω(t) the limit pressure satisfies an
elliptic equation, which is usually referred to as a Hele-Shaw free boundary problem.
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2.3 Additional regularity

The last part of the paper concerns additional regularity estimates on the pressure gradient,
therefore we focus on p rather than ϱγ+1. We prove an L2-version of the Aronson-Bénilan
estimate on the Laplacian of the pressure. This estimate was already obtained in the context
of two-species systems, see [13, 26]. Here, we not only extend it to our structured problem, but
we are able to remove the constraint on the reaction term used in [26]. To this end, we infer a
bound on the quantity pα−1|∇p|4, for certain values of α, in the spirit of [1, 32].

Additional assumptions. In order to prove the following additional regularity results on the
pressure, it is necessary to make stronger assumptions on the initial data. In particular, we
assume that pγ,0 satisfies (uniformly in γ)

∇pγ,0 ∈ L2(Ω), (∆pγ,0)− ∈ L2(Ω).

Moreover, we assume

γ > max

(
3

2
, 2− 4

d

)
.

Theorem 2.4 (Theorem 5.2). There exists a positive constant C(T ) such that for any 0 ≤ α < 1
γ

the following estimate holds true

κ(α)

∫ T

0

∫
Ω

|∇p|4

p1−α
dx dt ≤ C(T ),

with κ(α) := α
6 (1− αγ).

Theorem 2.5 (Theorem 5.4). For all T > 0, there exists a positive constant C(T ) independent
of γ such that for all t ∈ [0, T ] we have∫

Ω
(∆p(t))2− dx ≤ C(T ),

∫ T

0

∫
Ω
(∆p)3− dx dt ≤ C(T ).

3 Existence of solutions

3.1 Regularised problem

In order to prove the existence of weak solutions of Problem (2), we regularise the system
introducing a viscosity term. Let 0 < ε < ε0, and consider the following uniformly parabolic
system 

∂nε
∂t

−∇ · (nε∇pε)− ε∆nε = nεR(y, pε), y ∈ [0, 1], (x, t) ∈ ΩT ,

ϱε(x, t) =

∫ 1

0
nε(y, x, t) dy.

(9)

The equation on ϱε reads

∂ϱε
∂t

− γ

γ + 1
∆ϱγ+1

ε − ε∆ϱε =

∫ 1

0
nεR(y, pε) dy. (10)

As mentioned above, in order to define the population fraction densities σε = nε/ϱε we have
to make sure that the total population density ϱε is always strictly positive. To this end, we
regularise the initial data as follows

n0,ε(y, x) = n0(y, x) + ε e−|x|2 ,

7



therefore
ϱ0,ε(x) = ϱ0(x) + ε e−|x|2 .

For the existence and regularity of weak solutions of System (9) we refer the reader to [36],
where the authors use the same regularisation in order to show existence of weak solutions to
the analogous two-species cross-diffusion system through a fixed point argument.

Before proving that the regularisation of the initial data implies strict positivity of ϱε(x, t)
for all times, we prove non-negativity of solutions.

Non-negativity. Multiplying Eq. (9) by sign−(nε) and using Kato’s inequality we obtain

∂

∂t
(nε)− −∇ · ((nε)−∇pε)− ε∆(nε)− ≤ (nε)−∥R∥∞,

where we denote ∥R∥∞ = supy∈[0,1]R(y, 0). Integrating in space, we have

d

dt

∫
Rd

(nε)− dx−
∫
Rd

∇ · ((nε)−∇pε) dx− ε

∫
Rd

∆(nε)− dx ≤ ∥R∥∞
∫
Rd

(nε)− dx,

By Gronwall’s lemma we infer∫ 1

0

∫
Rd

(nε(y, x, t))− dx dy ≤ e∥R∥∞t

∫ 1

0

∫
Rd

(nε(y, x, 0))− dx dy,

which implies that almost everywhere nε(t) ≥ 0 for t ∈ (0, T ] and by consequence both the
density ϱε and the pressure pε are non-negative.

Positivity. Let us define the function

ϱ = εe−Kte−|x|2 ,

with K = 2(ε+ γ) + ∥R∥∞. We state that ϱ is a subsolution of the following equation

∂ϱ

∂t
=

γ

γ + 1
∆ϱγ+1 + ε∆ϱ− ϱ∥R∥∞.

In fact, we have

γ

γ + 1
∆ϱγ+1 + ε∆ϱ− ϱ∥R∥∞ = 2γϱγ+1(2(γ + 1)|x|2 − 1) + 2ε(2|x|2 − 1)ϱ− ϱ∥R∥∞

≥− 2εϱ− 2γϱγ+1 − ϱ∥R∥∞
≥(−2ε− 2γ − ∥R∥∞)ϱ

=−Kϱ

=
∂ϱ

∂t
.

Therefore, since by (10) ϱε is a supersolution to the same equation and ϱε(0) ≥ ϱ(0), by the
comparison principle we have

ϱε(t) ≥ ϱ(t) > 0, ∀t ∈ [0, T ].

Therefore, the quantity

σε(y, x, t) :=
nε(y, x, t)

ϱε(x, t)
,
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is well defined, and satisfies the following equation

∂σε
∂t

= ε∆σε +
2ε

ϱε
∇σε · ∇ϱε+∇σε · ∇pε + σεR(y, pε)− σε

∫ 1

0
σε(η)R(η, pε) dη, (11)

where we used the notation η to distinguish the variable of integration from the variable y
involved in the equation.

Therefore, we rewrite the equation on ϱε as

∂ϱε
∂t

− γ

γ + 1
∆ϱγ+1

ε − ε∆ϱε = ϱεRε,

where we denote

Rε := R(σε, pε) =

∫ 1

0
σε(η)R(η, pε) dη. (12)

Let us notice that, from (12), Rε is also uniformly bounded in L∞(QT ) and

∥Rε∥L∞(QT ) ≤ sup
y∈[0,1]

|R(y, 0)|
∫ 1

0
σε(η) dη = ∥R∥∞.

3.2 A priori estimates

Here we prove a priori estimates (uniform in ε) which are essential to prove the existence of
weak solutions.

L1-bounds. Integrating in space we obtain

d

dt

∫
Rd

ϱε dx =
γ

γ + 1

∫
Rd

∆ϱγ+1
ε dx+ ε

∫
Rd

∆ϱε dx+

∫
Rd

∫ 1

0
nεR(y, pε) dy dx

≤ ∥R∥∞
∫
Rd

ϱε dx.

By Gronwall’s lemma we have ϱε ∈ L∞(0, T, L1(Rd)) and thus pε ∈ L∞(0, T, L1(Rd)).

L∞-bounds. Let us denote ϱM := (pM )1/γ . From Eq. (10) we have

∂

∂t
(ϱε − ϱM )− γ

γ + 1
∆(ϱγ+1

ε − ϱγ+1
M )− ε∆(ϱε − ϱM )= ϱεRε.

Multiplying by sign+(ϱε − ϱM ) we obtain

∂

∂t
(ϱε − ϱM )+ − γ

γ + 1
∆(ϱγ+1

ε − ϱγ+1
M )+ − ε∆(ϱε − ϱM )+ ≤ϱεRεsign+(ϱε − ϱM )

≤0,

where in the last inequality we used ∂pR ≤ 0 and R(·, pM ) ≤ 0. Integrating over Rd and applying
Gronwall’s lemma we obtain

d

dt

∫
Rd

(ϱε − ϱM )+ dx ≤ e∥R∥∞t

∫
Rd

(ϱ0,ε − ϱM )+ dx.

For all 0 < ε ≤ ε0, thanks to Assumption (5), we finally have

0 ≤ ϱε ≤ ϱM , 0 ≤ pε ≤ pM . (13)

9



Let us consider the equation on the fraction density, Eq. (11). By the assumptions on the
reaction term, σε satisfies

∂σε
∂t

≤ ε∆σε +
2ε

ϱε
∇σε · ∇ϱε+∇σε · ∇pε + σε2∥Rε∥∞.

Hence, by the comparison principle we obtain

σε ≤ e2∥Rε∥∞t∥σ0,ε∥∞.

Since by Assumption (5) σ0,ε is uniformly bounded in [0, 1]× Rd, we have

σε ∈ L∞([0, 1]×QT ), (14)

and by consequence
nε ∈ L∞([0, 1]×QT ). (15)

3.3 Passing to the limit ε → 0

Extending the method by Price and Xu [36], in this section we prove the existence of solutions
to Problem (2), by showing the convergence of the solution of the regularised problem as ε→ 0.
To this end, the most involved part consists in proving the strong convergence of the degenerate
divergence term. Unlike the method developed by Gwiazda et al. in [26], this strategy focuses
on the quantity ϱγ+1

ε rather than on the pressure pε = ϱγε .

Lemma 3.1. There exists a positive constant C(T ) independent of ε such that the following
holds

4γ

(γ + 1)2

∫∫
QT

∣∣∣∣∇ϱ γ+1
2

ε

∣∣∣∣2 dx dt+ ε

∫∫
QT

∫ 1

0
|∇

√
nε(y)|2 dy dx dt ≤ C(T ).

Proof. Let ν be a positive constant. We multiply Eq. (9) by ln(nε + ν) and we obtain

∂nε
∂t

ln(nε + ν)−∇ · (nε∇pε) ln(nε + ν)− ε∆nε ln(nε + ν) = nεR(y, pε) ln(nε + ν).

Integrating in space and in y over [0, 1] we have

d

dt

∫
Rd

∫ 1

0
((nε + ν) ln(nε + ν)− nε) dy dx+

∫
Rd

∫ 1

0

nε
nε + ν

∇pε · ∇nε dy dx+ ε

∫
Rd

∫ 1

0

|∇nε|2

nε + ν
dy dx

=

∫
Rd

∫ 1

0
nεR(y, pε) ln(nε + ν) dy dx

≤ ∥R∥∞
∫
Rd

∫ 1

0
nε ln(nε + ν) dy dx.

Let us notice that, since nε is uniformly bounded in L∞([0, 1] × QT ), the right-hand side is
bounded. Let t ≤ T . Upon integration in time for τ ∈ [0, t], we obtain∫ t

0

∫
Rd

∇pε ·
(∫ 1

0

nε
nε + ν

∇nε dy
)
dx dτ + ε

∫ t

0

∫
Rd

∫ 1

0

|∇nε|2

nε + ν
dy dx dτ

≤
∫
Rd

∫ 1

0
(nε(t)− (nε(t) + ν) ln(nε(t) + ν)) dy dx+

∫
Rd

∫ 1

0
(n0,ε + ν) ln(n0,ε + ν) dy dx+ C(T ),

10



Letting ν → 0, thanks to the L∞-bound of nε, we have∫ t

0

∫
Rd

∇ϱγε · ∇ϱε dx dτ + 4ε

∫ t

0

∫
Rd

∫ 1

0
|∇

√
nε|2 dy dx dτ ≤ C(T ),

for all 0 ≤ t ≤ T , and this concludes the proof.

Lemma 3.2. The sequence ϱ
γ+1
2

ε is precompact in L2(0, T ;L2(Rd)).

Proof. From Lemma 3.1 we know that the gradient of ϱ
γ+1
2

ε is bounded in L2(QT ). Now we
compute its time derivative.

∂

∂t
ϱ

γ+1
2

ε =
γ + 1

2
ϱ

γ−1
2

ε

(
∇ · (ϱε∇pε) + ε∆ϱε +

∫ 1

0
nε(η)R(η, pε) dη

)
=
γ + 1

2
ϱ

γ−1
2

ε ∇ · (ϱε∇ϱγε ) +
γ + 1

2
εϱ

γ−1
2

ε ∆ϱε +
γ + 1

2
ϱ

γ−1
2

ε

∫ 1

0
nε(η)R(η, pε) dη

=
γ + 1

2
∇ ·
(
ϱ

γ+1
2

ε ∇ϱγε
)
− γ2 − 1

4
ϱ

γ−1
2

ε ∇ϱε · ∇ϱγε +
γ + 1

2
ε∇ ·

(
ϱ

γ−1
2

ε ∇ϱε
)

− γ2 − 1

4
εϱ

γ−3
2

ε |∇ϱε|2 +
γ + 1

2
ϱ

γ−1
2

ε

∫ 1

0
nε(η)R(η, pε) dη

=γ∇ ·
(
ϱγε∇ϱ

γ+1
2

ε

)
− γ

γ − 1

γ + 1
ϱ

γ−1
2

ε

∣∣∣∣∇ϱ γ+1
2

ε

∣∣∣∣2 + ε∆ϱ
γ+1
2

ε

− ε(γ2 − 1)ϱ
γ−1
2

ε |∇√
ϱε|2 +

γ + 1

2
ϱ

γ−1
2

ε

∫ 1

0
nε(η)R(η, pε) dη.

Let us notice that Lemma 3.1 and the uniform L∞-bound of σε imply ε|∇√
ϱε|2 ∈ L1(QT ).

Therefore, the time derivative of ϱ
γ+1
2

ε is a sum of functions bounded in L2(0, T ;H−1(Rd)) and

L1-functions. Applying Aubin-Lions’ lemma we infer that ϱ
γ+1
2

ε is precompact in L2(QT ).

Remark 3.3. The sequence ϱε is precompact in any Lq-space, for 1 ≤ q < ∞. In fact, if
q < γ+1

2 , the result follows from Hölder’s inequality, while if q > γ+1
2 it follows from the uniform

boundedness of ϱε in L∞.

Remark 3.4. Let us recall the results already proven. Up to a subsequence, we have

σε ⇀ σ weak∗ in L∞([0, 1]×QT ),

nε ⇀ n weak∗ in L∞([0, 1]×QT ),

ϱε → ϱ strongly in Lq(QT ), for each 1 ≤ q <∞,

ϱ
γ+1
2

ε ⇀ ϱ
γ+1
2 weakly in L2(0, T ;H1(Rd)),

∂ϱε
∂t

⇀
∂ϱ

∂t
weakly in L2(0, T ;H−1(Rd)).
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Let us recall the notation R =
∫ 1
0 σ(η)R(η, p) dη. Then

Rε ⇀ R weak∗ in L∞(QT ) (16)

nεR(y, pε)⇀ nR(y, p) weak∗ in L∞([0, 1]×QT ). (17)

The convergences of (16) and (17) are shown in detail in Appendix B.

Lemma 3.5. For all q ≥ γ + 1 and all t ∈ [0, T ], we have∫
Rd

(ϱε(x, t))
q dx

ε→0−−−→
∫
Rd

(ϱ(x, t))q dx.

Proof. Let us define

wε := ϱγ+1
ε + ε

γ + 1

γ
ϱε.

Hence, we rewrite Eq. (3) as
∂ϱε
∂t

− γ

γ + 1
∆wε = ϱεRε, (18)

where we recall that Rε =
∫ 1
0 σεR(η, pε) dη. We test Eq. (18) against ∂twε to obtain∫

Rd

∂ϱε
∂t

∂wε

∂t
dx− γ

γ + 1

∫
Rd

∆wε
∂wε

∂t
dx =

∫
Rd

ϱεRε
∂wε

∂t
dx.

Now we treat each term individually, to obtain∫
Rd

∂ϱε
∂t

∂wε

∂t
dx =

∫
Rd

∂ϱε
∂t

∂ϱγ+1
ε

∂t
dx+ ε

γ + 1

γ

∫
Rd

∣∣∣∣∂ϱε∂t
∣∣∣∣2 dx

=(γ + 1)

∫
Rd

ϱγε

∣∣∣∣∂ϱε∂t
∣∣∣∣2 dx+ ε

γ + 1

γ

∫
Rd

∣∣∣∣∂ϱε∂t
∣∣∣∣2 dx,

− γ

γ + 1

∫
Rd

∆wε
∂wε

∂t
dx =

γ

γ + 1

d

dt

∫
Rd

|∇wε|2

2
dx,

∫
Rd

ϱεRε
∂wε

∂t
dx =

∫
Rd

ϱεRε
∂ϱγ+1

ε

∂t
dx+ ε

γ + 1

γ

∫
Rd

ϱεRε
∂ϱε
∂t

dx

≤ γ + 1

2

∫
Rd

ϱγε

∣∣∣∣∂ϱε∂t
∣∣∣∣2 dx+

γ + 1

2

∫
Rd

ϱγ+2
ε R2

ε dx

+
ε

2

γ + 1

γ

∫
Rd

ϱ2εR2
ε dx+

ε

2

γ + 1

γ

∫
Rd

∣∣∣∣∂ϱε∂t
∣∣∣∣2 dx.

Therefore, we obtain

sup
t∈[0,T ]

∫
Rd

|∇wε(t)|2 dx+
ε

2

γ + 1

γ

∫∫
QT

∣∣∣∣∂ϱε∂t
∣∣∣∣2 dx dt+ γ + 1

2

∫∫
QT

ϱγε

∣∣∣∣∂ϱε∂t
∣∣∣∣2 dx dt ≤ C, (19)

where C depends on ∥ϱε∥∞ and ∥Rε∥∞. Since
∣∣∂tϱ γ+2

2
ε

∣∣2 = (γ+2)2

4 ϱγε |∂tϱε|2, from Eq. (19) we
have

∂tϱ
γ+2
2

ε ∈ L2(QT ),
√
ε∂tϱε ∈ L2(QT ), ∇wε ∈ L∞(0, T ;L2(Rd)).
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It follows easily from the boundedness of ϱε, that ∂tϱ
γ+1
ε ∈ L2(QT ). Hence, ∂twε ∈ L2(QT ).

Thanks to the bound on ∇wε and the Aubin-Lions lemma, wε is precompact in C([0, T ], L2(Rd)).
Consequently, ϱγ+1

ε is also precompact in C([0, T ], L2(Rd)), since we have∫
Rd

∣∣ϱγ+1
ε (t)− ϱγ+1(t)

∣∣2 dx ≤
∫
Rd

∣∣wε(t)− ϱγ+1(t)
∣∣2 dx+

∫
Rd

∣∣∣∣εγ + 1

γ
ϱε(t)

∣∣∣∣2 dx→ 0, as ε→ 0.

Once again, thanks to the uniform boundedness of ϱε we infer that ϱε is precompact in C([0, T ], Lq(Rd))
for any q ≥ γ + 1. Therefore∫

Rd

(ϱε(x, t))
q dx

ε→0−−−→
∫
Rd

(ϱ(x, t))q dx, ∀q ≥ γ + 1,

and thus the proof is completed.

As already mentioned above, when dealing with cross-diffusion systems as (2), the most involved
part is to obtain the compactness needed to pass to the limit in the cross-diffusion term. In the
absence of strong compactness of the single species densities, here being the distribution of each
phenotypic trait nε(y), it is essential to infer strong compactness of ∇ϱγ+1

ε . For this reason, the
following convergence result is the core of the proof.

Lemma 3.6. Upon the extraction of a subsequence, we have

∇ϱγ+1
ε

ε→0−−−→ ∇ϱγ+1 strongly in L2(QT ).

Proof. For the sake of simplicity, when integrating, we now neglect the symbols dx, dt. Let us
consider the limit equation

∂ϱ

∂t
− γ

γ + 1
∆ϱγ+1 = ϱR,

and then subtract it from Eq. (10), to obtain

∂

∂t
(ϱε − ϱ) +

γ

γ + 1
∆(ϱγ+1

ε − ϱγ+1) + ε∆ϱε = ϱεRε − ϱR.

We test the above equation against ϱγ+1
ε − ϱγ+1 and we obtain

γ

γ + 1

∫∫
QT

|∇(ϱγ+1
ε − ϱγ+1)|2 =− ε

∫∫
QT

∇ϱε · ∇(ϱγ+1
ε − ϱγ+1) +

∫ T

0
⟨∂t(ϱε − ϱ), ϱγ+1

ε − ϱγ+1⟩

−
∫∫

QT

(ϱεRε − ϱR)(ϱγ+1
ε − ϱγ+1).

Let us consider the three terms on the right-hand side individually. From to the strong conver-
gence of ϱε in any Lp-space and the weak∗ convergence of Rε, it directly follows that∫∫

QT

(ϱεRε − ϱR)(ϱγ+1
ε − ϱγ+1) → 0.
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Recalling Lemma 3.5, the strong convergence of ϱγ+1
ε and the weak convergence of ∂tϱε in

L2(0, T ;H−1(Rd)), we have∫ T

0
⟨∂t(ϱε − ϱ), ϱγ+1

ε − ϱγ+1⟩ =
∫∫

QT

∂tϱ
γ+2
ε

γ + 2
+

∫∫
QT

∂tϱ
γ+2

γ + 2
−
∫ T

0
⟨∂tϱ, ϱγ+1

ε ⟩ −
∫ T

0
⟨∂tϱε, ϱγ+1⟩

=

∫
Rd

ϱγ+2
ε (T )

γ + 2
+

∫
Rd

ϱγ+2(T )

γ + 2
−
∫
Rd

ϱγ+2
ε (0)

γ + 2
−
∫
Rd

ϱγ+2(0)

γ + 2

−
∫ T

0
⟨∂tϱ, ϱγ+1

ε ⟩ −
∫ T

0
⟨∂tϱε, ϱγ+1⟩

→ 2

∫
Rd

ϱγ+2(T )

γ + 2
− 2

∫
Rd

ϱγ+2(0)

γ + 2
− 2

∫ T

0
⟨∂tϱ, ϱγ+1⟩ = 0.

Since from Lemma 3.1 we know that
√
ε∇√

ϱε and ∇ϱ
γ+1
2

ε are bounded in L2(QT ), we finally
compute

ε

∫∫
QT

∇ϱε · ∇(ϱγ+1
ε − ϱγ+1) = 4ε

∫∫
QT

√
ϱε∇

√
ϱε ·

(
ϱ

γ+1
2

ε ∇ϱ
γ+1
2

ε − ϱ
γ+1
2 ∇ϱ

γ+1
2

)
≤

√
εC → 0,

and this concludes the proof.

Having proved the L2-strong convergence of ∇ϱγ+1
ε , we can now show that the limit of the

sequence (nε, ϱε) is a solution of Problem (2).

Theorem 3.7. Given n0 ∈ L∞
+ ([0, 1] × Rd) ∩ L1([0, 1] × Rd), there exists a weak solution to

System (2), namely, there exists n(y, x, t) ∈ L∞
+ ([0, 1]× Rd × (0,∞)) ∩ L1([0, 1]× Rd × (0,∞))

such that ∇p(x, t) ∈ L2(Rd × (0,∞)) and for all T > 0 and φ ∈ C([0, 1];C1
comp([0, T )× Rd))

−
∫ 1

0

∫
Rd

n(y, x, t)
∂φ(y, x, t)

∂t
dx dy +

∫ 1

0

∫∫
QT

n(y, x, t)∇p(x, t) · ∇φ(y, x, t) dx dt dy

=

∫ 1

0

∫∫
QT

n(y, x, t)R(y, p(x, t))φ(y, x, t) dx dt dy +

∫ 1

0

∫
Rd

n0(y, x, t)φ(y, x, 0) dx dy,

(20)

with

ϱ(x, t) =

∫ 1

0
n(y, x, t) dy, p(x, t) = (ϱ(x, t))γ .

Proof. For all φ ∈ C([0, 1];C1
comp([0, T ) × Rd)), the variational formulation of Problem (9) can

be written as

−
∫ 1

0

∫
Rd

nε(y, x, t)
∂φ(y, x, t)

∂t
dx dy +

∫ 1

0

∫∫
QT

nε(y, x, t)∇pε(x, t) · ∇φ(y, x, t) dx dt dy

=− ε

∫ 1

0

∫∫
QT

∇nε(y, x, t) · ∇φ(y, x, t) dx dtdy (21)

+

∫ 1

0

∫∫
QT

nε(y, x, t)R(y, pε)φ(y, x, t) dx dtdy +

∫ 1

0

∫
Rd

n0,ε(y, x, t)φ(y, x, 0) dx dy.
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As we already proved, there exists a bounded non-negative function σ = σ(y, x, t) such that, up
to a subsequence,

σε ⇀ σ weakly∗ in L∞([0, 1]×QT ).

Therefore, from Lemma 3.6 we infer

nε∇pε = nε∇ϱγε
= σεϱε∇ϱγε

= σε
γ

γ + 1
∇ϱγ+1

ε
ε→0−−−⇀ σ

γ

γ + 1
∇ϱγ+1, weakly in L2([0, 1]×QT ).

(22)

Let us notice that n(y, x, t) = σ(y, x, t)ϱ(x, t) almost everywhere, since we can pass to the
limit ε→ 0 in the equation nε(y, x, t) = σε(y, x, t)ϱε(x, t).

Finally, using Eq. (22), Remark 3.4 and passing to the limit in Eq. (21) we obtain Eq. (20)
and the proof is completed.

4 Incompressible limit

Thanks to the result proven in the previous section, cf. Theorem 3.7, we know that for each
γ > 1 there exists (nγ , ϱγ , pγ) that satisfies following equations

−
∫ 1

0

∫
Ω
nγ(y, x, t)

∂φ(y, x, t)

∂t
dx dy +

∫ 1

0

∫∫
ΩT

nγ(y, x, t)∇pγ(x, t) · ∇φ(y, x, t) dx dtdy

=

∫ 1

0

∫∫
ΩT

nγ(y, x, t)R(y, pγ)φ(y, x, t) dx dt dy +

∫ 1

0

∫
Ω
nγ,0(y, x, t)φ(y, x, 0) dx dy,

(23)

for all φ ∈ C([0, 1];C1
comp([0, T )× Ω))

−
∫∫

ΩT

ϱγ(x, t)
∂ψ

∂t
(x, t) dx dt+

γ

γ + 1

∫∫
ΩT

∇vγ(x, t) · ∇ψ(x, t) dx dt =

∫∫
ΩT

(∫ 1

0
nγ(x, t)R(y, pγ(x, t)) dy

)
ψ(x, t) dx dt+

∫
Ω
ϱγ,0(x)ψ(x, 0) dx,

(24)

for all test functions ψ ∈ C1
comp([0, T )× Ω), where vγ = ϱγ+1

γ .
The goal of this section is to study the incompressible limit γ → ∞ and recover the weak

formulation of a Hele-Shaw free boundary problem. To this end, we have to infer the compactness
on the main quantities needed to pass to the limit in (23, 24). While for the first equation the
strong compactness of ∇pγ is needed, weak compactness of ∇vγ is sufficient in order to pass to
the limit in equation (24), as stated in the following theorem.

Theorem 4.1 (Weak Hele-Shaw problem). Let (nγ , ϱγ , pγ) be a solution given by Theorem 3.7.
For all T > 0, up to the extraction of a subsequence we have

nγ(y, x, t)⇀ n∞(y, x, t) weakly∗ in L∞((0, 1)× ΩT ), (25)

ϱγ(x, t)⇀ ϱ∞(x, t) weakly∗ in L∞(ΩT ), (26)

pγ(x, t)⇀ p∞(x, t) weakly∗ in L∞(ΩT ), (27)

∇vγ → ∇v∞ weakly in L2(ΩT ), (28)
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as γ → ∞. Moreover the limit satisfies

0 ≤ ϱ∞ ≤ 1, p∞(1− ϱ∞) = 0, v∞ = p∞ almost everywhere in ΩT . (29)

as well as

−
∫∫

ΩT

ϱ∞
∂ψ

∂t
dx dt+

∫∫
ΩT

∇p∞ · ∇ψ dx dt =

∫∫
ΩT

(∫ 1

0
n∞R(y, p∞) dy

)
ψ dx dt

+

∫
Ω
ϱ0(x)ψ(x, 0) dx,

(30)

for all test functions ψ ∈ C1
comp([0, T )× Ω).

The second main result is the complementarity relation which allows to recover the limit pressure
as the solution of an elliptic equation. In order to prove it we need to infer the strong compactness
of ∇pγ , which also allows us to pass to the limit in Eq. (23).

Theorem 4.2 (Complementarity relation). The limit solution satisfies

p∞

(
∆p∞ +

∫ 1

0
n∞(y)R(y, p∞)

)
= 0, in D′(Ω× (0,∞)), (31)

as well as

−
∫ 1

0

∫∫
ΩT

n∞
∂φ

∂t
dx dt dy +

∫ 1

0

∫∫
ΩT

n∞∇p∞ · ∇φdx dt dy

=

∫ 1

0

∫∫
ΩT

n∞R(y, p∞)φdx dtdy +

∫
Ω
n0(y, x)φ(y, x, 0) dx dy,

(32)

for all test functions φ ∈ C((0, 1);C1
comp([0, T )× Ω)).

The following part of this section is devoted to the proof of Theorem 4.1 and Theorem 4.2.
Since we are not able to prove any control on ∂tpγ , it is not possible to directly prove the strong
compactness of pγ (Corollary 4.9) which is necessary in order to find the limit of the reaction
term. For this reason we will be able to identify the limit only after the proof of the strong
compactness of ∇vγ (Lemma 4.8).

4.1 Proof of Theorem 4.1

Remark 4.3 (Weak∗ convergence as γ → ∞). Let us point out that the L∞-bounds (13),(14)
and (15) proven in Subsection 3.2 are also uniform with respect to γ. Therefore, there ex-
ist n∞, ϱ∞, p∞ and v∞ such that, after the extraction of a subsequence Eqs. (25)-(27) hold.
Moreover, there exists H∞ such that

nγR(y, pγ)⇀ H∞ weakly∗ in L∞((0, 1)× ΩT ). (33)

Remark 4.4 (H1-bounds of pγ and vγ). Multiplying the equation on the density, Eq. (3), by
γϱγ−1

γ , it is immediate to see that the pressure satisfies

∂pγ
∂t

= γpγ(∆pγ +Rγ) + |∇pγ |2. (34)
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Hence, the pressure gradient is bounded in L2(ΩT ) as shown by integrating by parts in space to
get

d

dt

∫
Ω
pγ dx = (1− γ)

∫
Ω
|∇pγ |2 dx+ γ

∫
Ω
pγRγ dx,

which implies

(γ − 1)

∫∫
ΩT

|∇pγ |2 dx dt ≤ γ∥Rγ∥L∞(ΩT )∥pγ∥L1(ΩT ) + ∥p0∥L1(Ω).

Therefore, for all γ > 1, it holds
pγ ∈ L2(0, T ;H1(Ω)). (35)

By the definition of vγ , we have

∇vγ =
γ + 1

γ
p

1
γ
γ ∇pγ =

γ + 1

γ
ϱγ∇pγ ∈ L2(ΩT ), (36)

uniformly in γ, and therefore Eq. (28) is proven.

Corollary 4.5. The limit triplet (n∞, ϱ∞, p∞) satisfies

∂ϱ∞
∂t

= ∆v∞ +

∫ 1

0
H∞(y) dy, in D′(Rd × (0,∞)), (37)

where H∞ = H∞(y, x, t) is the weak limit of nγR(y, pγ).

Proof. The result comes from passing to the limit in Eq. (24) using the convergence results (26),
(28), and (33).

As mentioned above, in order to conclude the proof of (30) we have to show that H∞ =
n∞R(y, p∞). This will be proven in the following subsection, cf. Eq. (46). At this moment, we
are not able to identify the limit since we do not have the strong compactness of pγ .

Remark 4.6 (H−1-bound of the density time-derivative). From the previous bounds and
Eq. (6), we have

∂ϱγ
∂t

∈ L2(0, T ;H−1(Ω)). (38)

Corollary 4.7. The limit solution satisfies Eq. (29).

Proof. Let us recall that the non-negativity of nγ , and consequently of ϱγ and pγ , has already
been proven in the previous sections. Since ϱγ ≤ ϱM = (pM )1/γ we have 0 ≤ ϱ∞ ≤ 1.

By definition we have vγ = ϱγpγ . Thanks to Eqs. (35) and (38) we can apply the compensated
compactness theorem stated in Appendix A, cf. Theorem A.1, and infer∫

ΩT

vγφdx dt→
∫
ΩT

ϱ∞p∞φdx dt,

for every φ ∈ C(0, T ;C1(Ω)). Hence v∞ = ϱ∞p∞, almost everywhere. Finally, by weak lower
semi-continuity of convex functions we have

lim
γ→∞

vγ = lim inf
γ→∞

p
γ+1
γ

γ ≥ p∞.
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For the sake of completeness, we include here the full argument. Let us denote Ψγ(x) = x
γ+1
γ ,

γ > 1. Let ψδ = ψδ(x) be a convex function such that ψδ(x) → x as δ → 0, and

ψδ(x) ≤ Ψγ(x), for γ large enough.

For example, we could take

ψδ(x) :=

{
0, for 0 ≤ x ≤ δ,

x− δ for x > δ.

Therefore, we have

ψδ(p∞) ≤ lim inf
γ→∞

ψδ(pγ) ≤ lim inf
γ→∞

Ψγ(pγ) = lim inf
γ→∞

p
γ+1
γ

γ .

Since we chose δ > 0 arbitrarily, we take δ → 0 to obtain

p∞ ≤ lim inf
γ→∞

p
γ+1
γ

γ .

Hence ϱ∞p∞ = v∞ ≥ p∞, which implies ϱ∞p∞ = p∞.

4.2 Proof of Theorem 4.2

In order to prove the complementarity relation, cf. Theorem 4.2, the usual strategy is to prove
the strong convergence of ∇pγ , see for instance [13, 17, 18]. Although we are able to prove
strong compactness in space of the gradient (thanks to the Aronson-Bénilan estimate proven
in the next section) we do not have any control on ∂tpγ from which to infer time compactness.
Therefore, we follow the strategy of [29], directly proving the strong compactness of ∇vγ . The
core of the proof is given by the following lemma.

Lemma 4.8. Up to a subsequence, as γ → ∞, we have

∇vγ → ∇v∞ strongly in L2(ΩT ). (39)

Proof. Let us use vγ − v∞ as a test function in Eq. (6) to obtain∫
Ω

∂ϱγ
∂t

(vγ − v∞) dx+
γ

γ + 1

∫
Ω
∇vγ · ∇(vγ − v∞) dx =

∫
Ω

(∫ 1

0
nγR(y, pγ) dy

)
(vγ − v∞) dx.

(40)

We note that ∫
Ω

∂ϱγ
∂t

vγ dx =
1

γ + 2

∫
Ω

∂ϱγ+2
γ

∂t
dx =

1

γ + 2

d

dt

∫
Ω
ϱγ+2
γ dx.

Integrating in time we get∫∫
ΩT

∂ϱγ
∂t

vγ dx dt =
1

γ + 2

∫
Ω
ϱγ+2
γ (T ) dx− 1

γ + 2

∫
Ω
ϱγ+2
γ (0) dx→ 0,

as γ → ∞. Now we compute

lim sup
γ→∞

∫∫
ΩT

|∇(vγ − v∞)|2 dx dt

≤ lim sup
γ→∞

(∫∫
ΩT

∇vγ · ∇(vγ − v∞) dx dt−
∫∫

ΩT

∇v∞ · ∇(vγ −∇v∞) dx dt

)
≤ lim sup

γ→∞

∫∫
ΩT

∇vγ · ∇(vγ − v∞) dx dt,

(41)
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where in the last inequality we use the fact that ∇vγ is weakly compact in L2(ΩT ). From
Eq. (40) we obtain

lim sup
γ→∞

∫∫
ΩT

∇vγ · ∇(vγ − v∞) dx dt

≤ lim sup
γ→∞

∫∫
ΩT

(∫ 1

0
nγR(y, pγ) dy

)
(vγ − v∞) dx dt+ lim sup

γ→∞

∫∫
ΩT

∂ϱγ
∂t

v∞ dx dt

≤ lim sup
γ→∞

∫∫
ΩT

(∫ 1

0
nγR(y, pγ) dy

)
(vγ − v∞) dx dt+

∫∫
ΩT

∂ϱ∞
∂t

v∞ dx dt,

(42)

where we used the weak compactness of the density in L2(0, T ;H−1(Ω)) given by Eq. (38). We
now treat the first term in the right-hand side of Eq. (42). We add and subtract the same
quantity to get∫∫

ΩT

(∫ 1

0
nγR(y, pγ) dy

)
(vγ − v∞) dx dt =

∫∫
ΩT

(∫ 1

0
nγ(R(y, pγ)−R(y, p∞)) dy

)
(vγ − v∞) dx dt︸ ︷︷ ︸

A

+

∫∫
ΩT

(∫ 1

0
nγR(y, p∞) dy

)
(vγ − v∞) dx dt︸ ︷︷ ︸

B

.

Our goal is to prove that the right hand side is bounded by some quantity that converges to zero
as γ → ∞. To deal with A we use the monotonicity of R(y, ·), which is a decreasing function of
the pressure. We rewrite A as follows

A =

∫∫
ΩT

(∫ 1

0
nγ(R(y, pγ)−R(y, p∞)) dy

)
(pγϱγ − v∞) dx dt

=

∫∫
ΩT

(∫ 1

0
nγ(R(y, pγ)−R(y, p∞)) dy

)
(pγ(ϱγ − 1) + pγ − p∞) dx dt

=

∫∫
ΩT

(∫ 1

0
nγ(R(y, pγ)−R(y, p∞)) dy

)
pγ(ϱγ − 1) dx dt

+

∫∫
ΩT

(∫ 1

0
nγ(R(y, pγ)−R(y, p∞)) dy

)
(pγ − p∞) dx dt,

where the last integral is non-positive by the monotonicity of R. Let ε > 0, we split the remaining
term as follows∫∫

ΩT

(∫ 1

0
nγ(R(y, pγ)−R(y, p∞)) dy

)
pγ(ϱγ − 1) dx dt

=

∫∫
ΩT∩{ϱγ≤1−ε}

(∫ 1

0
nγ(R(y, pγ)−R(y, p∞)) dy

)
ϱγγ(ϱγ − 1) dx dt

+

∫∫
ΩT∩{ϱγ>1−ε}

(∫ 1

0
nγ(R(y, pγ)−R(y, p∞)) dy

)
pγ(ϱγ − 1) dx dt

≤ 2∥R∥∞ϱM (1− ε)γ + 2∥R∥∞ϱMpM max

(
ε,

1

γ
| ln pM |+ o

(
1

γ

))
.

Choosing ε = 1/
√
γ, we infer that the right-hand side converges to zero as γ → ∞.
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Now we show that, after the extraction of a subsequence, the term

B =

∫ 1

0

(∫∫
ΩT

nγR(y, p∞)(vγ − v∞) dx dt

)
dy,

converges to zero as γ → ∞. Let us choose y ∈ (0, 1). We denote wγ := R(y, p∞)(vγ − v∞).
First of all, there exists a subsequence γk independent of y such that wγk converges to zero
weakly in L2(ΩT ). Let us recall that

∂tnγ(y) = ∇ · (nγ(y)∇pγ) + nγ(y)R(y, pγ).

Hence, ∂tnγ(y) ∈ L2(0, T ;H−1(Ω)). Therefore, we can apply the compensated compactness
theorem, see Theorem A.1. For all indexes γkj there exist γkji such that∫∫

ΩT

nγkji
(y)R(y, p∞)(vγkji

− v∞) dx dt→ 0,

as i→ ∞, which implies ∫∫
ΩT

nγk(y)R(y, p∞)(vγk − v∞) dx dt→ 0,

as k → ∞. Moreover, the above function is uniformly bounded in L1([0, 1]). Since γk only
depends on the convergence of vγ we have

B =

∫ 1

0

(∫∫
ΩT

nγkR(y, p∞)(vγk − v∞) dx dt

)
dy → 0,

as k → ∞.
Now, we can finally come back to Eqs.(41)-(42)

lim sup
γ→∞

∫∫
ΩT

|∇(vγ − v∞)|2 dx dt ≤
∫∫

ΩT

∂ϱ∞
∂t

v∞ dx dt. (43)

To conclude the proof we will show that the right-hand side is actually equal to zero. Let us
notice that for any ε > 0∫∫

ΩT

(ϱ∞(x, t+ ε)− ϱ∞(x, t))v∞ dx dt =

∫∫
ΩT

(ϱ∞(x, t+ ε)− 1 + 1− ϱ∞(x, t))v∞ dx dt ≤ 0,

where in the last inequality we used Eq. (29). In a similar fashion we have∫∫
ΩT

(ϱ∞(x, t)− ϱ∞(x, t− ε))v∞ dx dt ≥ 0.

Now it remains to prove that

lim
ε→0

∫∫
ΩT

(ϱ∞(x, t+ ε)− ϱ∞(x, t))v∞ dx dt =

∫∫
ΩT

∂ϱ∞
∂t

v∞ dx dt. (44)

We integrate Eq. (37) between t and t+ ε to obtain

ϱ∞(t+ ε)− ϱ∞(t) =

∫ t+ε

t
∆v∞ ds+

∫ t+ε

t

∫ 1

0
H∞ dy ds.
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We test the above equation against 1
εv∞(·, t) to get∫

Ω

(
ϱ∞(x, t+ ε)− ϱ∞(x, t)

ε

)
v∞(x, t) dx = −

∫
Ω

1

ε

∫ t+ε

t
∇v∞(x, s) ds · ∇v∞(x, t) dx

+

∫
Ω

1

ε

∫ t+ε

t

∫ 1

0
H∞(y, x, s) dy ds v∞(x, t) dx.

(45)

We have
1

ε

∫ t+ε

t
∇v∞(x, s) ds→ ∇v∞(x, t), a.e. in ΩT .

From Eq. (36) we have∫∫
ΩT

∣∣∣∣1ε
∫ t+ε

t
∇v∞(x, s) ds

∣∣∣∣2 dx dt ≤1

ε

∫∫
ΩT

∫ t+ε

t
|∇v∞(x, s)|2 dsdx dt

=
1

ε

∫ T+ε

0

∫ min(T,s)

max(0,s−ε)

∫
Ω
|∇v∞(x, s)|2 dx dt ds

≤1

ε

∫ T+ε

0
|min(T, s)−max(0, s− ε)|

∫
Ω
|∇v∞(x, s)|2 dx ds

≤ C(T ).

Therefore we have

1

ε

∫ t+ε

t
∇v∞(x, s) ds→ ∇v∞(x, t), weakly in L2(ΩT ).

In an analogous way we can prove that

1

ε

∫ t+ε

t

∫ 1

0
H∞(y, x, s) dy ds→

∫ 1

0
H∞(y, x, t) dy, weakly in L2(ΩT ).

Combining Eq. (45) and Eq. (37) we have

lim
ε→0

∫∫
ΩT

(
ϱ∞(t+ ε)− ϱ(t)

ε

)
v∞(x, t) dx dt

= −
∫∫

ΩT

|∇v∞|2 dx dt+
∫∫

ΩT

(∫ 1

0
H∞(y, x, t) dy

)
v∞(x, t) dx dt

=

∫∫
ΩT

∂ϱ∞
∂t

v∞ dx dt.

Hence Eq. (44) is proven. As a consequence, Eq. (43) concludes the proof.

Having proved the strong compactness of ∇vγ , we can finally recover the strong compactness of
the pressure itself, by simply applying the Poincaré inequality, using the fact that Ω has been
chosen large enough such that the pressure satisfies Dirichlet boundary conditions.

Corollary 4.9 (Strong compactness of pγ). Up to the extraction of a subsequence, we have

pγ → p∞, strongly in L2(ΩT ).
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Proof. Since we assumed the solutions to be compactly supported for all times 0 ≤ t ≤ T , by
Lemma 4.8 and Poincaré’s inequality we infer the strong compactness of vγ in L2(ΩT ). Finally,
since pγ = v

γ/(γ+1)
γ and p∞ = v∞, the proof is completed.

Thanks to this result, we can finally identify the limit of the reaction term, i.e. the following
equality holds almost everywhere in [0, 1]× ΩT

H∞(y, x, t) = n∞(y, x, t)R(y, p∞(x, t)). (46)

Thanks to the strong compactness of the pressure gradient, we can pass to the limit in Eq. (23)
to obtain Eq. (32).

Finally, to complete the proof of Theorem 4.2, we show that the complementarity relation
(31) holds true. Let us multiply Eq. (6) by vγ to get

1

γ + 2

∂ϱγ+2
γ

∂t
=

γ

γ + 1
vγ∆vγ + vγ

∫ 1

0
nγR(y, pγ) dy.

As already proven, vγ , pγ and ∇vγ are strongly compact in L2(ΩT ). Therefore, passing to the
limit γ → ∞ we obtain

v∞

(
∆v∞ +

∫ 1

0
n∞(y)R(y, p∞) dy

)
= 0, in D′(Ω× (0,∞)),

which concludes the proof.

5 Additional regularity estimates

Here we present some regularity estimates on the pressure p = ϱγ , where ϱ is a solution of
Eq. (10). In particular, we extend a result already proved in [32] for a Hele-Shaw model of one
species, which implies that pα−1|∇p|4 is integrable, for certain values of α. This new estimate
allows us to prove an L2-version of the Aronson-Bénilan estimate for the structured model at
hand. The original AB estimate is a lower L∞-bound on the Laplacian of the pressure. In
recent years, several extensions in both L1 and L2-settings have been proposed in the context
of degenerate parabolic equations and systems. We refer the reader to [11, 13, 17, 18, 26] for a
comprehensive overview.

Before presenting the proof of the main results, cf. Theorem 5.2 and Theorem 5.4, we point
out that as a consequence the following corollary holds.

Corollary 5.1. With the assumptions of the previous sections, for all T > 0 there exists a
constant C(T ) which does not depend on γ, such that∫

Ω
|∆p(t)| dx ≤ C(T ), (47)

for all t ∈ [0, T ].

Let us stress the fact that this estimate, together with a regularisation argument on Eq. (2) and
Eq. (3), implies the existence of weak solutions. In fact, considering the equations

∂tn = ∇ · (n∇p) + nR(y, p),

∂tϱ = ∇ · (ϱ∇p) + ϱR,
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we can replace the initial data n0(y) by n0,µ(y) = n0(y) + µe−|x|2 , with µ > 0. Therefore, the
equations are non degenerate and have a positive solution (nµ, ϱµ) and σµ(y) = nµ(y)/ϱµ is
well defined. Since the bound on the Laplacian, Eq. (47), is independent of the regularisation,
applying the Aubin-Lions lemma it is possible to obtain strong compactness of the pressure
gradient in Lq(ΩT ) for all 1 ≤ q ≤ d

d−2 , as µ → 0. Hence, combining this result with the
compactness of n, σ and ϱ stated in Remark 3.4 allows to pass to the limit in the model and
prove existence. For the detailed proof of a particular case, we refer the reader to [26], where
the authors study the same problem for two species, n1 and n2, rather than for an infinite set of
phenotypic traits, y ∈ [0, 1]. In fact, the estimate on the Laplacian of the pressure is analogous,
and relies on the Aronson-Bénilan estimate in an L2-setting. The improvement that we bring
here is to prove the AB estimate removing the strong technical assumption that the authors in
[26] impose on the reaction terms, namely

F (0) = G(0),

where the source term of the total density is

R(p, σ1, σ2) = F (p)σ1 +G(p)σ2,

with σi = ni/(n1 + n2), for i = 1, 2. As shown in the previous section, the question of how
to prove existence without this assumption can be achieved using the method by Price and Xu
in [36]. However, to recover the bound (47) on the Laplacian removing the condition on the
reaction terms was still an open question.

Theorem 5.2 (L4-estimate). There exists a constant C(T ) such that for any 0 ≤ α < 1
γ the

following estimate holds true

κ(α)

∫∫
ΩT

|∇p|4

p1−α
dx dt ≤ C(T ),

with κ(α) := α
6 (1− αγ).

Proof. First of all, let us recall that R =
∫ 1
0 σ(η)R(η, p) dη, hence ∂pR ≤ 0.

We multiply Eq. (34) by −pα(∆p+R) to obtain

− pα
∂p

∂t
(∆p+R) = −γpα+1(∆p+R)2 − pα|∇p|2(∆p+R). (48)

Now we integrate in space and we split the left-hand side treating each term individually.

−
∫
Ω
pα
∂p

∂t
∆p dx =

1

2

∫
Ω
pα

∂

∂t
|∇p|2 dx+ α

∫
Ω
pα−1∂p

∂t
|∇p|2 dx

=
1

2

d

dt

∫
Ω
pα|∇p|2 dx+

α

2

∫
Ω
pα−1∂p

∂t
|∇p|2 dx

=
1

2

d

dt

∫
Ω
pα|∇p|2 dx+

αγ

2

∫
Ω
pα(∆p+R)|∇p|2 dx+

α

2

∫
Ω
pα−1|∇p|4 dx.

Let us define the following function

R(p, σ) =

∫ p

0
qαR(q, σ) dq.

It immediately follows

pα
∂p

∂t
R =

∂R
∂t

−
∫ 1

0

(∫ p

0
qαR(η, q) dq

)
∂tσ dη.

23



Now using the equation on the fraction density σ, Eq. (11), we have

−
∫
Ω
pα
∂p

∂t
Rdx = − d

dt

∫
Ω
R dx+

∫
Ω

∫ 1

0

(∫ p

0
qαR(η, q) dq

)
∇σ · ∇p dη dx

+

∫
Ω

∫ 1

0

(∫ p

0
qαR(η, q) dq

)
(R(η, p)−R(p))σ dη dx

= − d

dt

∫
Ω
R dx+

∫
Ω

∫ 1

0

(∫ p

0
qαR(η, q) dq

)
∇σ · ∇p dη dx+ Bdd,

where we use Bdd to denote the bounded term∫
Ω

∫ 1

0

(∫ p

0
qαR(η, q) dq

)
(R(η, p)−R)σ dη dx ≤ C

α+ 1

∫
Ω
pα+1 dx ≤ C∥p∥2L2 ,

where C is a positive constant that depends on ∥R∥∞. Now let us come back to Eq. (48) and
integrate on Ω

α

2

∫
Ω
pα−1|∇p|4 dx+ γ

∫
Ω
pα+1(∆p+R)2 dx

= −
(
1 +

αγ

2

)∫
Ω
pα(∆p+R)|∇p|2 dx+

d

dt

∫
Ω

(
R− pα

|∇p|2

2

)
dx

−
∫
Ω

∫ 1

0

(∫ p

0
qαR(η, q) dq

)
∇σ · ∇p dη dx︸ ︷︷ ︸

A

−Bdd.

(49)

Let us integrate by parts the term A. We obtain

−A =−
∫ 1

0

∫
Ω

(∫ p

0
qαR(η, q) dq

)
∇σ · ∇pdη dx

=

∫
Ω
pα|∇p|2

(∫ 1

0
R(η, p)σ dη

)
dx+

∫ 1

0

∫
Ω

(∫ p

0
qαR(η, q) dq

)
σ∆p dη dx

≤∥R∥∞pαM
∫
Ω
|∇p|2 dx+

1

2

∫
Ω

(∫ 1
0

(∫ p
0 q

αR(η, q) dq
)
σ dη

)2
pα+1

dx+
1

2

∫
Ω
pα+1|∆p|2 dx,

where in the last line we used Fubini’s Theorem and Young’s inequality. Since by assumption
both R(y, p) and ∂pR(y, p) are bounded, the second term in the right-hand side is bounded.

Combining the estimate on the term −A with Eq. (49) and integrating in time, we obtain

α

2

∫∫
ΩT

pα−1|∇p|4 dx dt+ γ

∫∫
ΩT

pα+1(∆p+R)2 dx dt

≤−
(
1 +

αγ

2

)∫∫
ΩT

pα(∆p+R)|∇p|2 dx dt︸ ︷︷ ︸
B

+

∫
Ω
R(T ) dx

+

∫
Ω
(p0)

α |∇p0|2

2
dx+

1

2

∫∫
ΩT

pα+1|∆p|2 dx dt+ Bdd,

(50)

where Bdd now includes other bounded quantities. Now it remains to treat the term B. Let us
point out here that we cannot estimate it in the same way as in [32], since the authors make use

24



of a lower bound of the quantity ∆p+R, i.e. the L∞-Aronson-Bénilan estimate, which does not
hold for a multi-species system like the one at hand. For this reason, we deal with the term B
by splitting it into two parts. The one coming from the source term is easier to estimate, since
it can be bounded in the following way∫∫

ΩT

pαR|∇p|2 dx dt ≤ pαM∥R∥∞∥∇p∥22 ≤ max(1, pM )∥R∥∞∥∇p∥22. (51)

The term with ∆p is instead more involved. We refer the reader to [17] for the same method
applied to the case of one species and α = 0. From now on, for the sake of simplicity, we only
compute the integral in space. Integrating by parts twice we have∫

Ω
pα∆p|∇p|2 dx =

∫
Ω
∆(pα|∇p|2)pdx

=

∫
Ω
∆pα|∇p|2pdx+2α

∫
Ω
∇p · ∇(|∇p|2)pα dx+

∫
Ω
pα+1∆(|∇p|2) dx. (52)

Computing the sum of the first two terms of the right-hand side, we find∫
Ω
∆pα|∇p|2p dx+ 2α

∫
Ω
∇p · ∇(|∇p|2)pα dx

=α(α− 1)

∫
Ω
pα−1|∇p|4 dx+ α

∫
Ω
pα∆p|∇p|2 dx− 2α

∫
Ω
pα∆p|∇p|2 dx− 2α2

∫
Ω
pα−1|∇p|4 dx

=− α(α+ 1)

∫
Ω
pα−1|∇p|4 dx− α

∫
Ω
pα∆p|∇p|2 dx,

where we used integration by parts on the second term.
We compute the last term in Eq. (52) as follows∫

Ω
pα+1∆(|∇p|2) dx = 2

∫
Ω
pα+1∇p · ∇(∆p) dx+ 2

∫
Ω
pα+1(D2

i,jp)
2 dx

= −2(α+ 1)

∫
Ω
pα|∇p|2∆pdx− 2

∫
Ω
pα+1|∆p|2 dx+ 2

∫
Ω
pα+1(D2

i,jp)
2 dx,

where in the last equality we used integration by parts and we denoted (D2
i,jp)

2 =
∑

i,j(∂
2
i,jp)

2.
By consequence, Eq. (52) now reads∫

Ω
pα∆p|∇p|2 dx = −α(α+ 1)

∫
Ω
pα−1|∇p|4 dx− (3α+ 2)

∫
Ω
pα∆p|∇p|2 dx

− 2

∫
Ω
pα+1|∆p|2 dx+ 2

∫
Ω
pα+1(D2

i,jp)
2 dx,

and thus ∫
Ω
pα∆p|∇p|2 dx =− α

3

∫
Ω
pα−1|∇p|4 dx− 2

3(α+ 1)

∫
Ω
pα+1|∆p|2 dx

+
2

3(α+ 1)

∫
Ω
pα+1(D2

i,jp)
2 dx.

(53)

Using Eq. (53) in Eq. (50), we finally find

α

2

∫∫
ΩT

pα−1|∇p|4 dx dt+ γ

∫∫
ΩT

pα+1(∆p+R)2 dx dt+
2 + αγ

3(α+ 1)

∫∫
ΩT

pα+1(D2
i,jp)

2 dx dt

≤ α

3

(
1 +

αγ

2

)∫∫
ΩT

pα−1|∇p|4 dx dt+
(

2 + αγ

3(α+ 1)
+

1

2

)∫∫
ΩT

pα+1|∆p|2 dx dt+ Bdd,
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where Bdd includes also the bound in Eq. (51). By Young’s inequality, we have∫∫
ΩT

pα+1|∆p|2 dx dt ≤ 3

2

∫∫
ΩT

pα+1|∆p+R|2 dx dt+ 3

∫∫
ΩT

pα+1|R|2 dx dt.

Then, we finally have

κ(α)

∫∫
ΩT

pα−1|∇p|4 dx dt+
(
γ − 3

2

)∫∫
ΩT

pα+1(∆p+R)2 dx dt

+
2 + αγ

3(α+ 1)

∫∫
ΩT

pα+1(D2
i,jp)

2 dx dt ≤ C(T ),

(54)

with κ(α) := α
6 (1− αγ). Since we assumed 0 < α < 1

γ , this concludes the proof.

Let us point out that, for α = 0, Eq. (54) proved above immediately implies a bound on the
pressure gradient which is uniform with respect to γ. This bound was also investigated in [17],
where the authors prove its sharpness.

Remark 5.3. The following estimate holds uniformly in γ,∫∫
ΩT

|∇p|4 dx dt ≤ C(T ).

Proof. Let us take α = 0 in Eq. (54). Then, we infer the following bounds∫∫
ΩT

p(∆p+R)2 dx dt ≤ C(T ),

∫∫
ΩT

p(D2
i,jp)

2 dx dt ≤ C(T ),

and both hold uniformly with respect to γ. Since both p and R are uniformly bounded in L∞,
this implies ∫∫

ΩT

p2|∆p|2 dx dt ≤ C(T ),

∫∫
ΩT

p2(D2
i,jp)

2 dx dt ≤ C(T ).

Using integration by parts, it follows that the boundedness of these two terms implies
∇p ∈ L4(ΩT ). We refer the reader to [17] for the detailed proof.

Theorem 5.4 (L2-Aronson-Bénilan estimate). With the assumptions of Section 2.3, for all
T > 0, there exists a constant C(T ) independent of γ, such that for all t ∈ [0, T ] we have∫

Ω
(∆p(t))2− dx ≤ C(T ),

∫∫
ΩT

(∆p)3− dx dt ≤ C(T ).

Proof. We define w = ∆p+R. Hence, Eq. (34) reads

∂tp = γpw + |∇p|2.

Let us recall again the definition of R

R(p, σ) =

∫ 1

0
R(η, p(x, t))σ(η, x, t) dη.
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Now we compute ∂tw

∂w

∂t
=∆(γpw + |∇p|2) + ∂R

∂t

=γ∆(pw) + 2∇p · ∇(∆p) + 2
∑
i,j

(∂2i,jp)
2 +

∂R
∂t

≥γ∆(pw) + 2∇p · ∇w − 2∇p · ∇R+
2

d
(w −R)2 +

∂R
∂t

=γ∆(pw) + 2∇p · ∇w − 2Rp|∇p|2 − 2

∫ 1

0
R(η, p)∇σ · ∇p dη + 2

d
(w −R)2 +

∂R
∂t

=γ∆(pw) + 2∇p · ∇w − 2Rp|∇p|2 − 2

∫ 1

0
R(η, p)∇σ · ∇p dη + 2

d
(w −R)2

+

∫ 1

0

∂σ

∂t
R(η, p) dη +Rp(γpw + |∇p|2)

=γ∆(pw) + 2∇p · ∇w −Rp|∇p|2 − 2

∫ 1

0
R(η, p)∇σ · ∇p dη + 2

d
(w −R)2

+

∫ 1

0

∂σ

∂t
R(η, p) dη +Rpγpw

≥γ∆(pw) + 2∇p · ∇w − 2

∫ 1

0
R(η, p)∇σ · ∇p+ 2

d
(w −R)2 +

∫ 1

0

∂σ

∂t
R(η, p) dη +Rpγpw,

where in the last inequality we used that Rp ≤ 0. We recall that

∂σ

∂t
= ∇σ · ∇p+ σR(y, p)− σ

∫ 1

0
σ(η)R(η, p) dη.

We multiply by sign−(w) to obtain

∂(w)−
∂t

≤γ∆(p(w)−) + 2∇p · ∇(w)− − 2 sign−(w)

∫ 1

0
R(η, p)∇σ · ∇p dη + 2

d
(w −R)2sign−(w)

+ sign−(w)

∫ 1

0
∇σ · ∇pR(η, p) dη + C +Rpγp(w)−,

where C is a constant depending on ∥R∥∞.
Firstly, we multiply by (w)− and use again that Rp ≤ 0 to obtain

1

2

d

dt

∫
Ω
(w)2− dx ≤γ

∫
Ω
∆(p(w)−)(w)− dx+ 2

∫
Ω
∇p · ∇(w)−(w)− dx

+

∫
Ω

(∫ 1

0
R(η, p)∇σ · ∇p dη

)
(w)− dx

−
∫
Ω

2

d
(w)3− dx− 2

d

∫
Ω
R2(w)− dx− 4

d

∫
Ω
(w)2−R dx+ C

∫
Ω
(w)− dx.

(55)
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We estimate the sum of the first two terms of the right-hand side.

γ

∫
Ω
∆(p(w)−)(w)− dx+ 2

∫
Ω
∇p · ∇(w)−(w)− dx =

(
1− γ

2

)∫
Ω
∇p · ∇

(w)2−
2

dx− γ

∫
Ω
p|∇(w)−|2 dx

=
(γ
2
− 1
)∫

Ω
∆p(w)2− dx− γ

∫
Ω
p|∇(w)−|2 dx

≤
(
1− γ

2

)∫
Ω
(w)3− dx+

(
1− γ

2

)∫
Ω
R(w)2− dx

− γ

∫
Ω
p|∇(w)−|2 dx

≤
(
1− γ

2

)∫
Ω
(w)3− dx− γ

∫
Ω
p|∇(w)−|2 dx.

Now we treat the term with ∇σ. Since we do not have any BV -estimate on the density fraction
we lift the derivative from σ∫ 1

0

(∫
Ω
R(η, p)∇σ · ∇p(w)− dx

)
dη =−

∫ 1

0

∫
Ω
R(η, p)σ∆p(w)− dx dη︸ ︷︷ ︸

A

−
∫ 1

0

∫
Ω
R(η, p)σ∇p · ∇(w)− dx dη︸ ︷︷ ︸

B

−
∫ 1

0

∫
Ω
Rp(η, p)σ|∇p|2(w)− dx dη︸ ︷︷ ︸

C

.

(56)

Using ∆p = w −R we find

A =

∫
Ω
(w)2−

(∫ 1

0
R(η, p)σ dη

)
dx+

∫
Ω
R(w)−

(∫ 1

0
R(η, p)σ dη

)
dx

≤ ∥R∥∞
∫
Ω
(w)2− dx+ ∥R∥2∞

∫
Ω
(w)− dx.

(57)

Let us point out that it is in order to bound the term B that the assumption F (0) = G(0) was
needed in [26]. In fact, combining this assumption and Young’s inequality (with exponent 2),
the authors are able to estimate B by 1

2

∫
Ω p|∇(w)−|2. In order to avoid imposing an analogous

assumption on R(y, p), we treat this term differently, using the estimate proven in Theorem 5.2.
Applying Young’s inequality with exponents 4 and 4/3, we have

B ≤ ∥R∥∞
4

∫
Ω

|∇p|4

p1−α
dx+

3

4

∫
Ω
p1−α|∇(w)−|4/3 dx.

Taking α = 1/(γ+2), we know by Theorem 5.2 that the first term is bounded. Let us denote β =
(γ − 1)/3(γ + 2). Then using Young’s inequality with exponents 3/2 and 3 it is straightforward
to see

3

4

∫
Ω
p1−α|∇(w)−|4/3 dx ≤ 1

2

∫
Ω
p(1−α−β) 3

2 |∇(w)−|2 dx+
1

4

∫
Ω
p3β dx.

Thanks to the choices of α and β, we have

B ≤ ∥R∥∞
4

∫
Ω

|∇p|4

p1−α
dx+

1

2

∫
Ω
p|∇(w)−|2 dx+

1

4

∫
Ω
p(γ−1)/(γ+2) dx ≤ 1

2

∫
Ω
p|∇(w)−|2 dx+ C.

(58)
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Coming back to Eq. (56) and recalling that Rp is bounded and non-positive, we obtain

C ≤∥Rp∥∞
∫
Ω
(w)−∇p · ∇p dx

=− ∥Rp∥∞
∫
Ω
p∇(w)− · ∇p dx− ∥Rp∥∞

∫
Ω
(w)−p∆p dx

≤1

2

∫
Ω
p|∇(w)−|2 dx+ C

∫
Ω
p|∇p|2 dx+ ∥Rp∥∞

∫
Ω
p(w)2− dx+ ∥Rp∥∞

∫
Ω
Rp(w)− dx

≤1

2

∫
Ω
p|∇(w)−|2 dx+ C.

(59)

Finally, combining Eq. (56), Eq. (57), Eq. (58) and Eq. (59) we find∫ 1

0

(∫
Ω
R(η, p)∇σ · ∇p(w)− dx

)
dη ≤ C

∫
Ω
(w)2− dx+ C

∫
Ω
(w)− dx+

∫
Ω
p|∇(w)−|2 dx+ C.

We can finally come back to Eq. (55) to obtain

1

2

d

dt

∫
Ω
(w)2− dx+ (γ − 1)

∫
Ω
p|∇(w)−|2 dx

≤C(γ, d)
∫
Ω
(w)3− dx+ C

∫
Ω
(w)2− dx+ C

∫
Ω
(w)− dx+ C.

(60)

with C(γ, d) =
(
1− γ

2 − 2
d

)
being negative thanks to the assumption on γ. Since we are on a

compact support, by Young’s inequality we have

C

∫
Ω
(w)− dx ≤ C2

2
|Ω|+ 1

2

∫
Ω
(w)2− dx.

Let us stress that this assumption can be removed and all the estimates can be proven in Rd by
multiplying by a properly chosen test function, see [26] for the detailed proof in the two species
case. Then we obtain

1

2

d

dt

∫
Ω
(w)2− dx ≤ C

∫
Ω
(w)2− dx+ C,

and hence by Gronwall’s inequality, we have

sup
0≤t≤T

∫
Ω
(w(t))2− dx ≤ C

∫
Ω
(w0)

2
− dx+ C ≤ C.

Finally, from Eq. (60) we also obtain∫∫
ΩT

|∆p+R|3− dx dt ≤ C(T ),

and this concludes the proof.

Proof of Corollary 5.1. Thanks to the Aronson-Bénilan estimate in L2 proven above we have∫
Ω
|∆p(t)| dx =

∫
Ω
∆p(t) dx+ 2

∫
Ω
(∆p(t))− dx ≤ C

(∫
Ω
(∆p(t))2− dx

)1/2

≤ C

for all t ∈ [0, T ], and this completes the proof.
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Appendix A Compensated compactness

Theorem A.1. Let uγ , wγ ∈ L∞(0, T ;L2(Ω)), and let u∞, w∞ be the L2-weak limits of uγ , wγ

as γ → ∞, respectively. We assume that
∂uγ
∂t

∈ L2(0, T ;H−1(Ω)), wγ ∈ L2(0, T ;H1(Ω)).

Then, up to a subsequence, we have∫∫
ΩT

uγwγφdx dt
γ→∞−−−→

∫∫
ΩT

u∞w∞φdx dt,

for all φ ∈ C(0, T ;C1(Ω)).

Proof. Let ψε(x) :=
1
εd
ψ(xε ) for x ∈ Rd and ζσ(t) := 1

σ ζ(t), for t > 0 be smooth mollifiers. Then,
we compute∫∫

ΩT

uγwγφdx dt =

∫∫
ΩT

uγ(wγφ− (wγφ) ⋆x ψε) dx dt+

∫∫
ΩT

uγ(wγφ) ⋆x ψε dx dt

=

∫∫
ΩT

(∫
Rd

(wγ(x)φ(x)− wγ(x− εz)φ(x− εz))ψ(z) dz

)
uγ dx dt

+

∫∫
ΩT

(uγ − uγ ⋆t ζσ)(wγφ) ⋆x ψε dx dt+

∫∫
ΩT

(uγ ⋆t ζσ)(wγφ) ⋆x ψε dx dt.

Passing to the limit subsequently in ε→ 0, γ → ∞, and δ → 0, we have∫∫
ΩT

(uγ ⋆t ζσ)(wγφ) ⋆x ψε dx dt→
∫∫

ΩT

u∞w∞φdx dt.

It now remains to prove that the other terms converge to zero as ε → 0 and σ → 0. By the
Fréchet-Kolmogorov theorem, we know that∫

Ω
|(wγφ)(x)−(wγφ)(x+ k)|2 dx

≤
∫
Ω
|wγ(x)(φ(x)− φ(x+ k))|2 dx+

∫
Ω
|φ(x+ k)(wγ(x)− wγ(x+ k)|2 dx

≤ ω(|k|),

where ω(|k|) → 0 as k → 0. Hence∫∫
ΩT

(∫
Rd

(wγ(x)φ(x)− wγ(x− εz)φ(x− εz))ψ(z) dz

)
uγ(x, t) dx dt

=

∫ T

0

∫
Rd

(∫
Ω
(wγ(x)φ(x)− wγ(x− εz)φ(x− εz))uγ(x, t) dx

)
ψ(z) dz dt

≤
∫ T

0

∫
Rd

(ω(ε|z|))1/2∥uγ(t)∥L2(Ω)ψ(z) dz dt→ 0.
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Now we treat the last term. For the sake of brevity, let us denote (wγφ)ε := (wγφ) ⋆x ψε∫∫
ΩT

(uγ − uγ ⋆t ζσ)(wφ)ε dx dt =

∫∫
ΩT

(∫
R
(uγ(t)− uγ(t− σs))ζ(s) ds

)
(wγφ)ε dx dt

=

∫∫
ΩT

[∫
R

(∫ t

t−σs

∂uγ(τ)

∂t
dτ

)]
(wγφ)ε dx dt

=

∫
R
ζ(s)

(∫ T

0

∫ t

t−σs

∫
Ω

∂uγ(τ)

∂t
(wγφ)ε dx dτ dt

)
ds

≤
∫
R
ζ(s)

∫ T

0

(∫ t

t−σs

∥∥∥∥∂uγ(τ)∂t

∥∥∥∥
H−1(Ω)

dτ

)
∥(wγφ)ε∥H1(Ω) dt ds

≤ Cσ

∫
R
ζ(s)|s|

∫ T

0
∥(wγφ)ε∥H1(Ω) dt ds ≤ Cσ → 0,

as σ → 0.

Appendix B Convergence of the reaction terms

Lemma B.1. Equations (16) and (17) hold, i.e.

Rε ⇀ R weak∗ in L∞(QT ),

nεR(y, pε)⇀ nR(y, p) weak∗ in L∞([0, 1]×QT ).

Proof. By the Stone-Weierstrass theorem we know that, for any δ > 0, there exists N > 0 and
{ai}Ni=1 and {Gi}Ni=1 such that∥∥∥∥∥R(y, pε)−

N∑
i=1

ai(y)Gi(pε)

∥∥∥∥∥
L∞

≤ δ. (61)

Let φ ∈ L1(QT ), such that ∥φ∥L1 = 1. Since σε ⇀ σ weakly∗ in L∞((0, 1) × QT ) and pε → p
strongly in L2(QT ) as ε→ 0, we have∫∫

QT

(
N∑
i=1

∫ 1

0
σε(η)ai(η)Gi(pε) dη

)
φ(x, t) dx dt =

N∑
i=1

∫ 1

0

∫∫
QT

σε(η)ai(η)Gi(pε)φ(x, t) dx dtdη

ε→0−−−⇀
N∑
i=1

∫ 1

0

∫∫
QT

σ(η)ai(η)Gi(p)φ(x, t) dx dt dη.

Therefore, there exists ε0 such that for all ε < ε0∫∫
QT

(
N∑
i=1

∫ 1

0
σε(η)ai(η)Gi(pε) dη −

N∑
i=1

∫ 1

0
σ(η)ai(η)Gi(p) dη

)
φdx dt ≤ δ. (62)
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We compute∫∫
QT

(∫ 1

0
σε(η)R(η, pε) dη −

∫ 1

0
σ(η)R(η, p) dη

)
φ(x, t) dx dt

≤

∥∥∥∥∥
∫ 1

0
σε(η)R(η, pε) dη −

N∑
i=1

∫ 1

0
σε(η)ai(η)Gi(pε) dη

∥∥∥∥∥
L∞

∥φ∥L1

+

∫∫
QT

(
N∑
i=1

∫ 1

0
σε(η)ai(η)Gi(pε) dη −

N∑
i=1

∫ 1

0
σ(η)ai(η)Gi(p) dη

)
φdx dt

+

∥∥∥∥∥
N∑
i=1

∫ 1

0
σ(η)ai(η)Gi(p) dη −

∫ 1

0
σ(η)R(η, p) dη

∥∥∥∥∥
L∞

∥φ∥L1 ≤ 3δ,

for ε ≤ ε0. Since δ was chosen arbitrarily, we conclude that

Rε :=

∫ 1

0
σε(η)R(η, pε) dη ⇀

∫ 1

0
σ(η)R(η, p) dη := R, weakly∗ in L∞(QT ).

i.e. (16) is proven. By an analogous argument, we have

nεR(y, pε)⇀ nR(y, p), weakly∗ in L∞((0, 1)×QT ),

and this concludes the proof of (17).
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