
HAL Id: hal-03636642
https://hal.science/hal-03636642

Submitted on 11 Apr 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Robustness of specimen design criteria for identification
of anisotropic mechanical behaviour from heterogeneous

mechanical fields
Jean-David Thoby, Thomas Fourest, Bertrand Langrand, Delphine

Notta-Cuvier, Eric Markiewicz

To cite this version:
Jean-David Thoby, Thomas Fourest, Bertrand Langrand, Delphine Notta-Cuvier, Eric Markiewicz.
Robustness of specimen design criteria for identification of anisotropic mechanical behaviour
from heterogeneous mechanical fields. Computational Materials Science, 2022, 207, pp.111260.
�10.1016/j.commatsci.2022.111260�. �hal-03636642�

https://hal.science/hal-03636642
https://hal.archives-ouvertes.fr


Robustness of specimen design criteria for identification of

anisotropic mechanical behaviour from heterogeneous mechanical

fields

Jean-David Thoby1,2, Thomas Fourest1, Bertrand Langrand1,2, Delphine Notta-Cuvier2,3,

and Eric Markiewicz2

1DMAS, ONERA, F-59014 Lille - France

2Univ. Polytechnique Hauts-de-France, CNRS, UMR 8201 - LAMIH, F-59313

Valenciennes, France

3INSA Hauts-de-France, F-59313 Valenciennes, France

Abstract

To reduce the number of tests required to characterise anisotropic elastoplastic constitutive models,

an approach is to design specimen geometries to diversify the stress states generated in a single test. The

experiments are then processed using an inverse identification method based on full-field measurements to

achieve the full potential of that specific test. Recent optimization methods were able to design complex

specimens in which highly heterogeneous stress fields were generated. However, the specimen design is

only assessed based on numerical simulations and does not consider the effect of the biases introduced

by the full-field measurement method. The goal of this work is therefore to take into account some

of the most frequently observed measurement biases in the specimen selection process. The proposed

approach uses synthetic test images generated with numerical simulations. Four specimen geometries

have been ranked based on two selection criteria. The first one is an indicator of the heterogeneity of

the stress fields obtained by finite element simulations (unbiased data). The second one quantifies error

for the identification procedure due to measurement biases. The two criteria provide different rankings

for the set of specimens. It is concluded that the design with the most heterogeneous stress fields (first

criterion) is not necessarily the more robust design in terms of measurement noise (second criterion), so

the optimized geometry should be selected based on a compromise between these two criteria.
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1 Introduction

The commercial aviation industry constantly seeks to improve the efficiency of aircraft, which can potentially

be achieved by using new lightweight materials for structural parts. Aircraft structure design is increasingly

supported by numerical simulations of manufacturing techniques, part design and optimization. To ensure

satisfactory predictions, these simulations particularly rely on the accurate modelling of material behaviour,

which can be complex. For instance, the anisotropic behaviour of some laminated aluminum alloys, such as

AA2198-T351, requires the use of an advanced anisotropic yield criterion [1]. 8 to 18 material parameters

have to be determined for the use of the Barlat [2] or Bron and Besson criteria [3]. This large number of

parameters is an advantage for the effective modelling of the behaviour of many materials. On the other

hand, their identification might be costly.

Indeed, the first option for identifying the constitutive material parameters of this type of criterion is to

perform numerous statically determined tests according to standards (NF EN ISO 6892). For laminated alu-

minum alloys, uniaxial tensile specimens are usually tested in three to seven loading directions with respect

to the rolling direction. To better identify some criteria, additional shear or biaxial tensile tests are under-

taken [4; 5]. Such statically determined approach requires spatially homogeneous stress during the tests.

Each test provides the knowledge of a single stress state for the yield surface. An alternative approach is to

use statically undetermined identification methods [6; 7; 8]. These methods may allow to take advantage of

full-field measurement techniques and use local measurement data and therefore enrich measurements with

heterogeneous mechanical fields. In this approach, a single test thus provides different stress states, which

consequently reduces the number of required tests.

To robustly identify an anisotropic yield criterion, the test must generate diversified stress states to

widely cover the yield surface. The ideal test should be able to generate local plasticity for combined biaxial

and uniaxial tension, pure and simple shear, biaxial and uniaxial compression stresses. To achieve such het-

erogeneous stress states, several specimen geometries have been developed with different design approaches

[9]. Specimen geometries can be defined empirically by adding simple geometric singularities like notches or

holes to standard specimens adapted to uniaxial [10; 11; 12; 13; 14], biaxial [15; 16; 17] tensile machines and

also bulge testing [18]. Other specimens were empirically designed from scratch by attempting to anticipate

stress states in different locations on the specimen [12; 19]. The most recent approach is to use parametric

[20; 21; 22] or topological [23; 24] optimization algorithms. A cost function is then required to run these

optimizations. In the case of anisotropic yield criterion characterization, the cost function must quantify the
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capacity of the specimen to generate heterogeneous stress fields [25; 26; 24]. However, the design methods de-

veloped rely exclusively on purely numerical data, i.e., non-biased. Therefore, to the best of our knowledge,

the robustness of an inverse identification procedure with full-field measurements using these specimens has

not yet been evaluated.

The objective of the paper is to study the influence of biases when selecting a specimen for the iden-

tification of an anisotropic yield criterion. The paper focuses on the effects of experimental biases due to

full-field measurements obtained with the Digital Image Correlation (DIC) method. More specifically, the

biases studied are the effects of sensor noise, the speckle pattern and the edge reconstruction method. The

biases are introduced using synthetic test images generated using an in-house algorithm [27]. Four speci-

mens with increasing shape complexity will be ranked based on two selection criteria. The first one is an

indicator of the heterogeneity of the stress fields obtained by finite element simulations. The second one

quantifies the error in the identification procedure due to measurement biases. This paper is divided into

two main sections. Firstly, the procedure for generating the synthetic test images and the different rankings

are detailed in section 2. Then, the different rankings and the effects of measurement biases are analysed in

section 3.

2 Synthetic test procedure

This section describes the material of interest, the specimens geometries and the two selection criteria.

2.1 Constitutive models for AA2198-T351

The material considered in this work is an aluminium-copper-lithium alloy AA2198-T351 laminated to a

4 mm thick sheet. This material is used in the aerospace industry to manufacture the main frame, the

fuselage skin and aircraft webs. Elastic behaviour is modelled with the linear isotropic Hooke’s law, which

uses the following parameters: Young’s modulus, E, and Poisson’s ratio, ν. This material was tested by

Chen et al. [1] for 6 mm thick sheets and they found that the Bron and Besson’s criterion [3] was well suited

for modelling the yield surface. With this criterion, the equivalent stress, σeq, is given as the sum of two

equivalent stresses (Eq. 1), σ1
eq and σ2

eq (Eq. 2), weighted by the coefficient α. The exponents a, b1 and b2

control the global shape as with the Hosford isotropic criterion [28]. The anisotropy of the yield surface is

controlled by the coefficients ckj used for the linear transformation of the stress tensor (Eq. 3). The limit of
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the elastic domain is reached when σeq = σy where σy is the yield stress (Eq. 4).
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where S̃k1 , S̃k2 and S̃k3 are the eigenvalues of ˜̄Sk (Eq. 3) with k ∈ {1, 2}.

˜̄Sk =
1
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ck2 + ck3 −ck3 −ck2 0 0 0

−ck3 ck3 + ck1 −ck1 0 0 0

−ck2 −ck1 (ck1 + ck2)/3 0 0 0

0 0 0 3ck4 0 0

0 0 0 0 3c51 0

0 0 0 0 0 3ck6


: σ̄ (3)

The hardening behaviour is modelled as isotropic with a non-linear equation which is dependent on the

cumulative plastic strain, εp. This hardening law has three constitutive material parameters: the initial yield

stress, σ0, the hardening modulus, K, and the hardening exponent, n (Eq. 4).

σy = σ0 +K
(

1− e−nε
p
)

(4)

The parameters of the AA2198-T351 used in this work were identified in conventional tensile tests un-

dertaken on seven specimen orientations with respect to the rolling direction. Tests were performed at least

3 times in each direction. First, the seven orientations were used to identify the parameters of the strain

hardening model. Then the parameters of the Bron and Besson criterion were identified from the mea-

surements of the elastic limits and the Lankford coefficients in all orientations. The Lankford coefficient is

defined as r = εpxx/ε
p
zz, where εpxx and εpzz are the plastic strain tensor components in the width and thickness

directions, respectively. Their numerical values are reported in Table 1 and the stress-strain curves for three

orientations are shown in Figure 1. In addition, the dependence of the initial yield stress and the Lankford

coefficient on the test angle is shown in Figure 2. One can see that despite the large number of parameters

used for the Bron and Besson model, variation in neither initial yield stress nor the Lankford coefficient can
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be accurately modelled.

Table 1: Reference material parameters for the AA2198-T351
E [GPa] ν [ ] σ0 [MPa] K [MPa] n [ ]

73.3 0.31 324.42 223.79 14.81
a [ ] α [ ] bk [ ]

19.9994 0.9989 a
c11 [ ] c12 [ ] c13 [ ] c14 [ ] c15,6 [ ]
1.2503 1.2622 0.5217 1.2453 1
c21 [ ] c22 [ ] c23 [ ] c24 [ ] c25,6 [ ]
1.0890 0.7497 2.0327 1.9739 1
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Figure 1: Experimental and numerical true stress-strain curves for the AA2198-T351. All experimental
results are plotted.
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Figure 2: Experimental and numerical variations of the initial yield stress and the Lankford coefficient for
the AA2198-T351 for uniaxial stress states with a angle, θ, of the rolling direction. All experimental results
are plotted.

2.2 Selected specimen geometries

Four specimen geometries are considered in this work (Figure 3) with an increasing level of geometric com-

plexity. The first geometry, referred to as “NOTCHED” is a simple notched specimen studied by Rossi et
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al. [11]. Adding this simple geometric singularity should expand the stress states range away from uniaxial

tension. The next two specimens were designed empirically by Kim et al. [12] and Jones et al. [19] and

are referred to as “Σ” and “D” respectively. Both specimens generate more heterogeneous stress fields, and

locally reach compression. Finally, a more complex specimen resulting from topological optimization by

Barroqueiro et al. [23] was selected. This last specimen will be referred to as “OPTIMIZED”. It generates a

more heterogeneous stress field than the other three specimens. All geometries are considered to be machined

at 45◦ with respect to the rolling direction of the sheet (associated with axis ~1 on Figure 3). This orientation

is chosen to enlarge the distribution of stress states in the ~1 and ~2 directions on the yield surface [11]. This

set of specimens allows of different stress state heterogeneities to be investigated. More detailed information

on the functional dimensions of the specimens can be found in their respective published papers.
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Figure 3: Dimensions of the four selected specimens and the associated boundary conditions and simulation
frame (~x,~y) and material frame (~1,~2) for the FE simulation. All dimensions in mm.
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2.3 Finite element models

Finite Element (FE) simulations are performed in order to provide an unbiased reference data-set to be

used to calculate the heterogeneity indicator and to generate the synthetic images. These simulations were

performed using the Z-set implicit solver to simulate tensile tests [29]. Linear triangular shell elements with

full integration were used with the plane stress hypothesis in line with the surface measurement upon testing.

The element size was equal to about 0.5 mm for all specimens. The mesh size was chosen after a convergence

study. All degrees of freedom are blocked at the bottom edge whereas the displacement at the upper edge

is blocked in direction ~x and imposed in direction ~y. The material frame is oriented at 45◦ with respect to

the loading frame (Figure 3). The simulations were stopped when the first element reached an equivalent

plastic strain, εp, of 0.15. This limit has been arbitrarily set to exclude any damage mechanism (Figure 1)

that would occur in real experiments.

2.4 Generating synthetic images

Synthetic test images were generated to evaluate the influence of the biases introduced by the full-field mea-

surement method and sensor noise in the identification procedure. A speckle pattern is deformed based on

the results of the previous FE simulations as in Bouda et al. [27]. For each pixel of coordinates (xd, yd)

within an element, the corresponding isoparametric coordinates (ξi, ηi) are computed with the element shape

functions. Then, the initial coordinates (x0, y0) of the corresponding point can be computed. Finally the

grey level in the deformed configuration (xd, yd) is computed by linear interpolation of the grey level of

neighbouring pixels in the reference configuration (Figure 4). To provide realistic texture images, speckle

patterns were captured in experimental conditions. A Nikon D300 12M (4320×2868) sensor was used and a

spray-painted texture was lit with two LED panels (appendix: Table A1). To include the sensor noise in the

201 synthetic test images, each synthetic test image is generated from a different image of the same texture.

Therefore, a sequence of 201 images of the same undeformed pattern was recorded.
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Figure 4: Schematic of the synthetic images generation process
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To evaluate the influence of the speckle pattern in the following ranking method, two textures were

painted and captured (Figure 5). The grey levels distribution is highly concentrated around 150 for speckle

N◦2, whereas speckle N◦1 has two peaks at level 140 and 35 with a more uniform distribution of grey

levels between these two peaks (Figure 6). The influence of the speckle pattern on measurement noise is

investigated in the following section.
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Figure 5: Sample of the speckle pattern captured
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Figure 6: Grey level distribution for speckles

2.5 Digital image correlation

The Digital Image Correlation (DIC) method is used to compute the kinematic fields from the synthetic

images. In this study, the FOLKI-D software developed by ONERA was used [30]. For each pixel, the

in-plane strain fields (with small strain hypothesis) were computed using a first order polynomial fitting of

the displacement field over a computation window. Then, the strain fields were spatially and temporally

smoothed with Gaussian filters. Finally, data close to the edges were reconstructed by extending of the

nearest value which is not corrupted by the invalid data close to the edges. Due to the complexity of each

specimen, the DIC setup is independently defined for each specimen and each speckle pattern following the

recommendation of the DIC Good Practices Guide [31]. The final configuration and the associated parame-
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ters are reported in the appendices in Tables A2 and A3.

To evaluate the influence of the speckle pattern on the DIC measurement, the undeformed texture images

were analysed to determine measurement noise. Figure 7 presents the typical noise error distribution for

the three components of the strain tensor without regularisation. The noise error distributions show that in

both cases the εxx and εyy components have similar noise levels and the εxy component is the least noisy

as more data is concentrated close to zero. Although the grey level distribution with speckle pattern N◦2

covers a wider range than N◦1, when comparing the two speckles patterns, speckle pattern N◦2 leads to more

noise than N◦1 in all strain components. The speckle feature size could be the reason for such a difference

in noise level in the DIC measurement. Both textures are later used to study the influence of the pattern on

the second selection criterion described below.
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Figure 7: Typical noise error distribution computed using the DIC method in ”static reference” (DIC subset
size radius = 15pix)

2.6 First selection criterion: stress field heterogeneity

An indicator quantifies the performance of a novel geometry during the design process with a scalar value,

thereby facilitating comparison and classification with respect to other geometries. Concerning the design of

a specimen in order to identify an anisotropic yield surface, the performance of the tested geometry is related

to the heterogeneity of the mechanical fields generated (strains or stresses). In this work, the heterogeneity

indicator developed by Souto et al. is considered [26]. This indicator originally used the principal strain ratio

(ε2/ε1) to characterize the strain states generated. In this work, this indicator is replaced by the triaxiality

factor to analyse the stress states generated: TF = (σH/σeq) where σH is the hydro-static stress. The

triaxiality factor is used aiming to analyse the distribution of the stress states on the yield surface. Indeed,

the triaxiality factor can discriminate stress states between tension, shear and compression using a single
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scalar value.

The modified indicator compromises two parts (Eq. 5). The first part expresses stress field heterogeneity

through standard deviation for the triaxiality factor, Std (TF ), and the range of the triaxiality factor,

(TF )R (Eq. 6). The second part deals with the level of plastic strain reached in the specimen using standard

deviation, Std (εp), the average value, Avεp , weighted by the volume of each element, Vi, and scaled by the

volume of the ROI, V (Eq. 7) and the maximum value of plastic strain reached during the test, εpmax test.

Finally, the stress state of each measurement point was classified into five categories (bi-tension, tension,

shear, compression, bi-compression) with the respect of its TF value (Figure 8). The maximum value of

plastic strain reached in each category was measured to define εpmax (Eq. 8). Each term was calculated for

all time steps and scaled with an absolute coefficient, wai, depending on its maximum value and weighted

according to its attributed priority with relative coefficients, wri. More details about the original indicator

and how to define the coefficient’s values can be found in [26]. Table 2.6 summarizes the numerical values

used in this work. Thus defined, the value of the indicator increases as the heterogeneity of the stress states

generated in plastified areas increases.

IT = wr1
Std (TF )

wa1
+ wr2

(TF )R
wa2︸ ︷︷ ︸

1

+wr3
Std (εp)

wa3
+ wr4

εpmax

wa4
+ wr5

Avεp

wa5︸ ︷︷ ︸
2

(5)

(TF )R = (TF )max − (TF )min (6)

Avεp =

∑n
i=1 ε

p
i Vi

V
(7)

εpmax =
εpmax. test + εpmax. tens. + εpmax. bi-tens. + εpmax. shear + εpmax. comp. + εpmax. bi-comp.

6
(8)

Figure 8: Triaxiality factors associated with specific stress states.
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Table 2: Relative and absolute coefficient values of the indicator weighting coefficient.
wr1 wr2 wr3 wr4 wr5

0.3 0.03 0.17 0.4 0.1
wa1 wa2 wa3 wa4 wa5

2/3 4/3 0.25 0.15 0.15

2.7 Second selection criterion : the Virtual Fields Method

The original heterogeneity indicator (used for the first selection criterion) was developed to optimize speci-

mens using unbiased data. Therefore, calculating its value using biased data may not reflect the robustness

of the final identification problem to biases. In this work, we propose using the Virtual Fields Method (VFM)

for biased data to quantify the error introduced in the identification process. The VFM is an inverse identi-

fication procedure based on the Principle of Virtual Works (PVW) [32; 7; 33; 34]. For small perturbations

and under quasi-static loading, the PVW can be expressed as :

−
∫
V

σ̄ (X, ε̄) : ε̄∗ dV︸ ︷︷ ︸
W∗

int

+

∫
Sf

~T .~u∗ dSf︸ ︷︷ ︸
W∗

ext

= 0 (9)

where V denotes the considered volume, σ̄ the Cauchy stress tensor that depends on the constitutive set of

parameters, X, and the strain field ε̄. ~u∗ and ε̄∗ are the virtual displacement field and the associated virtual

strain field, respectively. The external loads applied to surface Sf are denoted ~T . To compute the internal

virtual work, W ∗int, the integral is approximated by a discrete sum of all elementary volumes associated with

data on pixels provided by the full-field measurements over the ROI. The stress tensor is computed with a

Z-mat routine using the same algorithm as the FE simulations with Z-set. The expression of the external

virtual work, W ∗ext, can be simplified by selecting a virtual displacement which is constant over the surface

Sf , and equals u∗Sf
. In this case, W ∗ext is simply u∗Sf

F , where F is the resultant force measured with a load

cell during the test.

The identification procedure with the VFM involves minimizing a cost function expressing the gap from

PVW (simply the gap between W ∗int and W ∗ext in this case) for a given set of material parameters, X. The

definition of the Virtual Fields (VF) therefore has a strong influence on identification results. Indeed, the

choice of VF governs the implication of one or more components of the stress tensor in the PVW and thus

in the identification problem. If several VF are defined, all associated expressions of the PVW are taken

into account in the identification procedure. When identifying anisotropic plasticity, it is essential for all

stress tensor components to be involved in the cost function, thus involving as many parameters as possible.
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However, the definition of the optimal VF is an open problem [35]. In this study, three VF were defined

empirically following the work of Rossi et al [11]. They are given in equation (10-12).

~u∗(1) =


0

y
H

ε̄∗(1) =


0

1
H

0

(10)

~u∗(2) =


x
W

(|y|−H)
H

0

ε̄∗(2) =



(|y|−H)
WH

0

sgn(y) x
WH

(11)

~u∗(3) =


1
π sin

(
π x
W

)
cos
(
π y

2H

)
1
π sin

(
π x
W

)
cos
(
π y

2H

) ε̄∗(3) =



1
W cos

(
π x
W

)
cos
(
π y

2H

)
− 1

2H sin
(
π x
W

)
sin
(
π y

2H

)
1
2

(
1
W cos

(
π x
W

)
cos
(
π y

2H

)
− 1

2H sin
(
π x
W

)
sin
(
π y

2H

)) (12)

where H and W are the half-height and half-width of the ROI considering that the geometry is centered

with respect to the ROI. Only the first VF includes the external forces in the PVW and the others cancel it

because ~u∗(2) and ~u∗(3) are equal to zero over the force application edges.

As stated before, a cost function deviation from the equilibrium for the PVW for each VF, NV F , is

expressed. In this study, the cost function, Φ(X), is written as the sum over the time steps, Nt, of the

squared difference between the internal and the external virtual works (Eq. 13). The internal virtual work is

approximated by a discrete sum of the data associated with the DIC measurement, Npt. In order to compare

the PVW between specimens, the cost function is normalized by the maximum value of the external virtual

work over time obtained for the first VF.

Due to the large number of material parameters involved, the exploration of the cost function in the

parameter ranges is complex. Moreover, as the reference material parameters are used in the FE simulations,
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the PVW should be respected and the value of the cost function for reference parameters should be zero.

So, the magnitude of the cost function stands for the error introduced in the identification procedure by the

DIC and data processing. The quantification of this error is used as a second indicator in the present work

to rank geometries for the identification of anisotropic material behaviour.

Φ(X) =

NV F∑
i

Nt∑
t

u∗(i)Sf
(t)F (t)−

Npt∑
j

σ̄j (X, t) : ε̄
∗(i)
j (t)

2

maxNt

[
u
∗(1)
Sf

(t)F (t)
]2 (13)

3 Specimen geometry ranking

In this second part of the paper, the tools and methods presented in the first part will now be implemented

and the results discussed.

3.1 FE results

Non-biased reference data were obtained with FE simulations for the four geometries described previously.

The equivalent plastic strain field and associated stress states projected onto the yield surface are shown in

Figure 9 for the final step of the simulations as this is when most of the elements have reached plasticity.

With the NOTCHED specimen (Figure 9-(a)), plasticity covers a large part of the ROI but the stress states

remain close to uniaxial tension. On the contrary, the OPTIMIZED specimen exhibits localized plastic strain

in small areas that cover only a few parts of the ROI (Figure 9-(d)). However, the stress states generated

cover almost the entire yield surface, indicating high heterogeneity of stress fields and triaxiality ratio. The

Σ and the D specimens were able to generate compression, uniaxial tension and shear stress states over a

wide area of the ROI, but to a lesser extent than the OPTIMIZED specimen (Figures 9-(b) and (c)). In

summary, these results confirm that the OPTIMIZED specimen generates a more heterogeneous stress field

than the Σ and the D specimens. Moreover, the NOTCHED specimen generates the least heterogeneous

stress field of the four specimens studied.

13



(a) - NOTCHED

(b) - Σ

(c) - D

(d) - OPTIMIZED

Figure 9: Equivalent plastic strain field (light grey : εp = 0) and generated stress states projected onto the
yield surface (unbiased data from FE)
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3.2 Ranking by stress field heterogeneity using reference FE data

The heterogeneity indicator (Eq. 5) is used to quantify the level of heterogeneity and rank the specimens.

Figure 10 shows each term used to compute the final value of the indicator. Their values agree with the

previous analyses obtained with FE results. Indeed, the NOTCHED specimen (i.e., the specimen with

the lowest stress heterogeneity) has the lowest values of Std (TF ) and (TF )R; thus, leading to the lowest

indicator value. However, the NOTCHED specimen has a high Std (εp) and Avεp because the equivalent

plastic strain is more widely spread over the ROI. The OPTIMIZED specimen has the highest ranking, the

Σ and the D specimens (empirically designed) have equivalent rankings (about 0.25) and the NOTCHED

specimen has the lowest ranking. As expected, based only on IT , the OPTIMIZED specimen appears to be

the most suitable for this identification problem, even if the Std (εp) was lowest for this specimen based on

unbiased data from FE simulations.
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Figure 10: Values of the heterogeneity indicator and the constitutive terms

3.3 Effects of measuring and processing biases

This section studies the influence of experimental biases. The approach is based on synthetic test images

processed using the DIC method to analyse the kinematic fields over the ROI. In this section, only speckle

pattern N◦1 is used (speckle pattern N◦2 is used in section 3.5). Five configurations are compared in order

to analyse the influence of each step of the process. For the following comparisons, the FE results are the

reference data, i.e., non-biased. The FE results were interpolated to the pixels and the data close to the
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edges was reconstructed to analyse the influence of the reconstruction process. This configuration is named:

“FE interpolated + edge reconstruction”. For the following configurations, the data close to the edges were

systematically reconstructed. The configuration named “DIC noise free images”, refer to raw DIC results

where every synthetic image was constructed using the same texture image. On the other hand, the “DIC

noisy images” referred to raw DIC results where the sensor noise was taken into account by generating each

synthetic image from a different texture image. The results from this last configuration were then smoothed

to obtain the final configuration named “DIC noisy images smoothed”. As an example, Figure 11 shows

the strain in the loading direction (εyy) plotted along the minimum section of the NOTCHED specimen.

As expected, reconstructing data at the edges by extending the last accurate value was the major source of

errors (Figure 12). On the other hand, smoothing was able to limit the noise introduced by the DIC process

or by the sensor. With this last approach, the result tends reasonably towards the FE reference.
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Figure 11: Variation in strain in the loading direction (εyy) in relation to the measurement process steps
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Figure 12: Difference between FE and smoothed DIC strain fields in the loading direction (εyy). The
locations of the plotted areas are shown in Figure 3.

Figure 13 shows the influence of the measurement process on the equivalent plastic strain fields and the

stress state range in comparison with the FE data in Figure 9. The surface of the specimen subjected to

elastic strain is almost the same as FE results. However, plastic strain also appears in other locations due

to noise and in particular close to the edges as expected by the observed difference between the reference

strain and the computed strain (Figure 12). It is worth noting that the maximum value of plastic strain is

reduced in all cases. On the other hand, the biases result in an artificial increase in the coverage of the yield

surface for every specimen.
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(a) - NOTCHED

(b) - Σ

(c) - D
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Figure 13: Equivalent plastic strain field (light grey : εp = 0) and associated generated stress states projected
onto the yield surface for DIC results obtained with smoothed strain fields.

These observations can be quantified by analysing the heterogeneity indicator obtained by taking into
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account the measurement process (Fig. 14 ). First, the reconstruction of the edges decreased the value of the

indicator because the maximum value of εp also decreased. The influence of this step was more significant

for the OPTIMIZED specimen than for the NOTCHED one due to the high strain localisation. Secondly,

the noise introduced by DIC and the sensor rises the value of IT for every specimen because incorrect stress

states appear. This overestimation is balanced by the smoothing of the fields. Finally, using biased data

completely changes the heterogeneity indicator. The NOTCHED and the OPTIMIZED specimens converged

to almost the same value while the influence of the measuring process has similarly lowered the value of IT

for the Σ and the D specimens.

From these results, one could consider the relative difference between the final (DIC noisy images

smoothed) and reference (FE) IT value as an indicator of the noise sensitivity. The values are ∆IT /I
FE
T =

0.333, -0.174, -0.201 and -0.240 for the NOTCHED, the Σ, the D and the OPTIMIZED specimens respec-

tively. This classification must be taken with caution. With this noisy data, it is not obvious that the

specimen with the lowest ∆IT /I
FE
T value is the one that allows a robust identification of the targeted pa-

rameters. This is why it is necessary to analyse the impact of measurement biases in the identification process.
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Figure 14: Values of IT with bias data generated with the same set of images for every specimen

3.4 Ranking by error in the identification process

This section is about quantifying the error introduced in the identification process when running an alter-

native classification. With this aim, the cost functions obtained using the PVW (Eq. 13) with the VF

(Eq. 10-12) were computed for the four specimens and for the five configurations presented previously. The

magnitude of the error in the final cost function value that can be attributed to each of these virtual fields

was computed and it was verified that their relative contribution was balanced. With unbiased data (FE),

the cost functions are always very close to zero. Any deviation from PVW equilibrium can only be caused

by the different steps in the measurement process, which can jeopardize the identification procedure.

Figure 15 gives the numerical value of the second indicator (VFM cost function) for each configurations

related to the measurement process steps:

• reconstructing data close to the edge does not add a significant error while strong strain localization

can be seen on the OPTIMIZED specimen, for example,
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• using synthetic images to take the DIC biases into account increased the value of the indicator for all

the specimens. The OPTIMIZED and the Σ specimens seems to be more sensitive to DIC biases,

• it could also be noted that the noise introduced by the sensor increases the value of the indicator

regardless of the specimen. OPTIMIZED and Σ specimens are the most sensitive to camera sensor

noise (DIC noisy images),

• smoothing the strain fields limits the effect of DIC biases on the identification procedure, for Σ and

OPTIMIZED specimens in particular.

Using the final configuration data, another classification can be applied using the value of the second

indicator. The simplest geometry (NOTCHED) is found to be the best in this case. The Σ and the D

specimens have the highest indicator values, which reflect the high sensitivity of the identification procedure

to measurement biases. It is worth noting that both specimens that were empirically designed have almost

the same indicator value. However, their sensitivity to the different steps of the measurement process is

different. Finally, the most complex specimen (OPTIMIZED) is ranked second. Finally, it can be concluded

that the two selection criteria give different rankings for the specimens.
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Figure 15: Second selection criterion (VFM cost function) value with biased data generated with the same
set of images for every specimen

3.5 Robustness for the speckle pattern

To evaluate the dependency of the ranking based on the second criterion for the speckle pattern, a second

set of synthetic images was generated using the images for speckle pattern N◦2 as described in section 2.4.

This speckle pattern results in a higher level of measurement noise (Figure 7).

Figure 16 compares the value of the second selection criterion for the two speckle patterns for each con-

figuration. It can be seen that the rankings obtained for both speckle patterns are different. However, the

NOTCHED specimen is still the most robust in terms of measurement biases for both speckle patterns. The

D specimen exhibits a very similar trend for both speckle patterns, a lower indicator value is even obtained

for the second speckle pattern. On the contrary, the Σ and OPTIMIZED specimens are more sensitive to

noise when looking at the “DIC noisy images” in Figure 16. Again this dependency is reduced when smooth-

ing the strain fields. However, this time the OPTIMIZED specimen has the highest value of the second
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selection criterion.

Overall, ranking the specimens under the second selection criterion for the last configuration (“DIC noisy

images smoothed”) may not be sufficient when designing an optimized specimen. It would be worth ensuring

that no large values are reached in previous configuration (“DIC noise free images” or “DIC noisy images”)

since it may highlight a strong sensitivity to measurement biases.
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Figure 16: Second selection criterion (VFM cost function) values with biased data for the two speckles

4 Discussions

In this work two criteria were assessed. The first one was based on the stress states heterogeneity and the

second one was based on errors introduced in the VFM identification. Both criteria lead to different ranking

of specimens. Therefore, it would be challenging to define an enriched criterion based on a compromise

between stress field heterogeneity and robustness. From this work results, and considering a specific setup

(camera resolution, correlation software, ...), the D specimen seems to be the most promising.

The study demonstrated the dependence of the ranking on the speckle pattern used for DIC. Here, only

two speckles patterns were considered. So, to be confident about the robustness of a specimen, a significant

number of speckle patterns should be tested. An alternative could be to use an optimized speckle pattern

[36] or measurement methods based on regular patterns [37; 38] that would ensure that the second selection

criterion is not dependent on the speckle pattern.

23



Also, as it was defined in this study, the cost function value used to compute the second criterion quan-

tifies the gap to mechanical equilibrium. Assuming that the global minimum of the cost function is reached,

the identification of a suitable set of material parameters is guaranteed. However, it does not ensure the

identifiability of each parameter independently. To analyse that point, the cost function sensitivity to each

parameter could be computed with reference and biased data. Knowing that an unbalanced involvement of

material parameters in mechanical response can jeopardize the identification of low-weight parameters, the

criterion could be enriched by taking into account that possible unbalanced contribution to the cost-function,

always with more or less biased data. Note that, together with the optimisation of the ranking criterion,

further improvements could consist in the use of sensitivity virtual fields [39] to reach a more balanced in-

volvement of all parameters.

5 Conclusions and future works

The paper deals with the robustness, in terms of measurement biases, of specimen design criteria used to

identify anisotropic mechanical behaviour. Indeed, to the authors’ knowledge, the specimen design is only

assessed based on numerical simulations and does not take the effect of the biases from the full-field mea-

surement method for mechanical fields into account. This work considers four specimens with increasing

geometry complexity. Numerical simulations were run using the Finite Element method to generate a refer-

ence data set. Synthetic test images have been generated to study the influence of the measurement biases.

These images were then processed using the Digital Image Correlation method to compute the kinematic

fields for the specimens.

First, since various stress states are involved in the identification of an anisotropic yield criterion, a

heterogeneity criterion based on unbiased reference data was computed to rank the four specimens. Then, a

second criterion based on the Virtual Field Method has been computed to quantify the error introduced in

the identification procedure by measurement biases. The current study led to the following conclusions:

• the first criterion was able to deliver the expected ranking of specimens regarding geometry complexity

and design methods (from adding singularities to standard specimens for topological optimization),

• the second criterion can be used to identify the steps in the measurement process that imply greater

error in the identification procedure. In the present work, the sensor noise or the DIC noise lead to
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significant error,

• the simplest geometry (NOTCHED) is found to be the most robust in terms of measurement and

process biases,

• the most complex geometry (OPTIMIZED) is found to be the most sensitive to DIC and sensor noise

which could make it challenging in experimental conditions.

The perspective of this work is to perform experiments with each specimen. It will be very interesting

to verify the consistency of the strain fields obtained by the DIC using synthetic images and those from

experiments. Then, the ranking could be confirmed and the material parameters could be identified and

compared to reference value obtained with uniaxial tensile tests.
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Appendix

DIC Hardware Parameters NOTCHED Σ D OPTIMIZED
Camera Nikon D300 12M (4288x2848 px)

Lens Micro Nikkor 105mm
FOV 48.5×47.9mm 87.5×40.0mm 106.9×82.5mm 102.0×68.3mm

Image Scale
0.0167 mm/pix 0.022 mm/pix 0.0309 mm/pix 0.0258 mm/pix

59.88 pix/mm 45.45 pix/mm 32.36 pix/mm 38.75 pix/mm

Image Acquisition Rate 1Hz
Patterning Technique Spray paint

Table A1: DIC configuration
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DIC analysis parameters NOTCHED Σ D OPTIMIZED
DIC software FOLKI-D developed by ONERA

Matching criterion ZNCC
Subset size radius 15pix 15pix 40pix 15pix

Step size 1 px
Subset shape function First order polynomial

Strain formulation Subset shape function
Strain window radius 15pix 15pix 40pix 15pix
Spatial strain filtering Gaussian window

Standard deviation 15 pix 15pix 15pix 15pix
Temporal strain filtering Gaussian window

Standard deviation 5 time steps 5 time steps 5 time steps 5 time steps
Edge reconstruction 40 pix 20 pix 40 pix 30 pix

Table A2: DIC configuration with speckle pattern N◦1

DIC Analysis Parameters NOTCHED Σ D OPTIMIZED
DIC software FOLKI-D developed by ONERA

Matching criterion ZNCC
Subset size radius 20pix 10pix 40pix 10pix

Step size 1 px
Subset shape function First order polynomial

Strain formulation Subset shape function
Strain window radius 40pix 15pix 20pix 10pix
Spatial strain filtering Gaussian window

Standard deviation 15 pix 15pix 20pix 15pix
Temporal strain filtering Gaussian window

Standard deviation 3 time steps 5 time steps 7 time steps 7 time steps
Edge reconstruction 40 pix 40 pix 40 pix 30 pix

Table A3: DIC configuration with speckle pattern N◦2
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