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Abstract—To push the boundaries of self-sufficiency, local
energy communities may rely on load demand forecasts to
schedule energy usage ahead of time. In the perspective of
selecting a forecasting method, this work explores goodness of a
forecast from two sides: its quality, and its value. Traditionally,
forecasting methods are ranked based on quality metrics such as
the Mean Absolute Percentage Error (MAPE). This work addi-
tionally considers the value of a forecast, quantifying practical
outcomes for local energy communities such as self-sufficiency,
cost of electricity, and fairness. Our contribution is two-fold:
first in creating a broader framework to evaluate forecasting
performance with regards to energy communities, and second,
in highlighting the relationship between quality and value metrics
for energy communities ranging from 2 to 95 participants. When
selecting a forecasting method, our results show that simply
relying on quality metrics is misleading. This paper illustrates
with a study case, the clear difference in considering value metrics
rather than quality metrics, and the potential impact on the
design of a coordination platform for local energy communities.

I. INTRODUCTION

By 2021, member states of the European Union are required
to have a framework for renewable energy communities [1]. At
the core, renewable energy communities (or ”energy commu-
nities” in this paper) aim at consuming electricity when it is lo-
cally generated. From the grid’s perspective, matching produc-
tion and consumption of electricity is a positive improvement,
which previous tariffs such as net-metering or feed-in-tariff
could not achieve. However, from the community’s perspective
matching production and consumption is challenging [2]. One
of the option to increase local energy consumption is to equip
communities with controllable loads and batteries. To control
such devices, numerous strategies rely on demand forecasts.
This is the case for decentralized scheduling algorithms [3], as
for dedicated market designs [4]. To this end, the literature and
various libraries offer a wide variety of forecasting methods to
predict short term electricity demand [5]. Naturally, if we are
to rely on a specific forecasting method to schedule energy
usage, the clarification of performance (or goodness) of a
forecast appears to be a worth while objective.

To evaluate or rank load forecasting methods, performances
are often determined using accuracy metrics such as Mean
Absolute Percentage Error (MAPE), and Root Mean Square
Error (RMSE) [6]. Those metrics are intrinsic to each forecast,

with no consideration for the context in which forecasts are
used. In [7], the author defines goodness of a forecast from
two aspects: quality and value. Where quality relates to the
correspondence between forecasts and matching observations
(e.g., accuracy), and value corresponds to the operational gain
from considering forecasts inside a process of functional blocs,
at the decision-making stage. In the context of local energy
communities, value metrics may take multiple forms, if the
community prioritizes financial aspects [8], self-sufficiency
[9], fairness among members [10], or sustainability [11].
Importantly, the relation between measurements of quality and
value of a forecast is far from being trivial. In particular this
relation may exhibit thresholds, from which value is more or
less influenced by a variation in quality. In most cases, this
relation has no guarantees of being linear or monotonic [7],
but could lead to the choice of a different algorithm than just
relying on a quality-metric.

We propose to study both quality and value of demand
forecasts in the context of energy communities. We jointly
assess forecasts quality from aspects such as accuracy, bias, or
reliability, and forecast value in term of self-sufficiency, cost of
energy, and fairness among community members. Ultimately,
looking at the incremental value of a forecast alongside with
its intrinsic quality is key to evaluate the benefit and risks
of relying on demand forecast to schedule energy usage.
This approach provides tools to answer questions such as:
Does improving load forecast accuracy improves community
outcomes in a significant manner? — How much forecasting
errors penalize some community members more than other?
— Can larger storage or solar panels mitigate the impact of
inaccurate load forecast? — What is the importance of real-
time controls to limit the dependence on forecasts?

We illustrate the proposed frameworks of metrics with a list
of common forecasting methods from moving averages to K-
Nearest Neighbors applied to a simulated energy community.
This work advances prior literature in the following important
ways:

• Creating a broader framework to evaluate load forecasting
performance with regards to energy communities;

• Highlighting the relationship between quality and value
metrics for energy communities ranging from 2 to 95
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participants.

We structure the remainder of the paper as follows: the next
section is a literature review on performance metrics to assess
forecasting quality, and value. In Section III, we describe
a ’sandbox’ energy community to illustrate value metrics.
Section IV presents the results of performance metrics for
common forecasting methods, then discusses the relationship
between quality and value metrics. We conclude by highlight-
ing additional research opportunities.

II. EVALUATING LOAD FORECASTS

A. Quantifying the quality of a load forecast

Once a sufficiently large sample of forecasts and observa-
tions has been collected, the relationship between the forecast-
observation pairs can be used to describe different aspects of
the quality of a forecast [12]. In [7], author described nine
aspects (called ”attributes”) that contribute to the quality of
a forecast. From those attributes accuracy, skill, association,
bias, and reliability are commonly emphasized, or found in
demand forecast literature.

• Accuracy describes the average difference between the
individual forecasts and observations;

• Skill refers to the accuracy of a forecast relative to a
benchmark;

• Association describes the strength of the linear relation-
ship between the forecasts and observations;

• Bias describes the difference between the average forecast
and the average observation;

• Reliability refers to a stratified bias or accuracy into
different ranges or categories (e.g., bias during daytime
or nighttime).

To practically measure the various attributes of forecast quality
a panel of metrics are available. According to [6], of 50
papers, the most common error (i.e., accuracy) metrics for
building energy forecast are MAPE (53 %), RMSE (47 %),
the coefficient of variation of RMSE (38 %), mean absolute
error (36 %), and the mean square error (16 %). This is inline
with [13], and [14] which report study outcomes in terms of
MAPE, and RMSE. Although those error metrics are often
used, they have been subject to criticisms [15]. Commonly
referred attributes for good metrics are scale-independence —
interpretability — sensitivity to small changes — protection
against outliers — and defined in most numerical cases.

To cover accuracy aspects, we select two scale-independent
metrics. First, to provide a familiar and interpretable reference
for readers, we report MAPE in (1).

MAPE =
1

T

T∑
t=1

(
|et|
|yt|

× 100

)
(1)

Where et = (yt−ft) represents the error between the observed
value yt and the forecasted value ft at the timestep t. We
further add the Mean Absolute Scaled Error (MASE), in (2),
to increase confidence in the conclusions derived from the

MAPE. MASE is reliable, robust, and scale-independent, also
used in the M4 forecasting competition [16].

MASE =
1

T

T∑
t=1

(
|et|

1
N−1

∑N
n=2 |yn − yn−1|

)
(2)

Where N represents the number of in-sample values. Typical
values for one-step MASE are less than one, as it is usually
possible to obtain forecasts more accurate than a random walk.
However, multi-step MASE values are often larger than one,
as it becomes more difficult to forecast greater horizons [15].
For a further panorama of available accuracy metrics, we refer
the readers to [17].

To evaluate the bias of forecasting methods towards under-
prediction or over-prediction, we choose to use the Mean Error
(ME), expressed in (3).

ME =
1

T

T∑
t=1

et (3)

We note that [18] proposes the Mean Root Error (MRE) to
measure relative bias and error magnitude at the same time.
MRE is defined in a complex plane using the real axis for
positive errors, and the imaginary axis for negative errors.
However, given that we already assess the magnitude of the
error, we preferably select ME, the simpler metric.

To assess reliability or obtain quality metrics at a granular
scale, we calculate bias and accuracy for different time-ranges.
For instance, calculating metrics separately for each hour of
the day might reveal that some algorithms have more bias
during on-peak hours and less during off-peak hours. This
granular look is a useful insight to understand the complex
relationship between quality and value of a forecast, as the
value of a forecasting method might depend more on being
accurate during a few hours rather than being accurate overall.
Reliability is also interestingly considered for weekdays and
weekends, and across seasons.

Finally, although in this work we have implemented single-
valued forecasts, load demand forecasts may also express
degrees of certainty that an outcome occurs. In the latter case,
comprehensive metrics to evaluate probabilistic forecasts are
proposed in [19]. For instance, the Winkler score gives a
penalty when true values lie outside of the constructed inter-
vals, and rewards forecasters for narrow prediction intervals.

B. Quantifying the value of a load forecast

A forecast have no intrinsic value in itself. The value is
rather in the forecast’s ability to influence the decision made
by its users. This notion of value is relevant if we include
the finality of forecasts in their assessment. In [7], the author
presents four elements impacting the value of a forecast: (a)
the courses of action available to the decision maker (i.e.,
the decision space) — (b) the payoff structure (e.g., benefit
associated with the decision making) — (c) the quality of the
information used as a basis in the absence of a forecast — and
(d) the quality of the forecast. Although the notion of value is
influenced by the forecast’s quality, it mostly depends on the



systems deployed by the energy community in our case (i.e.,
solar panels, storage capacity, ...).

1) The existence of a decision space: Before measuring
the value of a forecast in terms of financial gain or self-
sufficiency, we need to establish the existence of different
courses of actions (or decisions) that rely on the forecast.
For instance, a community with a small battery, or a large
battery but no reason to use it, does not create the decision
space for a forecast to potentially create value. To create
a decision space, we highlight two necessary conditions for
energy communities: (a) to have some production surplus (e.g.,
at noon with solar panels), — and (b) to have controllable
devices to absorb a surplus of energy. This decision space can
be characterized using measures of self-consumption before
flexible loads and batteries, as expressed in (5), in parallel
with the available battery or defferable load power and energy
characteristics (e.g., in kW and kWh).

2) The definition of value metrics: Usually, when demand
forecasts are used to schedule controllable devices (or energy
usage), it is to minimize operational costs. However, energy
community may also prioritize other aspects at different levels:
increasing self-sufficiency [9] — maintaining fairness among
members [10] — maximizing system lifetime (e.g., reducing
battery degradation) [11] — maximizing grid services (e.g.,
providing flexibility to the distribution grid) [20] — and ensur-
ing that no-one is better off by himself [8]. Each objective calls
for a specific metric to measure what is considered valuable
by the energy community. In this section, we highlight the
value of forecasting in terms of self-sufficiency and self-
consumption, as this paper targets local energy communities.
We also discuss metrics of fairness among community mem-
bers, and operational cost. Those aspects are viewed from
the perspective of the community, and quantified with metrics
from the literature.

We use self-sufficiency, and self-consumption as defined
in [2] to convey information on energy import and export.
Intuitively, self-sufficiency is a metric to evaluate the ability
of a community to provide to its own energy needs (i.e.,
less imports). Whereas, self-consumption assesses the amount
of generation that remains within the community (i.e., less
exports). Those two metrics are scale-independent, bounded,
and easily interpretable especially when calculated over a year
to account for seasonal effects. Fig. 1 illustrates a typical
day where a community import energy (zone A), export
energy (zone B), and consume local generation (zone C).
Self-sufficiency (SSuff), and self-consumption (SCons) are
formalized as follows:

SSuff =
∑T

t=1 min(dt, gt)∑T
t=1 dt

=
C

A+ C
(4)

SCons =
∑T

t=1 min(dt, gt)∑T
t=1 gt

=
C

B + C
(5)

Where gt > 0 is the local energy generation, and dt is the local
energy demand from the entire community. We note that power
profiles from storage systems (i.e., charging and discharging)

are merged with demand and generation profiles, such that
charging is included in dt and discharging in gt. Achieving
both 100 % self-sufficiency and 100 % self-consumption would
indicate that the community does not import energy, and fully
use local generation.

8 am 12 pm 8 pm

kW

Local consumption (C)

Energy export (B)

Energy 
import (A)

Fig. 1. Profile illustrating energy imported from the main grid (A), energy
exported to the main grid (B), and local generation consumed by the
community (C).

From a financial point of view, metrics are usually tailored
to the specifics of a project. In [8], authors propose a cost
equation for a coalition of households inspired by the “German
Mieterstromgesetz” law. This equation includes fixed and
variable costs to connect to the distribution grid (in e and
e/kW), costs of buying electricity (in e/kWh), value from
selling electricity surplus (in e/kWh), investment costs (in e),
and coordination costs as a function of the coalition’s size (in
e/member). In addition, this equation can be extended for
communities sharing electricity on a public network (e.g., like
in the French “collective self-consumption” law) by including
a fee for using the public network (e/kWh).

When the objective of scheduling controllable devices is to
maximize affordability, or access to energy for all members,
the notion of fairness becomes a proxy for the value of the
forecast. The definition of fairness is often specific to a project.
For the purpose of this paper we refer to fairness as access
to the locally produced energy allocated by the community.
To measure fairness of access, [21] proposed a metric also
used in [10], which requires a bounded range, as expressed in
(6). This definition ensure an intuitive, scale-independent, and
bounded metric.

Fairness = 1− σ

σmax
(6)

For energy community, we can define σ as the standard devia-
tion of the percentage of local energy used by each household.
The maximal standard deviation is σmax = 1

2 (H −L), where
H = 100% is the upper bound when one household consume
all locally sourced energy, and L = 0% the lower bound for
an household which does not consume any local energy. We



obtain a relation where fairness is higher when local energy
is equally shared across the community, with a maximum
fairness equal to 1 whenever all members consume exactly
the same amount of locally generated energy.

We should note that to measure the value of a forecast, the
metrics discussed above (self-sufficiency, self-consumption,
cost, and fairness) are only relevant if they are considered
in the decision process (i.e., by the scheduling mechanism).

3) The incremental payoffs: For a forecast to acquire value
(as measured by the previous metrics), it should influence
users to take better decisions than the ones they would
have taken without a forecast. As a result, to characterize
incremental value, we consider value metrics relatively to
a reference situation without forecasts. Characterizing value
metrics without forecasts might be challenging. One option is
to exclusively rely on a real-time controller as demonstrated
in [22]. Alternatively, common naive forecasts can be used as
a reference, such as moving average methods or simply using
historical data from the previous day or week.

III. MODELING ENERGY COMMUNITIES

To assess the value of forecasting methods, we model an
energy community. This approach goes beyond simply looking
at quality metrics (e.g., accuracy). Since we have no guarantees
that a forecast with a lower MAPE necessarily leads to higher
self-sufficiency, we thus developed a needed representative
community model to calculate self-sufficiency.

We model the energy community as an optimization prob-
lem (described in III-B). We assume that demand forecasts are
used to coordinate individual batteries in order to maximize
self-sufficiency at the community level. In other words, indi-
vidual homeowner batteries are charging when solar panels
are generating too much power, and discharging when the
community relies on the grid. This approach presumes that:
(a) there is a central entity managing the resources of the
community (in line with European guidelines [1]) — (b)
controllable resources are scheduled for the benefit of the
community as a whole - (c) the community is connected on the
national grid and thus do not manage local grid constraints.

The proposed framework to model the operation of an
energy community includes both a forecasting layer and an op-
timization layer. The overall simulation flow is sequential and
repeated each day for a year. First, we ran a forecasting method
using load data from the previous two weeks to predict load
consumption for the upcoming two days (described in section
III-A). Then, the predictions are fed to the optimization, which
schedules batteries to maximize self-sufficiency over the next
two days (described in section III-B). The complete Python
implementation is available, as supplementary material, on
GitHub1.

This model does not attempt to be generic, but rather to
represent a potential energy community. We provide a simple,
yet realistic modeling approach to illustrate the importance of
considering value metrics when choosing a forecasting method

1https://github.com/Jonathan56/pylec forecastpaper
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Battery control

Fig. 2. Concept of quality and value of a forecast applied to an energy
community.

(Fig. 2). We note that state-of-the-art energy community mod-
eling, and control also involves numerous other concerns: grid
constraints [3], consumer behavior [23], cooperative game the-
ory [24], uncertainties and risks based approaches [25], [26].
Since our objective is to illustrate the relationship between
the quality and value of a forecast, we voluntarily keep our
modeling simple while being realistic (as shown in the result
section).

A. The forecasting layer

We choose to implement common forecasting methods from
the literature on load forecasts, as well as exploring various
categories of techniques: traditional statistics, and classifica-
tion based methods [6]. For the purpose of clarity, we cap
the number of forecasting methods to six, furthermore, we do
not include exogenous variables, and solely rely on historical
values of the variable to predict. We note that forecasting
PV production is out of our scope, and we assume that PV
forecasts are available from third parties. The next paragraphs
provide a rapid view into the tuning strategy for each of the
forecasting methods.

1) Moving-average: We implement a rolling average with
the prior seven days of data to account for weekly cycles. The
resulting forecast is a smooth line.

2) Seasonal naive: The seasonal naive forecast simply re-
use the prior week of data. In other words, the forecast for the
upcoming Monday is the measured demand profile from the
previous Monday.

https://github.com/Jonathan56/pylec_forecastpaper


3) Holt-Winters: The Holt-Winters method is based on
exponential smoothing [27]. For the implementation we used
the statsmodels library, parametrized with the additive seasonal
component.

4) Prophet: The Prophet method use a decomposable
time series model with three main model components: trend,
seasonality, and holidays [28]. For the implementation we
used the facebook library, parametrized with a weekly and
multiplicative seasonality.

5) Lasso: Least Absolute Shrinkage and Selection Operator
(Lasso) is a linear model, with an added regularisation term
[29]. For the implementation we used the scikit-learn library,
parametrized with the constant that multiplies the L1 norm
α = 0.01.

6) K-Nearest neighbors: The K-Nearest neighbors method
is based on feature similarity to predict the values of any new
data points [30]. For the implementation we used the scikit-
learn library, parametrized with 3 neighbors.

B. The scheduling layer

The energy community is modeled through an optimization
problem which aims at maximizing the community’s self-
sufficiency. Practically, this amounts for each household to
charging their batteries when solar panels are generating
power, and discharging their batteries in the evening. Since
the optimization layer is not the focus of this publication, we
keep the formulation simple. For a distributed optimization
including a larger panel of controlling devices we refer the
reader to [3].

The objective function minimize power consumption im-
ported from the larger grid by the community of households
pimport(t). This import is the positive part of the sum over
all households of uncontrolled demand (unctr(t)) and the con-
trolled demand (ctr(t), i.e., batteries) as defined in (7c). The
set of stationary batteries B are controlled during an horizon T
to withdraw power pb(t) > 0 or inject power pb(t) < 0 within
power and energy constraints (P b

min, P
b
max, E

b
min, E

b
max). We

assume charging and discharging efficiency (ηin, ηout), and
a final state of charge defined by Eb

end. The optimization
problem is formulated as follows:

Minimize
T∑

t=1

pimport(t) (7a)

Subject to: (7b)
∀t = 1...T

pimport(t) = max(0, ctr(t) + unctr(t)) (7c)

ctr(t) =
B∑

b=1

(pbin(t)− pbout(t)) (7d)

0 ≤ pbin(t) ≤ P b
max (7e)

0 ≤ pbout(t) ≤ P b
min (7f)

Eb
min ≤ Eb(t) ≤ Eb

max (7g)

Eb(t) = Eb(t− 1) + pbin(t)∆t.ηin − pbout(t)∆t/ηout (7h)

Eb
end ≤ Eb(T ) (7i)

IV. COMPARING FORECASTS QUALITY AND VALUE

This section provide the reader with an illustrative example
on the relation between quality and value of a forecast. To do
so, we base our analysis on a collection of 100 real-world res-
idential load profiles, for a year with a 15-min resolution, and
solar production data from the PVGIS platform. The average
yearly household consumption is 4 MWh which corresponds to
residential buildings without electric heating. The PV location
is set to Grenoble, France, with 1.25 kWp per household
which enables between 98 % and 68 % of self-consumption
for a coalition of 22 households depending if the batteries are
optimized from a perfect forecast or left unused. This solar
capacity installed per household ensures a sufficiently large
production to justify batteries (therefore creating a decisions
space for the forecast’s user), while not over-sizing the solar
installation. The battery capacity per household is set to 3 kWh
and 2 kW output to potentially reach 98 % of self-consumption.

We illustrate our results on the concepts of quality and
value for a variety of community sizes (i.e., the number of
households forming the community). We create communities
with 2 to 95 participants where households are randomly
sampled while preserving the average yearly consumption
of 4 MWh. We evaluate quality and value metrics across
community sizes for several reasons:

• To increase confidence in our results for a variety of
households and communities;

• To study the impact of growing communities on the
quality and value of forecasting methods;

• To highlight the interest of selecting scale-independent
metrics.

Each community is simulated for an entire year at a 15-min
timestep based on the ’sandbox’ described in the previous
section. The metrics discussed in Section II are calculated at
the end of the simulation. We present the results with regards
to the forecast quality, value, and their interdependence.

A. Quality of forecasts as a function of community size
We look at demand forecast quality via accuracy using

scale independent metrics (i.e., MAPE, MASE) as we increase
community sizes. Fig. 3 shows the evolution of MAPE,
indicating as expected in [31], a better accuracy for larger
community. When communities reach 95 households most
forecasting methods achieve a 10 % MAPE, except the moving
average forecast which only achieves 20 % MAPE. We note
that for this dataset, the seasonal naive method has a similar
quality as more elaborated forecasting methods such as Holt-
Winters or K-Nearest Neighbors.

When we look at accuracy using MASE, Fig. 4 shows a
constant accuracy for most forecasting methods except for
the moving average where MASE increases linearly. The
difference in trends expressed through the lens of MAPE, and
MASE is interesting as it leads to different interpretations
of quality: an increasing accuracy, or an accuracy rather
independent on the community size.

In the light of quality metrics, It seems pretty clear that the
moving average method has the worse quality both in terms
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of MAPE and MASE. However, stratified quality provides a
granular look into the results. Fig. 5 shows the average bias
from the moving average forecast (to under or over estimate
demand) every 15-min of the day (in green), along with when
batteries deviate from the optimal schedule (in orange and
blue). In this case, deviating means that batteries discharge
or charge to/from energy resources outside of the community.
This clearly shows that hours with the largest bias (around
4 AM and 10 PM) do not necessary lead to the largest deviation
from the optimal schedule (around 11 PM, and 4 PM). In other
words, a poor accuracy at night time might have a limited
impact on value which is principally defined during daylight
hours. This partially explains why the moving average method
could lead to a value larger than expected in the light of its
overall accuracy.
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Fig. 5. Mean error from the moving average forecast (green), battery deviation
from an optimal schedule leading to charging or discharging outside of the
community (in orange and blue).

B. Value of forecasts as a function of community size

To look at the value brought by forecasting methods, we cal-
culate self-sufficiency for the community Fig. 6. It is striking
to see no significant differences between forecasting methods
in terms of self-sufficiency. This suggests that better quality is
not synonymous with better value. We note that for community
sizes above 40 households, the value gap between the perfect
forecast and our proposed methods is approximately constant,
around 2 %. This is reasonable because self-sufficiency is
already increased by 20 % from a scenario without batteries.

C. Discussion on the interest of value metrics

To select a forecasting method (our initial topic of interest),
both quality metrics and value metrics agree to rank Prophet
as the overall best method. In this sense, value metrics are
simply confirming the perspective of quality metrics. However,
we should note that quality and value metrics do not agree on
the ranking of all forecasting methods. In particular, although
the moving average method shows a lesser quality (both
for MAPE and MASE), it performs well in terms of self-
sufficiency. This behavior was illustrated in Fig. 5.

Although the forecasting value seems washed up after the
optimization, it remains that MAPE is highly correlated with
self-sufficiency when taking individual forecasting methods
(Fig. 7). Furthermore, even though the relation between quality
and value has no reasons to be linear or monotonic, it appears
to be the case here. In other words, self-sufficiency increases
proportionally to MAPE in the domain explored when consid-
ering a forecasting method. Interestingly, this linear relation
may differ depending on the forecasting method (as illustrated
by the moving average method). Thus resulting in forecasts
achieving the same value for different MAPE (e.g., 50 % self-
sufficiency for 10 % or 20 % MAPE).
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Fig. 6. Self-sufficiency as a function of community size for different
forecasting methods.
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Fig. 7. Sufficiency as a function of MAPE for different forecasting methods.

Aside from gaining confidence on which forecasting method
to select, value metrics are also relevant on at least two other
counts: (a) selecting suitable quality metrics — (b) estimating
progress margins for the community. In this study, MASE
does not appear to be a suitable quality metric. Although, it
is recommended in [15], here MASE is not representative of
self-sufficiency, whereas, MAPE is strongly correlated with
self-sufficiency (0.97 pearson coefficient). Finally, estimating
the progress margin for the community is a good indicator on
the amount of effort to spend improving forecasting methods.
In our case, the remaining 10 % of MAPE corresponds to
2 % of self-sufficiency. From there, we can choose to work
on reducing the MAPE by combining forecasting methods
and adding exogenous variables, or alternatively, judge that
the achieved self-sufficiency is high enough.

V. CONCLUSIONS

Renewable energy communities should play a significant
role in the energy transition toward European carbon emission
goals. As demand forecasts are relied upon to control dis-
tributed energy resources, we need to verify their pertinence,
not just from a quality aspect, but also from the incremental
value they bring. This work explores the concept of quality
and value of a forecast and proposes metrics to quantify both
aspects.

Our results show that a forecast of lesser quality (e.g.,
in terms of MAPE) does not necessarily translate into a
smaller value (e.g., self-sufficiency) for the energy community.
Therefore, we highlight the importance of contextualizing
forecasting methods to properly evaluate the incremental value
they bring, rather than selecting a forecasting method simply
from its overall accuracy. Additionally, investigating which
aspect of the forecast quality is correlated with a greater
value is insightful (e.g., to prioritize accuracy at certain times).
Finally, estimating incremental value enables the right efforts
to be invested in improving forecasting methods.
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