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ABSTRACT
This work is fulfilled in the context of the optimized monitoring of Internet of Things (IoT)
networks. IoT networks are faulty; Things are resource-constrained in terms of energy and
computational capabilities; they are also connected via lossy links. For IoT systems perform-
ing a critical mission, it is crucial to ensure connectivity, availability, and network reliability,
which requires proactive network monitoring. The idea is to oversee the network state and
functioning of the nodes and links; to ensure the early detection of faults and decrease node
unreachability times. It is imperative to minimize the resulting monitoring energy consump-
tion to allow the IoT network to perform its functions. Furthermore, to realize the integration
of the monitoring mechanism with IoT services, this latter should work in tandem with the IoT
standardized protocols, especially the IPv6 for Low-power Wireless Personal Area Networks
(6LoWPAN) and the Routing Protocol for Low-power and lossy networks (RPL). In this paper,
an optimized, proactive, passive, centralized monitoring system is proposed for IoT networks.
The proposition ensures the optimal placement of monitoring nodes (monitors). Leveraging
the graph built by RPL for routing (the DODAG), minimal sets of monitors are optimally
placed to cover a given domain. The monitoring activity is optimally scheduled between sev-
eral subsets of nodes to prolong longevity while minimizing the energy consumption for mon-
itoring, communication, and state transitions. Our proposition provides the exact solution to
the defined monitoring placement and scheduling problem via a Binary Integer Program. The
model serves as a benchmark for the performance evaluation of contemporary models. Exper-
imentation is designed using network instances of different topology. Results demonstrate the
proposed model’s effectiveness in realizing full monitoring coverage with minimum energy
consumption and communication overhead and a balanced distributed monitoring role.

KEYWORDS
IoT; Optimization; Critical missions; Reliability; Proactive monitoring; Monitor assignment;
Scheduling; RPL

1. Introduction

The Internet of Things (IoT) is an Internet-based network of networks; which relies on ar-
bitrary smart, low-power devices (Things) capable of performing sensing or actuation, and
communication tasks. By connecting billions of Things to the Internet, IoT created a plethora
of applications that touch every aspect of human life, including Smart Homes, Wearables,
Smart Cities, Smart Grids, Connected Cars, and Connected Health (Dhall & Solanki, 2017;
Metcalf, Milliard, Gomez, & Schwartz, 2016).
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Contrasting the IoT and the standard Internet, the ultimate difference resides in the fact
that IoT networks mainly use Low-power Lossy Networks (LLN). LLNs have stringent re-
source constraints with respect to energy, processing power, and memory of devices (Mon-
tenegro, Kushalnagar, Hui, & Culler, 2007). They are also known for their unreliable, lossy
channels, with low-power, low-bit-rate, and unpredictable bandwidth. The links are typically
non-transitive, and their local scope is defined by node reachability and radio strength.

The connection of such networks to the IPv6-based Internet required an adaptation layer
between the MAC and network layers; hence, the IPv6 over LoWPAN (6LowPAN) (Kushal-
nagar, Montenegro, & Schumacher, 2007). 6LowPAN enabled the reliance on IPv6 for ad-
dressing, which allowed the provision of the large address space required for connecting such
a tremendous number of devices to the Internet.

On the other hand, IoT networks are characterized by their vulnerability to security risks
from the Internet and the shared wireless medium, self-configuration, lack of infrastructure,
and complexity of the design of network protocols (Türkoğulları, Aras, Altınel, & Ersoy,
2010; Yücel & Altın-Kayhan, 2019). They are possibly deployed in unknown, hostile net-
works with highly dynamic network topologies. Energy constraints impose hard duty cy-
cles to maximize longevity, causing unreliable connectivity and eventual node unreachability
(Jara, Ladid, & Gómez-Skarmeta, 2013), leading to incomplete information about the current
network state. The situation is regarded as a form of entropy, where a system deteriorates
unless effort is invested in developing monitoring and correction mechanisms to maintain a
fault-tolerant performance.

Knowing when things break is good. Knowing before they break is even better. Although
a significant number of IoT applications are not time-sensitive, there is a whole class of
mission-critical applications, especially those that target human safety. For instance, health
monitoring, critical control, and fault detection applications (Hassanalieragh et al., 2015; Wu,
Wu, & Yuce, 2019). These applications require a high level of network reliability. According
to IEEE, reliability is ”the ability of a system or component to perform its required func-
tions under stated conditions and for a specified period of time.” (Stanisavljević, Schmid, &
Leblebici, 2010) Unfortunately, given the unreliable nature of LLNs and IoT, faults are com-
mon rather than rare events (Kiani, 2018). Maintaining robustness, continuous availability of
devices, and communication reliability are critical factors to guarantee a reliable application
data flow.

For mission-critical applications, proactive monitoring approaches are preferable. As a
kind of preventive maintenance, proactive mechanisms enforce continual network monitor-
ing; so that node and link failures are detected early, and alerts are promptly issued. Conse-
quently, disconnectivity and service failures are prevented from occurring in the first place.
Nevertheless, all supplementary monitoring mechanisms must have minimal effect on energy
consumption and traffic load, leaving the network unconstrained in performing its normal
function of sensing, actuation, or transmission. If not applied carefully, proactively verifying
network performance will negatively impact nodes’ resources. If ignored, this impact may
lead to battery depletion due to idle listening to the radio channel and excessive control, in-
creased congestion, or network traffic delays, violating critical applications’ requirements.
Consequently, the existing (conventional) monitoring mechanisms cannot be applied directly
to the IoT. Therefore, optimizing the monitoring energy consumption and traffic overhead is
crucial.

To realize the integration with already-existing (and future) IoT services, it is detrimen-
tal that monitoring prepositions are entirely interoperable with the standardized IoT protocol
suite, especially 6LoWPAN and RPL. Interoperability is challenging mainly because IoT so-
lutions are often tailored to specific scenario requirements without neither focusing on hori-
zontal integration with other IoT services nor re-usability.
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In light of the above, the absence of any monitoring mechanism for detecting network
faults would dramatically reduce the network’s performance, which renders monitoring the
IoT network state a vital research area that will only develop in significance. An effective and
efficient monitoring mechanism could immensely improve robustness in network connectiv-
ity, reliability, and, eventually, Quality of Service, which will significantly increase the uptake
of the technology by stakeholders, especially for mission-critical applications.

In this work, we propose a proactive, passive monitoring mechanism of mission-critical
6LoWPAN-based IoT networks. The problem is mathematically formulated, and the optimal
solution to the minimum monitor assignment problem and the scheduling of the monitoring
roles throughout a predetermined lifetime is given. The objective of the mathematical model
is minimizing the amount of energy consumed in (1) monitoring the set of critical nodes, (2)
communication of the monitoring data to the central entity (6LoWPAN Border Router), (3)
and transition between monitoring states. To the best of our knowledge, the exact solution to
monitoring mission-critical 6LoWPAN-based IoT networks has not yet been analyzed. The
global optimum will serve as a benchmark for comparisons and performance evaluation of
contemporary models.

The rest of the paper is structured as follows. A brief background and overview of the
related monitoring techniques for Wireless Sensor Networks (WSN) and IoT are given in
Section 2. The monitoring problem requirements, assumptions, and objectives are provided
in Section 3. The problem is mathematically formulated in Section 4. The proposed proac-
tive, passive, optimal IoT monitoring mechanism is described in Section 5. The model is
then implemented using a domain-specific modeling language for mathematical optimization
embedded in Julia language and solved using a Gurobi solver, tested on networks with dif-
ferent topology, and results are illustrated in Section 6. Finally, conclusions and insights into
possible future research directions are given in Section 7.

2. Monitoring for IoT Networks: Research Gap

Several network management and routing protocols are designed to deal with the inherent
technical challenges of the IoT. However, the Routing Protocol for Low-power and lossy
networks (RPL) is the best candidate for critical systems that need fast recovery mechanisms
(Geng, 2017). RPL is defined by the Internet Engineering Task Force (IETF), specifically
the Routing Over Low-power Lossy networks (ROLL) working group. RPL is a self-healing
routing and topology control protocol. It can respond to some node or link failures by applying
route repair mechanisms for network recovery.

RPL favors the use of reactive repair approaches; (pro)active mechanisms for regularly
probing neighbors do not exist in the ContikiRPL implementation, to minimize the cost of
monitoring the links that are not being used. Neighbor Unreachability Detection (NUD) is
not obligatory in neither 6LoWPAN nor RPL (Gaddour & Koubâa, 2012), not until a node
had already failed to reach its default router (parent) (Lin et al., 2017). Only then, RPL trig-
gers a repair mechanism. Thus, fault-tolerance is traded for routing stability and less control
traffic (Korte, Sehgal, & Schönwälder, 2012). As a result, the recovery time, which is the time
required to establish a new route in the case of node unreachability, could be relatively long.

Monitoring for WSNs has been approached frequently in the literature; a survey is provided
by (Suriyachai, Roedig, & Scott, 2011). Several heuristics have been proposed to place moni-
tors to uniquely localize a limited number of link failures (Ma, He, Swami, Towsley, & Leung,
2015; Stanic, Subramaniam, Sahin, Choi, & Choi, 2010). The sniffer technology for WSNs
is one of the distinguished passive real-time monitoring tools. Sniffers listen to the packets
transmitted over the network and directly capture them from the shared wireless medium. The
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information obtained from the sniffed packets gives them real-time access to network opera-
tions, the ability to promptly assess network performance, and detect network malfunctions
without affecting the network’s functioning. Information may include partial topology, rout-
ing information, and data content. There have been some related works on sniffing tools for
WSNs in academia and industry, such as SNDS (Kuang & Shen, 2010). However, their high
costs and lack of integration with LoWPAN protocols such as 6LoWPAN and RPL diminish
their application into the IoT domain (Zhao, Huangfu, & Sun, 2012).

Unlike WSNs, most of the research work pertaining to fault-tolerance in the IoT focus on
security (Mayzaud, Sehgal, Badonnel, Chrisment, & Schönwälder, 2016), intrusion detection,
or anomaly detection (Zarpelão, Miani, Kawakani, & de Alvarenga, 2017). These solutions
are security-oriented and do not provide solutions to the monitoring aspects that target the
underlying network structure, more specifically, guaranteeing node availability and stable, re-
liable, and scalable end-to-end connectivity. A survey of the state-of-the-art security methods
in IoT is conducted by (Alaba, Othman, Hashem, & Alotaibi, 2017).

The few research work that tackles related IoT network-layer monitoring problems often
suffers from being heavy-weight or depend only on highly-powered nodes, such as (Mayzaud
et al., 2016). (Sehgal, Perelman, Kuryla, & Schönwälder, 2012) investigated how to adapt
existing IP-based network management protocols, namely SNMP and NETCONF, enabling
their implementation on resource-constrained devices. Service interfaces were simplified to
include a subset of their functions to minimize network overhead. The authors conclude that
the time and memory requirements are low, with only trivial security levels. However, en-
abling authentication and privacy increases message processing times significantly.

The most relevant work is a mechanism for passive monitoring with RPL, proposed by
(Mayzaud et al., 2016). The monitoring responsibility is put exclusively on higher-order de-
vices that are not limited in their resources, to reduce the overhead on the constrained IoT
nodes. The mechanism imposes a hard constraint since higher-order devices typically do not
constitute the majority of nodes in IoT networks. According to their location and the topol-
ogy, it might be impossible to entirely cover the critical set of nodes and links using only
highly powered devices. Moreover, determining the optimal placement of monitoring nodes
was beyond the scope of their proposed work.

According to the comprehensive literature review performed in this research, we noticed
that the optimal placement of monitors to cover a mission-critical IoT network had not been
proposed so far. To the best of our knowledge, no research work has proposed monitoring
models with optimized, energy-efficient role scheduling and integration with RPL and 6LoW-
PAN protocols (Alaba et al., 2017).

3. IoT Monitoring Assumptions, Requirements & Objectives

This section explains the monitoring problem requirements, assumptions, and objectives;
stated in a nutshell in Table 1. IoT network topology is often unstable due to node mobil-
ity, unreliable connectivity, and the fact that link connections between nodes are transient
(Jara et al., 2013) (Table 1: Assumptions 1 & 2). In general, network monitoring mechanisms
aim at detecting and localizing network faults. They should provide the appropriate tools for
overseeing the network state, availability of, and connectivity between nodes. By mapping
symptoms of detected problems to possible root causes, the necessary corrective measures
can be taken.

Focusing on mission-critical IoT network services, the main problem is to guarantee net-
work reliability, nodes’ availability, and robust connectivity. The proposed monitoring mech-
anism aims to observe network traffic to verify the availability of the critical set of nodes.
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Table 1. Monitoring Requirements, Assumptions & Objectives

Assumptions Reference

The IoT network is unstable, 6LoWPAN-based, uses RPL for routing, and
performs a critical-mission

1

Links are lossy and can only be monitored by their extremities 2

In addition to the monitoring role, things perform sensing, transmission, and/or
actuation

3

Things have stringent resource constraints with only a fraction of the battery
reserved for monitoring

4

The monitoring mechanism is centralized, and the 6LoWPAN Border Router
(6BR) is the central entity where the monitoring data is gathered

5

The active/sleep alternation is the turn on/off of the monitoring activity of the
active node

6

Requirements Reference

Monitors should be placed in the correct locations to guarantee full monitoring
coverage

1

The monitoring energy and communication costs should be minimal to satisfy
the low-cost, low-power and scalable objectives of LLNs

2

The monitoring mechanism should support the presence of sleeping nodes 3

A monitoring duty cycle mechanism is required, where the monitoring func-
tion is periodical across the planning horizon

4

Monitoring should be interoperable with the standardized IoT protocol suite,
specifically 6LoWPAN and RPL protocols.

5

Objectives Reference

Minimize the number of placed monitors while respecting the monitoring cov-
erage requirement, regardless of the lack of current network activity

1

Place the monitors such that in the centralized mechanism, the energy con-
sumed in relaying the data to the 6BR is minimized

2

Balance the monitoring role among nodes 3

Provide the exact solution to the optimal scheduling of the monitoring roles
throughout a predetermined lifetime, using minimal monitor sets in each pe-
riod

4

Minimizing the state transitions resulting from duty-cycling the monitoring
activity

5

Support passive (and active) monitoring approaches (although passive moni-
toring is recommended)

6

5



Node failures can be utilized to model failures of both physical nodes and links (Ma et al.,
2015). Performance metrics such as end-to-end delay and link quality level are not that signif-
icant in this context as long as successful transmission of mission-critical-related information
is always guaranteed.

IoT networks are of enormous scale, consisting of potentially (hundreds of) thousands of
nodes. Naturally, it is required that monitors are embedded (placed) in the correct locations
to guarantee full monitoring coverage (Table 1: Requirement 1). Given the constrained re-
sources of LLNs, it is also required to reduce the monitoring cost, this energy consumption
is different from the energy dedicated to the thing’s main function (Table 1: Assumptions 3)
& 4). Therefore, the number of monitors to be placed must be minimized (Table 1: Objective
1), while satisfying the coverage condition (Table 1: Requirement 2).

The most common IoT architectures are entirely centralized, mainly due to security rea-
sons. The 6LoWPAN Border Router (6BR) is the central entity and is always assumed to
be accessible (Sheng et al., 2013). Therefore, 6BRs can perform a potentially crucial role
in centralized monitoring (Table 1: Assumption 5). Through multi-hop communication, the
gathered data can be forwarded from monitors to the 6BR, then to a Network Operations Cen-
ter (NOC), where sophisticated data analysis and mining can be performed. However, energy
is lost in the communication between monitors and the 6BR, which is why it is necessary to
find the shortest path in terms of the number of hops to the 6BR (Table 1: Objective 2).

Furthermore, since life span concerns ordinarily constrain the design of LLNs, a prevalent
approach toward expanding network longevity is by utilizing duty cycling (Türkoğulları et
al., 2010). In duty-cycled networks, nodes enter sleep state frequently to conserve energy,
and intermittently wake up to check for action (Sahoo, Thakkar, Hwang, et al., 2017). High
redundancy in network deployment is necessary to achieve this goal; only then is it possi-
ble to identify small subsets of active nodes at a time and put the major part of nodes into
a sleeping state and thus saving energy (Table 1: Requirement 3). Various scheduling algo-
rithms are applied to organize the alternation between active and sleeping node sets to provide
continuous network service. For critical applications, monitoring coverage should always be
guaranteed throughout the entire network lifetime, where each link is monitored by at least
one monitoring node, regardless of the lack of activity in the network. In this context, the
active/sleep alternation is the turn on/off of the monitoring activity of the active node (Table
1: Assumption 6). Therefore, effective and energy-efficient monitoring scheduling algorithms
are necessary with duty cycling to satisfy the coverage constraints and balance the distribution
of the monitoring burden among nodes, thus maximizing longevity (Table 1: Requirement 4
& Objective 3). In LLNs, nodes can only monitor the traffic within their radio transmission
range. Consequently, the monitoring coverage and scheduling connectivity problems are sig-
nificantly challenging in duty-cycled LLNs.

As stated before, to realize the integration with already existing (and future) IoT services,
it is required that monitoring prepositions are completely interoperable with the standardized
IoT protocol suite, especially 6LoWPAN and RPL-based networks (Table 1: Requirement 5).
Our research is related to the optimal placement of monitoring devices to cover a given net-
work topology. The static problem of assigning the minimum number of monitors to cover
a given domain is known in the literature as the minimum monitor assignment problem (Ku-
mar & Kaur, 2004), which has been proven to be NP-hard Liu, Gao, Wu, Dong, and Bu
(2015); implying that unless % = #%, efficient algorithms for solving it do not exist. In
a previous proposition towards monitoring mission-critical IoT networks (Mostafa, Bensli-
mane, Saleh, Kassem, & Molnar, 2018), we tackled the problem using a Divide and Conquer
approach; via decomposing and mapping it into three well-known sub-problems. Separately
solving each sub-problem is efficient, given that there exist several heuristics and approxi-
mation algorithms for each sub-problem. However, the one major limitation of the proposed
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three-phase decomposition is that it is not an exact solution. Therefore, it does not guarantee
global optimality.

Here, we target the exact solution to the minimum monitor assignment problem and the
optimal scheduling of monitoring roles throughout a predetermined lifetime (Table 1: Objec-
tive 4). The formulated mathematical model’s objective is minimizing the amount of energy
consumed in monitoring the set of critical nodes, communication of the monitoring data to the
central entity (6LoWPAN Border Router), and transition between monitoring states (Table 1:
Objective 5).

The proposed mechanism is characterized as an optimized, proactive, centralized, and pas-
sive monitoring for 6LoWPAN-based IoT networks that utilize the standardized RPL protocol
for routing. In passive monitoring, the monitors will only listen to the channel, and the mon-
itoring energy is the cost energy consumed when the device is in receiving mode. That said,
our mechanism also supports active monitoring, where monitors participate in the network
traffic; via probing the monitored neighborhood and collecting the response. Active monitor-
ing can be needed if the network traffic is sparse. However, it is not recommended for the
more efficient energy consumption of the resource-constrained things, which is why we limit
the experimentation to passive monitoring (Table 1: Objective 6). The accurate specification
of the model is required for a realistic estimation of energy consumption. In Section 6.1, the
exact monitoring energy consumption of the model is computed.

4. Modeling & Mathematical Formulation

The exact mathematical model and the monitoring mechanism are described in this section
and Section 5, respectively, while respecting the above requirements and objectives.

4.1. Decision Variables & Parameters

A graph can model the network topology. In tandem with RPL, the directed graph we use is
the DODAG, � = (+, �), where+ = { E8 , 8 = 1, 2, ..., = } is the set of vertices representing the
entire set of critical nodes, and � is the set of arcs. In a duty-cycled monitoring mechanism
where a periodical functioning is assumed, a planning horizon of several periods is defined
and represented by ) = { )9 , 9 = 1, 2, ..., < }.We formulate a Binary Integer Programming
(BIP) model for the exact placement and scheduling of monitors across the planning horizon.
The modeling terms are listed in Table 2 and explained as follows.
G<8, 9 is a binary Decision Variable (DV) that represents whether a node E8 is assigned to

monitor in a period )9 (1). In the proposed centralized monitoring approach, monitors forward
the monitoring data to their default parents in a path towards the DODAG root. A node routes
monitoring packets if it is assigned to monitor, or if it is in the default route of an active-
monitoring node in the same period. In the second case, the node is a relay node; for which
we define another binary DV GA8, 9 . It indicates whether E8 acts as a relay in period )9 (2).

For minimizing the cost of monitoring state transitions which are incurred as a result of the
required duty cycle, the transition DV H0

8, 9
and HB

8, 9
are introduced to the mathematical model.

H0
8, 9

identifies whether there is a monitoring state transition of E8 from sleep-monitoring in )9
into active in )9+1 (3); whereas HB

8, 9
denotes whether E8 is active-monitoring in )9 and asleep

in )9+1 (4).
The modeling costs depend on the targeted monitoring mechanism. We opted to target pas-

sive monitoring, which implies that to verify their neighbors’ availability, monitors need only
observe the regular traffic passing through the radio channel. Therefore, the monitoring cost
comes in the form of the energy consumed while monitors listen to the messages transmit-
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Table 2. Glossary of Modeling Terms

Term Description

+ Set of vertices, + =
{
E8 , 8 = 1, 2, ..., =

}
) Periodical planning horizon, ) =

{
)9 , 9 = 1, 2, ..., <

}
G<8, 9 Binary decision variable denotes whether E8 is assigned to monitor in

)9
GA8, 9 Binary decision variable denotes whether E8 acts as a relay in )9
H0
8, 9

Binary decision variable denotes whether E8 changed its state from sleep
in )9 into active-monitoring in )9+1

HB
8, 9

Binary decision variable denotes whether E8 changed its state from ac-
tive in )9 into sleep-monitoring in )9+1

4"8 Energy consumption of passive monitoring of neighbors
4�8 Energy consumption of relaying messages to the preferred parent
4�2C8E4 Energy consumption of transitioning from sleep into active-monitoring

state
4(;44? Energy consumption of transitioning from active into sleep-monitoring

state
A4B4AE43�0CC4AH8 Fraction of the available battery reserved for monitoring functions
%(E8) List of parents of E8 in the DODAG

ted by their neighbors. Depending on the total number of packets overheard from its set of
neighbors # , a monitor E8 consumes an amount of energy expressed as 4"8 during a period
)9 . 4�8, on the other hand, stands for the amount of energy consumed by the relays while
forwarding the monitoring data. The communication cost 4�8 for each node E8 is a function
of the number of times E8 forwards monitoring data through its default parent to the root.
Finally, the transition costs are defined as 4�2C8E4 and 4(;44?. They respectively denote the
transition costs from sleep-monitoring to active and that from active-monitoring to asleep.

G<8, 9 =

{
1, if E8 is assigned to monitor in period )9
0, otherwise

}
(1)

GA8, 9 =

{
1, if E8 is a relay node in period )9
0, otherwise

}
(2)

H08, 9 =


1, if E8 is sleep-monitoring in period )9

and awake in period )9+1
0, otherwise

 (3)

HB8, 9 =


1, if E8 is active-monitoring in period )9

and asleep in period )9+1
0, otherwise

 (4)

It is worth mentioning that the transition decision variables are dependent on G<8, 9 and
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G<8, 9+1; they are the product of the later two binary variables. Equations (5) and (6) represent
the dependence relationship. Consequently, with the addition of H0

8, 9
and HB

8, 9
, the mathemat-

ical model becomes a quadratic BIP model, which implies an expensive computational cost
that goes against scalability objectives. However, we use standard techniques like the one
mentioned in (Adamatzky, 2016) to convert the quadratic formulation into a linear one (de-
scribed in Section 4.2).

H08, 9 = (1 − G<8, 9) G<8, 9+1 (5)

HB8, 9 = G<8, 9 (1 − G<8, 9+1) (6)

It is assumed that each node has a reserved battery (A4B4AE43�0CC4AH8) for the monitoring ac-
tivity across the entire planning horizon. This monitoring energy is different from the energy
dedicated to the thing’s main function (Table 1: Assumption 3). Thus, it is critical to ensure
that all sorts of energy consumption never exceed the reserved battery threshold. This thresh-
old is assigned by the network operator, depending on the monitoring role’s criticality relative
to the primary function. Section 4.2 describes the BIP model for optimal monitor placement
and scheduling problems.

4.2. Binary Integer Program

The objective of the proposed model is to find the exact placement of monitors in the DODAG,
as well as the optimal scheduling of multiple sets of monitors across the planning horizon;
while minimizing the total energy consumed for monitoring, transmitting the monitoring data
to the root, and the monitoring state transitions (Table 1: Objective 4). Remember that the
overriding goals are to ensure full monitor coverage, and a balanced, energy-efficient duty-
cycling of monitoring and relaying roles across the node set (Table 1: Objectives 1), 3, 5), &
2). Eq. (7) represents the model’s objective function.

The constraint stated in (8) guarantees that the energy consumed by each monitoring node
at the end of the planning horizon must never exceed the (A4B4AE43�0CC4AH8) for monitoring.
Optimal monitor placement entails finding the minimal number of monitoring nodes placed
on the graph while ensuring full monitor coverage. The coverage is forced in the optimal
solution by including constraint (9); which states that each edge in the DODAG ((E8 , E:) ∈ �)
is incident to at least one active-monitoring node in the current period )9 .

There must be a connected path of active nodes from each monitor or relay node towards
the root to ensure the successful transmission of the monitoring data from the monitors to the
DODAG root. Constraints (10) and (11) are introduced to the model for this purpose. They
state that in each period )9 , if E8 is currently monitoring or relaying, then at least one member
of its set of parents, denoted as %(E8), is also active in the same period.

Linear constraints are augmented to the mathematical model to eliminate the computational
cost coming from the quadratic product of the binary variables G<8, 9 and G<8, 9+1. Constraints
(12) and (13) ensure that H0

8, 9
takes the value of zero if either (1-G<8, 9) or G<8, 9+1 are zero,

while (14) makes sure that H0
8, 9

takes the value of one if both binary variables are set to 1.

9



Similar constraints, (15) - (17), are defined for HB
8, 9

.

min
∑
9∈)

∑
8∈+

(
4"8 G<8, 9 + 4�8 GA8, 9

)
+
<−1∑
9=1

∑
8∈+

(
4�2C8E4 H08, 9 + 4(;44? HB8, 9

) (7)

B.C.
∑
9∈)

(
4"8 G<8, 9 + 4�8 GA8, 9

)
+
<−1∑
9=1

(
4�2C8E4 H08, 9 + 4(;44? HB8, 9

)
≤ A4B4AE43�0CC4AH8 ∀8 ∈ +

(8)

G<E8 , 9 + G<E: , 9 > 0 ∀)9 ∈ ) and ∀{E8 , E: } ∈ � (9)

G<E8 , 9 ≤
∑

E: ∈% (E8)
G<E: , 9 + GAE: , 9 ∀E8 ∈ + and ∀)9 ∈ ) (10)

GAE8 , 9 ≤
∑

E: ∈GA8, 9
G<E: , 9 + GAE: , 9 ∀E8 ∈ + and ∀)9 ∈ ) (11)

H08, 9 ≤ 1 − G<8, 9 (12)

H08, 9 ≤ G<8, 9+1 (13)

H08, 9 ≥ G<8, 9+1 − G<8, 9 (14)

HB8, 9 ≤ G<8, 9 (15)

HB8, 9 ≤ 1 − G<8, 9 (16)
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HB8, 9 ≥ G<8, 9 − G<8, 9+1 (17)

G<8, 9 , GA8, 9 , H08, 9 , H
B
8, 9 ∈ {0, 1} ∀E8 ∈ + and ∀)9 ∈ ) (18)

5. Optimal Proactive Passive Monitoring Mechanism

5.1. Centralized Passive Monitoring

This section presents how to implement and use the proposed mathematical program to per-
form a schedule of passive monitoring in relatively small IoT domains. Targeting full in-
teroperability with 6LoWPAN-based IoT networks, this section highlights the relations be-
tween the mathematical model and the implemented network monitoring mechanism. The
BIP model is implemented using Julia, a high-performance dynamic programming language
for numerical computing (Bezanson, Edelman, Karpinski, & Shah, 2017) and solved using
Gurobi solver (Gurobi Optimization, 2018); which is a powerful mathematical programming
solver integrated into JuMP (Dunning, Huchette, & Lubin, 2017). The latter is a modeling lan-
guage for mathematical programming that extends Julia. Algorithm 1 describes the procedure
SOLVE_EXACT_MODEL; which takes as arguments the DODAG representing the topology
of the mission-critical network, the formulated BIP (cf. Section 4.2), and the model’s parame-
ters (cf. Section 4.1). Gurobi solves the BIP and the optimal solution is returned to the calling
procedure; SOLVE_EXACT_MODEL (step 5.2). The following matrices represent the solver’s
output, the dimensions of each are the number of nodes × number of periods:

(1) >?C8<0; <>=8C>AB B>;DC8>=B,
(2) >?C8<0; A4;0HB B>;DC8>=B,
(3) >?C8<0; CA0=B C> B;44?, and
(4) >?C8<0; CA0=B C> 02C8E4

SOLVE_EXACT_MODEL interprets the output of the solved mathematical model and trans-
lates it into the required 4G02C <>=8C>A8=6 B2ℎ43D;4 and 4G02C A4;0H B2ℎ43D;4 (steps 5.5
& 5.9); which are returned to EXACT_MONITORING (Algorithm 2) at step 5.13.

Procedure EXACT_MONITORING (Algorithm 2) is the interface between the mathe-
matical formulation and the monitoring mechanism. The procedure is functioning during
the length of the monitoring timeline, represented by C8<4;8=4 C8<4A. Initially, the opti-
mal duty cycle of monitors is obtained by calling the procedure SOLVE_EXACT_MODEL
(Algorithm 1); which returns the 4G02C <>=8C>A B2ℎ43D;4 (step 6.1). Next, following a
passive monitoring approach, the neighbors’ availability of each <>=8C>A is verified via
calling the procedure the LISTEN_TO_NEIGHBORS (Algorithm 3); which returns the
set of D=A402ℎ01;4 =486ℎ1>AB detected during the period it is assigned to (step 6.4).
LISTEN_TO_NEIGHBORS (Algorithm 3) works as follows: during the period it is assigned
to, given by ?4A8>3 ;4=6Cℎ, the <>=8C>A checks whether each of its =486ℎ1>As had partici-
pated in the radio transmission (step 7.4). Note that the set of neighbors (parents, children, and
siblings) is known from the DODAG, which is passed as a parameter to the calling procedure.
If there is a =486ℎ1>A from which the <>=8C>A has not received any messages throughout
the entire period, its address is appended to the list of D=A402ℎ01;4 =486ℎ1>AB (step 7.5).
After the expiry of the ?4A8>3 C8<4A, the list of D=A402ℎ01;4 =486ℎ1>AB is returned to the
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Algorithm 1 PROCEDURE SOLVE_EXACT_MODEL
Input: ��%, �$���, <>34; ?0A0<4C4AB
Output: 4G02C <>=8C>A B2ℎ43D;4, 4G02C A4;0H B2ℎ43D;4

begin
5.1 4G02C <>=8C>A B2ℎ43D;4 ←− 4G02C A4;0H B2ℎ43D;4 ←− ∅;
5.2 >?C8<0; <>=8C>AB B>;DC8>=, >?C8<0; A4;0HB B>;DC8>=←− GUROBI_SOLVER

(��%, �$���, <>34; ?0A0<4C4AB);
5.3 forEach ?4A8>3 ∈ <>=8C>A8=6 C8<4;8=4 do
5.4 forEach =>34 ∈ �$��� do
5.5 if >?C8<0; <>=8C>AB B>;DC8>=[=>34, ?4A8>3] == 1 do
5.6 4G02C <>=8C>A B2ℎ43D;4 ←− 4G02C <>=8C>A B2ℎ43D;4 ∪ =>34;
5.7 end if
5.8 if >?C8<0; A4;0HB B>;DC8>=[=>34, ?4A8>3] == 1 do
5.9 4G02C A4;0HB B2ℎ43D;4 ←− 4G02C A4;0HB B2ℎ43D;4 ∪ =>34;
5.10 end if
5.11 end forEach
5.12 end forEach
5.13 return 4G02C <>=8C>A B2ℎ43D;4, 4G02C A4;0H B2ℎ43D;4;
end

procedure EXACT_MONITORING (Algorithm 2).
In the centralized monitoring approach, the list of D=A402ℎ01;4 =486ℎ1>AB of each

<>=8C>A is forwarded to its default parent (step 6.6); which is responsible for relaying that
message to its default parent, and so forth until it reaches a central entity, the 6BR or the
DODAG root. The 6BR has unconstrained resources and a global view of the network state,
enabling it to perform powerful analysis of the monitoring data and further corrective mea-
sures. On the other hand, leveraging RPL’s repair mechanism, an attempt at a fast recovery
of the DODAG is made by the <>=8C>A via calling LOCAL_REPAIR (step 6.7) (Gaddour &
Koubâa, 2012).

It is noteworthy that the ?4A8>3 ;4=6Cℎ should be carefully chosen, such that it is neither
too short nor too long. Too short ?4A8>3 ;4=6Cℎ may result in false alarms. A false positive
alarm occurs when a monitoring mechanism reports as fault a state that is legitimate network
activity (Chen et al., 2016), whereas failure to detect a faulty state is termed as a false negative
alarm. On the other hand, too long ?4A8>3 ;4=6Cℎ will unnecessarily exhaust the energy of
monitors as they are awake-monitoring for quite a long time. Fortunately, some studies focus
on the optimal period length, such as the one in (Bergmann, Molnár, Gönczy, & Cousin,
2010).

5.2. Separate DODAG for Routing

Even though the centralized approach allows for sophisticated monitoring tasks, which might
otherwise exhaust the resources of the things, they are achieved at the expense of high com-
munication overhead. To take the burden of routing the monitoring data to the DODAG root
off the constrained nodes, we leverage the multiple instance feature of RPL and create another
DODAG. It is considered as an overlay structure within which the monitors communicate sep-
arately. The separate DODAG may consist of only monitoring nodes, and the monitoring data
is transmitted from monitors to the 6BR through the shortest paths. Those routes may not
have been defined by application-specific routing.

However, according to the network topology, the separate instance of monitors might not
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Algorithm 2 PROCEDURE EXACT_MONITORING
Input: ��%, �$���, <>34; ?0A0<4C4AB
Output: D=A402ℎ01;4 =486ℎ1>AB ∀<>=8C>A ∈ 4G02C <>=8C>A8=6 B2ℎ43D;4

begin
6.1 4G02C <>=8C>A8=6 B2ℎ43D;4 ←−

SOLVE_EXACT_MODEL(��%, �$���, <>34; ?0A0<4C4AB);
6.2 while C8<4A < C8<4;8=4 C8<4A do
6.3 forEach <>=8C>A ∈ <>=8C>A8=6 B2ℎ43D;4 do
6.4 D=A402ℎ01;4 =486ℎ1>AB←−

LISTEN_TO_NEIGHBORS(�$���, ?4A8>3 ;4=6Cℎ);
6.5 forEach =486ℎ1>A ∈ D=A402ℎ01;4 =486ℎ1>AB do
6.6 FORWARD_TO_PARENT(D=A402ℎ01;4 =486ℎ1>AB);
6.7 LOCAL_REPAIR(�$���);
6.8 end forEach
6.9 end forEach
6.10 end while
end

Algorithm 3 PROCEDURE LISTEN_TO_NEIGHBORS
Input: �$���, ?4A8>3 ;4=6Cℎ
Output: D=A402ℎ01;4 =486ℎ1>AB

begin
7.1 D=A402ℎ01;4 =486ℎ1>AB←− ∅;
7.2 while C8<4A < ?4A8>3 C8<4A do
7.3 forEach =486ℎ1>A ∈ �$��� do
7.4 if! RECEIVE_MESSAGE(=486ℎ1>A) do
7.5 D=A402ℎ01;4 =486ℎ1>AB←− D=A402ℎ01;4 =486ℎ1>AB ∪ =486ℎ1>A;
7.6 end if
7.7 end forEach
7.8 end while
7.9 return D=A402ℎ01;4 =486ℎ1>AB;
end

guarantee the presence of a connected path between themselves and the DODAG root. There-
fore, for the successful transmission of monitoring data, relay nodes may be required. The
optimal placement of the required relays is obtained from the 4G02C A4;0H B2ℎ43D;4 given
by procedure SOLVE_EXACT_MODEL (Algorithm 1). Even though it is probable that relay
nodes are not currently involved in monitoring, they still share the monitoring burden as there
is an amount of energy consumed by forwarding the monitoring data. This is cost is repre-
sented in the model’s objective function by 4� (cf. Section 4.2).

6. Experimental Evaluation

Extensive computational experiments are conducted using different network sizes and topolo-
gies to verify and validate the BIP model. The experiments are designed to test the model’s
ability to optimally place monitors and relays on the DODAGs representing the nodes asso-
ciated with the critical mission, and to find answers to the following questions:
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• How long does it take to find the optimal schedule of monitors?
• How much energy is consumed for monitoring the critical set of nodes?
• Can the model operate smoothly under challenging battery conditions?
• Is the overhead of the communication between monitors and the central node signifi-

cant?
• Does the model scale well?
• Is it beneficial to leverage the separate DODAG feature of RPL?

6.1. Parameter Settings

Before commencing the experiments, the parameters must be carefully chosen to reflect a real-
life mission-critical IoT network. This section explains how energy costs are estimated. The
parameters’ settings are displayed in Table 3. The amount of energy consumption is platform-

Table 3. Default Values of Physical Network Parameters

Parameter Description Default
Value

4;8BC4= Energy cost of listening to the radio channel 0.58 <�
4��� Energy cost of Clear Channel Assessment 0.08 <�
4B4=3 Radio energy consumption of sending 1 byte 0.0020 <�
4A4248E4 Radio energy consumption of receiving 1

byte
0.0022 <�

B<B6 Size of the data packet 19 �
B02: Size of acknowledgment packet 11 �

dependent. TelosB, also known as the TMote Sky motes, is selected as a target platform for
regular and monitoring nodes; its computational resources allow it to function as an RPL
router node within the Contiki RPL implementation (Mayzaud et al., 2016). Tmote Sky motes
use 2 AA batteries with a total available energy of 30780 Joules. Referring to Tmote Sky’s
datasheet (Datasheet, 2006), its measurements in different modes of operation are shown
in Table 4. While monitors passively listen to their neighbors, they consume a significant

Table 4. Tmote Sky Measurements in Typical Operating Conditions (Datasheet, 2006)

Parameter Default Value

Maximum supply voltage 3.6 +
Radio transmitting current consumption 17.4 <�
Radio receiving current consumption 19.7 <�
Radio on current consumption 365 `�
Power down current consumption 1 `�
Maximum startup time 860 `B
Maximum supply energy 30780 �
Transmit bit rate 250 :1?B

amount of energy, which can be expressed as 4;8BC4=. The total monitoring cost, 4"8 (19), is
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a function of the listening cost, the cardinality of a monitor’s set of a neighbors |# |, and the
number and size of the sniffed packets. Based on the framework of 6LoWPAN (Kushalnagar
et al., 2007), the size of the data packet, hereby denoted B<B6, is 17 bytes for the header frame
in addition to the size of the data payload. Assuming that the payload is 2 bytes, B<B6 is 19
bytes. Acknowledgment packets are not mandatory in IEEE 802.15.4. Nevertheless, since the
target is reliable communication, acknowledgment costs are considered in our computations.
6LoWPAN dedicated 11 bytes to the acknowledgment packet, which is expressed here as
B02: .

To compute the communication cost, 4�8 (20) for IEEE 802.15.4 networks that employ
Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA), there is a fixed energy
cost associated with the Clear Channel Assessment; symbolized as 4���. Moreover, it is nec-
essary to estimate the costs related to the radio energy consumption of receiving and relaying
messages, expressed as 4A4248E4 and 4B4=3 , respectively.

Given Tmote Sky measurements in Table 3, we compute the costs of receiving 4"8 and re-
laying one message of size 19 bytes 4�8 using Equations 19 and 20, respectively. Accordingly,
the default values of the BIP model are obtained and given in Table 5.

Table 5. Default Values of Model Parameters

Parameter Default Value

4"8 0.621 <�
4�8 0.486 <�
4�2C8E4 0.0011 <�
4(;44? 0.02 `�
A4B4AE43�0CC4AH8 50 <�
) 20

4" = 4;8BC4= + 4A4248E4 × B<B6 (19)

4� = 4��� + 4B4=3 × B<B6 + 4A4248E4 × B02: (20)

6.2. Results & Discussion

Experiments are performed on a personal computer with 16 Gigabytes of RAM and 2.20
Gigahertz Intel Core i7 processor. The proposed model is tested using 21 instances, some
of which are of random network topology with variable densities, while the rest are of fa-
mous networks, namely KARATE (Zachary, 1977), DOLPHINS (Lusseau et al., 2003), POL-
BOOKS (Rossi & Ahmed, 2015), FOOTBALL (Girvan & Newman, 2002), POWER (Watts
& Strogatz, 1998), and NETSCIENCE (Newman, 2006). Results are displayed in Table 6,
where the values of the following metrics are recorded:

• number of nodes (|V|), links (|E|), and graph’s density (d),
• percentage of monitors (monitor(%)),
• average number of neighbors per monitor (|N|),
• average energy consumption per node in monitoring, relaying, and state transitions

(Energy cons. (mJ)),
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• percentage of battery consumed for monitoring, relaying and state transitioning from
A4B4AE43�0CC4AH per node (Battery cosns. (%)),
• average number of overheard packets per monitor (msgs), and
• model execution time in seconds (time).

Initially, the model was tested on a relatively sparse topology, that of the KARATE
(Zachary, 1977) network of 34 nodes and 114 links. Fig. 1 pinpoints the optimal placement of
three types of monitors; specifically, the ones that: (1) transitioned from active-monitoring in
the previous period )9−1 to sleep in )9 , (2) transitioned from sleep-monitoring to active in said
periods, and (3) the ones that did not transition at all, i.e., they are monitoring in both periods
)9−1 and )9 . Node labeled 1 represents the 6BR, and the rest of the vertices correspond to the
monitored nodes.

DODAG root

Monitored node

Monitor

Transition to sleep-monitoring

Transition to active-monitoring
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Figure 1. Optimal solution in a given period for the KARATE (Zachary, 1977) network topology with 34 Vertices and 114
edges. A4B4A E43�0CC4A H8 = 1641.6 <� (0.05 % of total power).

Next, we experimented with a slightly denser network, the DOLPHINS (Lusseau et al.,
2003) topology, consisting of 62 nodes and 159 edges; node 1 represents the 6BR. Here, the
multiple instance feature of RPL is exploited. A separate DODAG is created to reduce the
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communication overhead of routing the monitoring data to the 6BR and verify the model’s
placement of the relaying nodes if required. As mentioned in Section 5.2, the optimal place-
ment of the required relays is obtained from the 4G02C A4;0H B2ℎ43D;4 given by procedure
SOLVE_EXACT_MODEL (Algorithm 1).

Fig. 2a shows the original DOLPHINS topology. Creating a separate instance consisting of
monitors only does not provide a connected path between the monitors and the 6BR (except
for monitors 14 and 61). Fig. 5 displays the required relay nodes for an arbitrary period, )9 ,
corresponding to the values of GA8, 9 in the optimal solution of the proposed mathematical
model.
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Figure 2. The DOLPHINS topology (Lusseau et al., 2003) (62 vertices and 159 edges).

Furthermore, we tested the model’s response towards variations in the Right Hand Side
(RHS) vector of the A4B4AE43�0CC4AH8 for the monitoring constraint (Section 4.2 - (8)). Using
the same KARATE topology depicted in Fig. 1, we run 14 trials while varying the node’s
A4B4AE43�0CC4AH8 in the range between 1539 - 307800 <�; which corresponds to 0.05% -
10% of Tmote Sky total power. This particular range is selected as the nodes are incapable of
monitoring the network for the length of the planning horizon on a A4B4AE43�0CC4AH8 below
the range’s lower bound, and the model converges to the same solution with the upper bound
and beyond. The results of these trials are displayed in figures 3a, 3b, and 4.

Fig. 3a shows a clear trend; the more the A4B4AE43�0CC4AH8 constraint is tightened, the
more is the execution time. Fig. 3b, on the other hand, shows the significant effect of the
size of the A4B4AE43�0CC4AH8 on the total energy consumption. The interpretation is that the
tighter the battery constraint, the more is the number of monitoring state transitions since a
node does not have enough power to continue monitoring for several periods, thus goes to
sleep.

A remarkable conclusion emerges from the experimental results: tightening the
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(a)

(b)

Figure 3. Effect of variation of A4B4A E43�0CC4A H8 for the KARATE (Zachary, 1977) topology; ) = 20; (a)
A4B4A E43�0CC4A H8 versus model execution time; (b) A4B4A E43�0CC4A H8 versus network total energy consumption.
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Figure 4. Average energy consumption per node for the KARATE (Zachary, 1977) topology; A4B4A E43�0CC4A H8 = 307800
<� , 2052 <� and 1641.6 <� ; corresponding to 10 %, 0.07% and 0.05% of Tmote Sky total power, respectively; ) = 20.
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A4B4AE43�0CC4AH8 constraint has the advantage of balancing the monitoring role among
nodes. Consequently, the average energy consumption per node decreases. This result is de-
picted in Fig. 4; which shows the average energy consumption per node after 20 periods as
the A4B4AE43�0CC4AH8 is varied between 307800 <�, 2052 <�, and 1641.6 <�; correspond-
ing to 10 %, 0.07% and 0.05% of the total power of Tmote Sky, respectively. This finding
highlights the fact that the size of A4B4AE43�0CC4AH8 should be set with considerable care.

DODAG root

Monitor

Relay

1
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17

19

38

52

57
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6

5541

21

5

25

Figure 5. Monitoring DODAG with the necessary relays for the DOLPHINS Lusseau et al. (2003) topology of 62 Vertices and
159 edges. Node labeled 1 is the root.

Fig. 4 also emphasizes the efficiency of the proposed passive monitoring mechanism, since
the average energy consumption per node does not exceed 300 <� (approximately 0.01% of
its total power); regardless of the size of A4B4AE43�0CC4AH8 for monitoring. It can be seen in
Table 6 and Fig. 6, that the execution time for a dense network of 600 nodes and 17970 links
is approximately 8.5 minutes, which is not exceedingly expensive. However, it is a fact that
computing the exact solution to the BIP model for large-sized networks will be computation-
ally expensive, a result of the NP-hardness of the MVC problem, which is represented in con-
straint 9 (Beame, Impagliazzo, & Sabharwal, 2007). Nevertheless, it is worth mentioning that
the model’s performance was tested under a tight battery constraint, with a A4B4AE43�0CC4AH8
50 <� from a total available power of 30780 �>D;4B of the TMote Sky mote.
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Figure 6. Effect of varying network density on the execution time. Data labels are the number of nodes and links.
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7. Conclusions & Perspectives

Our study presents the exact solution to the minimum monitor assignment problem with a
duty-cycled monitoring approach. The optimal schedule guarantees monitor coverage with
minimum energy consumption. The solution is incorporated into a centralized, passive moni-
toring mechanism that is interoperable with RPL and 6LoWPAN protocols.

The overall findings confirm the proposed model’s effectiveness in achieving full monitor
coverage with minimum energy consumption in all tested network topologies. The results
also confirm that the execution times are tolerable even for relatively large or dense networks.
These conclusions are crucial for the adoption of network monitoring into critical-mission
IoT networks.

Even though the optimization is computed off-line, for benchmarking, we tested how scal-
able the model is, concerning the size and density of networks. We have seen that the ex-
ecution time for relatively dense networks is not very expensive. However, it is a fact that
computing the exact solution to the BIP model for large-sized networks will be computa-
tionally expensive, a result of the NP-hardness of the MVC problem. This fact implies an
exponential lower bound on the running time of solving the proposed linear BIP model. De-
spite the computational limitations, the proposed mechanism can serve as a benchmark for
comparisons and performance evaluation of contemporary models, which has been missing
from the literature.

The proposed models represent a static view of the IoT network, rendering the optimal
solution unrepresentative to a new situation if a significant change in the network topology is
detected. Dynamic models are required to avoid a complete re-optimization of the problem,
which is the current study.
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