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Abstract

The Efficient Determination Criterion (EDC) generalizes the AIC and BIC criteria and provides a class of consistent estimators for the order of a Markov chain. Several authors have addressed the question of choosing between AIC or BIC estimates. The first tends to overestimate the order and the second, though consistent, may lead to underestimation. All these estimators are based on penalized maximum log-likelihood functions. In this work, we study the choice of the optimal penalty term and show that corresponds to neither AIC nor BIC estimators.
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1 Introduction

Let $X^*_t = (X_1, \cdots, X_n)$ be a sample from a multiple Markov chain $X = \{X_n\}_{n \geq 1}$ of unknown order $r$. Assume that $X$ takes value on a finite state space $E$ and that the transition probabilities are given by

$$p(a_{r+1}|a^*_t) = P(X_{n+1} = a_{r+1}^n|X_{n-r+1} = a^*_t)$$

(1.1)

where $a^*_t = a^*_1 a^*_2 \cdots a^*_r \in E^r$.

The approximation of Kullback-Leibler information measure by Neyman-Pearson statistics along with the asymptotic $\chi^2$-distribution of the maximum log-likelihood ratio form
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the basis to derive the Akaike’s information criterion (AIC, Akaike (1974)),
\[
\text{AIC}(k) = -2 \log \hat{L}(k) + 2 \gamma(k), \quad \gamma(k) = |E|^k(|E| - 1).
\]  
(1.2)

Where $|E|$ denotes the cardinality of the set $E$,
\[
\log \hat{L}(k) = \sum_{a_{k+1}} N(a_{k+1}|X^n_1) \log \frac{N(a_{k+1}|X^n_1)}{N(a_k|X^n_1)}, \quad (1.3)
\]
\[
\log \hat{L}(0) = \sum_{a} N(a|X^n_1) \log \frac{N(a|X^n_1)}{n}
\]
and
\[
N(a_k|X^n_1) = \sum_{j=1}^{n-k+1} 1(X_j = a_1, \ldots, X_{j+k-1} = a_k)
\]

that is, the number of occurrences of $a_k^n$ in $X^n_1$. If $k = 0$ we take $N(\cdot|X^n_1) = n$. The sums are taken over positive terms $N(a_{k+1}|X^n_1) > 0$, or else, we convention $0/0$ or $0 \cdot \infty$ as $0$. The function $\gamma(k)$ in the penalty term is just the number of degrees of freedom if all transition probabilities are strictly positive. In the framework of nested model selection $r$ is estimated by
\[
\hat{r}_n = \arg \min_{0 \leq k \leq K} \text{AIC}(k)
\]

where $K$ is an upper bound for $r$, assumed to be finite.

The BIC estimator is an alternative to the AIC, proposed by Tong (1975) and Schwarz (1978), who showed its consistency,

\[
\text{BIC}(k) = -2 \log \hat{L}(k) + \gamma(k) \log n, \quad 0 \leq k \leq K.
\]

(1.4)

Katz (1981) pointed out the inconsistency of AIC estimates. Other authors have addressed the consistency problem for BIC, see, for example, Finesso et al. (1996). More recently, Csiszár and Shields (2000) established the strong consistency for BIC, which strengthens earlier results by removing the assumption that sets up an a priori bound on the order.

Zhao et al. (2001) proposed the EDC criterion that is strongly consistent and from which we can derive the AIC and the BIC criteria by appropriately choosing the penalty function,

\[
\text{EDC}(k) = -2 \log \hat{L}(k) + \gamma(k)c_n.
\]

(1.5)

It is shown that $\hat{r}_n = \arg \min_{0 \leq k \leq K} \text{EDC}(k)$ is strongly consistent if $c_n > 0$ satisfies

\[
\frac{c_n}{\log \log n} \rightarrow \infty \quad \text{and} \quad \frac{c_n}{n} \rightarrow 0.
\]

(1.6)
Our Corollary 2 shows that strong consistency for EDC can be obtained under weaker conditions and without assumption of $K < \infty$. An interesting problem is the best choice for the penalty term $\gamma(k)c_n$. In fact, Csiszár and Shields (2000) posed the problem relative to BIC: “it remains open whether smaller penalty terms suffice for consistency in the absence of a prior bound on the order”. In section 3, we justify why AIC tends to overestimate $r$ and indicates how BIC may lead to possible underestimation. Corollary 1 shows that the best choice is given by

$$EDC_{opt}(k) = -2 \log L(k) + 2|E|^{k+1} \log \log n.$$ 

2 Auxiliary Results

First, observe that for $k > r$ the transition probabilities for the first order Markov chain $Y^{(k)} = \{Y_i^{(k)}\}_{n \geq 1}, Y_i^{(k)} = (X_{n}, \ldots, X_{n+k-1})$, satisfy

$$p(a_{2}^{k+1}|a_{1}^{k}) = P(Y_{n+1}^{(k)} = a_{2}^{k+1}|Y_{n}^{(k)} = a_{1}^{k}) = P(X_{n+k} = a_{k+1}|X_{n}^{n+k-1} = a_{1}^{k}) = p(a_{k+1}|a_{1}^{k}) = p(a_{k+1}|a_{k-r+1}). \quad (2.1)$$

We will assume that $Y^{(r)}$ is an ergodic Markov chain, that is, there exists an equilibrium (stationary) distribution $\pi(\cdot)$ satisfying

$$\lim_{n \to \infty} |P_\nu(Y_n^{(r)} = a_1^r) - \pi(a_1^r)| = 0, \quad \forall a_1^r \in E^r,$$

where $\nu$ is any initial distribution. Denoting $aa_1^{r-1} = (a, a_1, \ldots, a_{r-1})$ we have

$$\pi(a_1^r) = \sum_{b_1^r} \pi(b_1^r)p(a_1^r|b_1^r) = \sum_a \pi(aa_1^{r-1})p(a_r|aa_1^{r-1}).$$

Using the notation

$$\pi(a_1^k) = \pi(a_1^r)p(a_{r+1}|a_1^r) \ldots p(a_k|a_{k-r+1}), \quad k > r \quad (2.2)$$

we obtain

$$\pi(a_1^k) = \sum_a \pi(aa_1^{k-1})p(a_k|aa_1^{k-1}). \quad (2.3)$$

Which shows that $\pi(\cdot)$ defined by (2.2) is a stationary distribution for $Y^{(k)}$.

Proposition 1. Assume that the derived Markov chain $Y^{(r)}$ is ergodic then for $k > r$ the process $Y^{(k)}$ is ergodic with stationary distribution given by (2.2). Moreover, if $g$ is a bounded function then there exist $\alpha_g > 0$ and $0 < \rho < 1$ such that,

$$|E\{g(Y_{j+1}^{(k)})|\mathcal{F}_j\} - E\{g(Y_{j+1}^{(k)})\}| \leq \alpha_g \rho^j, \quad (2.4)$$
where
\[ \mathcal{F}_j = \sigma(X_1, X_2, \ldots, X_j). \]  
(2.5)

The proof of ergodicity is immediate and (2.4) is just Proposition 3.1 from Roussas and Ioannides (1987). Next, we state a version of the Law of Iterated Logarithm from Meyn and Tweedie (1993, theorems 17.0.1 and 17.2.2), adapted for our needs.

**Lemma 1.** Let \( \{Z_n\} \) be an ergodic Markov chain with finite state \( E \) and stationary distribution \( \pi \). Let \( g \) be any function on \( E \) and \( S_n(g) = \sum_{j=1}^{n} g(Z_j) \). Then, for

\[
\sigma^2_g = E_\pi\{g^2(Z_1)\} + 2 \sum_{j=2}^{n} E_\pi\{g(Z_1)g(Z_j)\}
\]
(2.6)

we have almost surely
\[
\lim_{n \to \infty} \frac{1}{\sqrt{n}} |S_n(g) - E_\pi\{S_n(g)\}| = 0, \quad \text{if } \sigma^2_g = 0,
\]
and for \( \sigma^2_g > 0 \)
\[
\liminf_{n \to \infty} \frac{S_n(g) - E_\pi\{S_n(g)\}}{\sqrt{2\sigma^2_g n \log \log n}} = -1 \quad \text{and} \quad \limsup_{n \to \infty} \frac{S_n(g) - E_\pi\{S_n(g)\}}{\sqrt{2\sigma^2_g n \log \log n}} = 1,
\]
(\( E_\pi \): expectation with initial distribution \( \pi \); a.s.: almost surely).

**Lemma 2.** If \( Y^{(r)} \) is ergodic then for \( k \geq r \) and \( a_{k+1}^{k+1} \in E^{k+1} \) we have a.s.

\[
\lim_{n \to \infty} \sup_{k \geq r} \frac{[N(a_{k+1}^{k+1}|X^n) - N(a_{k}^{k}|X^n)p(a_{k+1}|a_{k})]^2}{n \log \log n} = 2\pi(a_{k+1}^{k+1})(1 - p(a_{k+1}|a_{k}^{k})).
\]
(2.7)

**Proof.** Define
\[
g(Y_j^{(k+1)}) = 1(Y_j^{(k+1)} = a_{k+1}^{k+1}) - 1(Y_j^{(k)} = a_k^{k})p(a_{k+1}|a_{k}^{k})
\]
and
\[
S_n(g) = \sum_{j=1}^{n-k} g(Y_j^{(k+1)})
= N(a_{k+1}^{k+1}|X^n) - N(a_k^{k}|X^n)p(a_{k+1}|a_k^{k}) + o(\delta_n).
\]

The term \( o(\delta_n) \) stands for
\[
A_n = o(\delta_n) \quad \text{if} \quad \frac{A_n}{\delta_n} \to \infty \quad \text{for any} \quad \delta_n \to \infty.
\]
(2.8)
Since $E_x\{g(Y_{(k+1)})\} = 0$ we have

\[ S_n(g) - E_x\{S_n(g)\} = N(a_{(k+1)}^k | X_n^k) - N(a_{(k+1)}^k | A_k) p(a_{(k+1)}^k | a_{(k+1)}^k) + o(\delta_n). \]

Also, since $\pi$ is the stationary distribution we have by (2.2)

\[ E_x\{g^2(Y_{(k+1)})\} = \pi(a_{(k+1)}^k)(1 - p(a_{(k+1)}^k | a_{(k+1)}^k)) \]

and for $F_j$ defined by (2.5) we have for $j \geq 1$

\[ E\{1(Y_{(k+1)}^j = a_{(k+1)}^j) | F_{j+k-1}\} = E\{1(Y_{(k+1)}^j = a_{(k+1)}^j) | X_{j+k} = a_{(k+1)}^j | F_{j+k-1}\} = 1(Y_{(k+1)}^j = a_{(k+1)}^j) p(a_{(k+1)}^k | a_{(k+1)}^k). \]

Since $Y_{(k+1)}^j$ is $F_{j+k-1}$-measurable we have

\[ E_x\{g(Y_{(k+1)}^j) | F_{j+k-1}\} =
\]

\[ = g(Y_{(k+1)}^j) [E\{1(Y_{(k+1)}^j = a_{(k+1)}^j) | F_{j+k-1}\} - 1(Y_{(k+1)}^j = a_{(k+1)}^j) p(a_{(k+1)}^k | a_{(k+1)}^k)] = 0. \]

Let $\sigma^2_\theta = E_x\{g^2(Y_{(k+1)}^1)\} = \pi(a_{(k+1)}^k)(1 - p(a_{(k+1)}^k | a_{(k+1)}^k))$. Applying Lemma 1 we have (2.7) for $\sigma^2_\theta \geq 0$.

### 3 Optimal Penalty Term

For $k \geq r$ the log-likelihood function satisfies

\[ \log L(k) = \sum_{a_{(k+1)}^k} N(a_{(k+1)}^k | X_n^k) \log p(a_{(k+1)}^k | a_{(k+1)}^k) \]

\[ = \sum_{a_{(k+1)}^k} N(a_{(k+1)}^k | X_n^k) \log p(a_{(k+1)}^k | a_{(k-1)+1}) \]

\[ = \log L(r) + o(\delta_n) \tag{3.1} \]

where $o(\delta_n)$ is defined by (2.8). Similarly, for $0 \leq k < r$ we can write

\[ \log \hat{L}(k) = \sum_{a_{(k+1)}^k} N(a_{(k+1)}^k | X_n^k) \log \frac{N(a_{(r+1-k)}^k | X_n^k)}{N(a_{(r+1-k)}^k | X_n^k)} + o(\delta_n). \tag{3.2} \]

For $k \geq r$ define

\[ E_{(k+1)}^k = \{ a_{(k+1)}^k : \pi(a_{(k+1)}^k) > 0 \} \quad \text{and} \quad \gamma_+(k) = \sum_{a_{(k+1)}^k \in E_{(k+1)}^k} (1 - p(a_{(k+1)}^k | a_{(k+1)}^k)) \tag{3.3} \]
and for $0 \leq k < r$ let

$$
\delta(k) = \sum_{a_1} \pi(a_1) p(a_{r+1} | a_1') \log \left\{ \frac{p(a_{r+1} | a_1')}{q(a_{r+1} | a_{r-k+1}')} \right\}
$$

(3.4)

where $q(a_{r+1} | a_{r-k+1}') = \sum_{a_2} \pi(a_2')$ and

$$
q(a_{r+1} | a_{r-k+1}') = \frac{\sum_{a_2} \pi(a_2')}{\sum_{a_2} \pi(a_2')}, \quad 0 < k < r.
$$

Lemma 3. Assume that $Y^{(r)}$ is ergodic.

(i) If $k \geq r$ then

$$
\log \hat{L}(k) - \log \hat{L}(k) \geq o(\delta_n) \quad \text{and} \quad \limsup_{n \to \infty} \frac{\log \hat{L}(k) - \log \hat{L}(k)}{\log \log n} = \gamma_+(k) \quad \text{a.s.} \quad (3.5)
$$

(ii) If $0 < k < r$ then $\delta(k) > 0$, $\delta(k) \geq \delta(k + 1)$ and

$$
\lim_{n \to \infty} \frac{\log \hat{L}(r) - \log \hat{L}(k)}{n} = \delta(k) \quad \text{a.s.} \quad (3.6)
$$

Proof. (a) For $k \geq 0$ we have

$$
\log \hat{L}(k + 1) - \log \hat{L}(k) \geq o(\delta_n). \quad (3.7)
$$

From (1.3) and Jensen’s inequality,

$$
\log \hat{L}(k + 1) - \log \hat{L}(k) = \sum_{a_{k+2}} N(a_{k+2} | X^n_1) \log \left\{ \frac{N(a_{k+2} | X^n_1) N(a_{k+1} | X^n_1)}{N(a_{k+2} | X^n_1)} \right\} + o(\delta_n)
$$

$$
\geq - \sum_{a_{k+1}} N(a_{k+1} | X^n_1) \log \left\{ \frac{N(a_{k+2} | X^n_1)}{N(a_{k+1} | X^n_1)} \right\} + o(\delta_n) = o(\delta_n).
$$

(b) From (3.1) we can write for $k \geq r$

$$
\log \hat{L}(k) - \log L(k) = - \sum_{a_{k+1}} N(a_{k+1} | X^n_1) \log (1 + z_n(a_{k+1}))
$$

where

$$
z_n(a_{k+1}) = \frac{N(a_{k+1} | X^n_1) p(a_{k+1} | a_{k+1}^k) - N(a_{k+1} | X^n_1)}{N(a_{k+1} | X^n_1)}.
$$
Using Large Numbers for Markov chains (see, for example, Dacunha-Castelle and Duflo (1986)) we have

\[
\frac{N(a_i^t | X_i^t)p(a_{k+1} | a_i^t)}{N(a_i^t | X_i^t)} \xrightarrow{a.s.} 1 \quad \text{and} \quad z_n(a_{k+1}^{k+1}) \xrightarrow{a.s.} 0.
\]

Now, we use the inequality

\[
-z + \frac{\beta - 1}{2\beta} z^2 \leq -\log(1 + z) \leq -z + \frac{\beta + 1}{2\beta} z^2,
\]

where \( \beta > 1 \) and \( -\frac{1}{\beta + 1} < z < \frac{1}{\beta - 1} \). Since for all \( a_{k+1}^{k+1} \in E^{k+1} \) and \( n \) large we have \( z_n(a_{k+1}^{k+1}) \) small,

\[
\sum_{a_{k+1}^{k+1}} N(a_{k+1}^{k+1} | X_i^n) z_n(a_{k+1}^{k+1}) = o(\delta_n)
\]

and we can write as \( \beta \to \infty \)

\[
\log \hat{L}(k) - \log L(k) = \frac{1}{2} \sum_{a_{k+1}^{k+1}} N(a_{k+1}^{k+1} | X_i^n) z_n^2(a_{k+1}^{k+1}) + o(\delta_n).
\]

Since \( \frac{N(a_{k+1}^{k+1} | X_i^n)}{n} \xrightarrow{a.s.} \pi(a_{k+1}^{k+1}) \) we have from Lemma 2,

\[
\limsup_{n \to \infty} \frac{\log \hat{L}(k) - \log L(k)}{\log \log n} = \sum_{a_{k+1}^{k+1} \in E^{k+1}} (1 - p(a_{k+1} | a_i^t)) = \gamma^+(k). \ a.s.
\]

(c) Let \( 0 \leq k < r \). Since \( r \) is the true order we cannot have \( p(a_{r+1} | a_i^t) = q(a_{r+1} | a_{r-k+1}) \) for all \( a_{r+1}^{r+1} \in E^{r+1} \). From (3.4) we have

\[
\delta(k) = -\sum_{a_i^t} \pi(a_i^t) \sum_{a_{r+1}} p(a_{r+1} | a_i^t) \log \left( \frac{q(a_{r+1} | a_{r-k+1})}{p(a_{r+1} | a_i^t)} \right)
\]

and from Jensen’s inequality

\[
\delta(k) > -\sum_{a_i^t} \pi(a_i^t) \log \left( \sum_{a_{r+1}} q(a_{r+1} | a_{r-k+1}) \right) = 0.
\]

From (3.2) we have

\[
\log \hat{L}(k) - \log \hat{L}(r) = \sum_{a_i^t} N(a_{r+i}^{r+1} | X_i^n) \log \left\{ \frac{N(a_{r+i}^{r+1} | X_i^n)}{N(a_i^t | X_i^n)} \cdot \frac{N(a_{r-k+1}^{r+1} | X_i^n)}{N(a_i^t | X_i^n)} \right\} + o(\delta_n).
\]
By the Law of Large Numbers,
\[
\frac{N(a_{r+k+1}^r | X^n)}{N(a_{r+k+1}^r | X^n)} \xrightarrow{a.s.} \frac{\sum_{a_{r-k}^r} \pi(a_{r+1}^r)}{\sum_{a_{r-k+1}^r} \sum_{a_{r-k}^r} \pi(a_{r+1}^r)} = q(a_{r+1}^r | a_{r-k+1}^r)
\]
and since $E$ is finite we have
\[
\lim_{n \to \infty} \frac{\log \hat{L}(k) - \log \hat{L}(r)}{n} = -\delta(k) \text{ a.s.}
\]

Using (3.7) and writing
\[
\frac{\log \hat{L}(k+1) - \log \hat{L}(r)}{n} = \frac{\log \hat{L}(k+1) - \log \hat{L}(k)}{n} + \frac{\log \hat{L}(k) - \log \hat{L}(r)}{n}
\]
we conclude that $\delta(k) \geq \delta(k+1)$.

**Theorem 1.** Assume that $E$ contains at least two elements and that for all $a_{r+1}^r \in E^{r+1}$ we have $p(a_{r+1}^r | a_r^r) > 0$. Moreover, assume that $c_n$ satisfies
\[
\liminf_{n \to \infty} \frac{c_n}{\log \log n} \geq \frac{2|E|}{|E| - 1} \text{ and } \limsup_{n \to \infty} \frac{c_n}{n} = 0. \tag{3.8}
\]
Then,
\[
\limsup_{n \to \infty} \frac{\text{EDC}(k) - \text{EDC}(r)}{\log \log n} \geq 2\gamma(r) \text{ a.s., } k > r \tag{3.9}
\]
and the lim sup is increasing on $k$. Also,
\[
\lim_{n \to \infty} \frac{\text{EDC}(k) - \text{EDC}(r)}{n} = 2\delta(k) \text{ a.s., } 0 \leq k < r \tag{3.10}
\]
and the limit is decreasing on $k$.

**Proof.** (a) Since all entries of the transition probabilities are strictly positive we have $Y^{(r)}$ ergodic.

(b) Let $k > r$. From (3.3) we have
\[
\gamma_+(k) = \gamma(k) = |E|^k(|E| - 1) > 0.
\]
From (1.5) and (3.1) we can write
\[
\text{EDC}(r+1) - \text{EDC}(r) = -2[\log \hat{L}(r+1) - \log L(r+1)] + 2[\log \hat{L}(r) - \log L(r)] + 2\gamma(r)(|E| - 1)c_n + o(\delta_n).
\]
If \( c_n \) satisfies (3.8) we have from Lemma 3
\[
0 \leq \liminf_{n \to \infty} \frac{\log \hat{L}(r+1) - \log L(r+1)}{\log \log n} \leq 2\gamma(r+1) \text{ a.s.}
\]
and
\[
\limsup_{n \to \infty} \frac{\EDC(r+1) - \EDC(r)}{\log \log n} \geq 2\gamma(r) \text{ a.s.}
\]
Similarly, for \( k \geq r+1 \) we have
\[
\limsup_{n \to \infty} \frac{\EDC(k+1) - \EDC(k)}{\log \log n} \geq 2\gamma(k) \text{ a.s.}
\]
Thus, the monotonicity and (3.9) follows.

(c) Let \( 0 \leq k < r \). Since \( \frac{c_n}{n} \to 0 \) we have from (3.10)
\[
\lim_{n \to \infty} \frac{\EDC(k) - \EDC(r)}{n} = 2\delta(k) \text{ a.s.}
\]
with \( \delta(k) \geq \delta(k+1) > 0 \).

Note that for the AIC estimate we have \( c_n = 2 \) and
\[
\liminf_{n \to \infty} \frac{\text{AIC}(k) - \text{AIC}(r)}{\log \log n} \leq -2\gamma(k) + 2\gamma(r) < 0, \quad k > r.
\]
So that AIC is not consistent and overestimation of the true order could occur.

As for the BIC estimate we have \( c_n = \log n \) and the contribution of the penalty term is larger than necessary. Let \( k < r \), then, if \( n \) is not large enough we could have
\[
(\gamma(r) - \gamma(k)) \log n > (-2\log \hat{L}(k) + 2\log \hat{L}(r))
\]
and since \( (\gamma(k) - \gamma(r)) \log n < 0 \) this may lead to possible underestimation. To avoid preponderancy of the penalty term one needs to take \( c_n \) smaller than \( \log n \) but sufficiently large to guarantee the consistency of the estimator. Our Theorem 1 indicates that \( c_n \) can be taken of the form \( c_n = \alpha \log \log n \), where the constant \( \alpha \) satisfies \( \alpha \geq \frac{2|E|}{|E| - 1} \). In this case, for \( k < r \) we have
\[
\EDC(k) - \EDC(r) > \text{BIC}(k) - \text{BIC}(r).
\]
It remains to determine the optimal choice of \( \alpha \). Note that, for \( c_n = \alpha \log \log n \) we have
\[
\liminf_{n \to \infty} \frac{\EDC(r+1) - \EDC(r)}{\log \log n} = -2\gamma(r+1) + 2\liminf_{n \to \infty} \frac{\log \hat{L}(r) - \log L(r)}{\log \log n} + \alpha(\gamma(r+1) - \gamma(r)).
\]
Since \(2(\log \hat{L}(r) - \log L(r))\) has asymptotic \(\chi^2\) distribution (cf. Billingsley (1961)) we necessarily have \(\lim_{n \to \infty} \frac{\log \hat{L}(r) - \log L(r)}{\log \log n} < \gamma(r)\). Now, to assure

\[-2\gamma(r + 1) + \alpha(\gamma(r + 1)) - \gamma(r)) \geq 0\]

we need \(\alpha \geq \frac{2|E|}{|E| - 1}\). This leads to the optimal choice \(c_n = \frac{2|E|}{|E| - 1} \log \log n\) and the EDC takes a particularly simple form

\[ \text{EDC}_{opt}(k) = -2\log \hat{L}(k) + 2|E|^{k+1} \log \log n. \] (3.13)

**Corollary 1.** Under conditions of Theorem 1, with \(c_n = \alpha \log \log n\) for some \(\alpha > 0\), the optimal penalty term is given by \(2|E|^{k+1} \log \log n\) and the optimal estimator is given by (3.13).

Our Theorem 1 also shows that the consistency of EDC criterion without the finite boundness assumption for the true order and under weaker conditions than (1.6).

**Corollary 2.** If \(Y(r)\) is ergodic and (3.8) holds then the BIC and EDC estimates are consistent. Moreover, (3.9) and (3.10) hold with \(\gamma_+(r)\) in place of \(\gamma(r)\).
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