
HAL Id: hal-03632799
https://hal.science/hal-03632799

Submitted on 31 May 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Modeling the organic matter of water using the decision
tree coupled with bootstrap aggregated and

least-squares boosting
H. Tahraoui, Abdeltif Amrane, A.-E. Belhadj, J. Zhang

To cite this version:
H. Tahraoui, Abdeltif Amrane, A.-E. Belhadj, J. Zhang. Modeling the organic matter of water us-
ing the decision tree coupled with bootstrap aggregated and least-squares boosting. Environmental
Technology and Innovation, 2022, 27, pp.102419. �10.1016/j.eti.2022.102419�. �hal-03632799�

https://hal.science/hal-03632799
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Environmental Technology & Innovation 27 (2022) 102419

(

Contents lists available at ScienceDirect

Environmental Technology & Innovation

journal homepage: www.elsevier.com/locate/eti

Modeling the organicmatter of water using the decision tree
coupledwith bootstrap aggregated and least-squares boosting
Hichem Tahraoui a,∗, Abdeltif Amrane b, Abd-Elmouneïm Belhadj a, Jie Zhang c

a Laboratory of Biomaterials and Transport Phenomena (LBMPT), University of MÉDÉA, Nouveau Pôle Urbain, Médéa
University, 26000 Médéa, Algeria
b Univ Rennes, Ecole Nationale Supérieure de Chimie de Rennes, CNRS, ISCR – UMR6226, F-35000 Rennes, France
c School of Engineering, Merz Court, Newcastle University, Newcastle Upon Tyne NE1 7RU, UK

a r t i c l e i n f o

Article history:
Received 10 September 2021
Received in revised form 23 December 2021
Accepted 8 February 2022
Available online 16 February 2022

Keywords:
Water
Physic-chemical parameters
Organic matter
Modeling
Decision tree
Bootstrap aggregates
Least-squares boosting

a b s t r a c t

The purpose of the work is to investigate the use of decision tree (DT) enhanced by
bootstrap aggregates (Bag) and least-squares boosting (Lsboost) in modeling the organic
matter of water according to its physicochemical parameters. An entire database of 500
samples of 21 physicochemical parameters, including organic matter, was used to build
the DT, DT_Bag, and DT_Lsboost models. Training data (364 data points) is resampled
using a bootstrap technique to form different training datasets to train different models.
The models built were validated by a dataset of 91 samples. The predicted outputs
obtained from the developed DT models are then combined by simple averaging. On
the other hand, the data was also boosted with the Lsboost technical aid to increase
the strength of a weak learning algorithm. The model trains the first weak learner with
equal weight across all data points in the training set, then trains all other weak learners
based on the updated weight aimed at the validation result to minimize the squared
error medium. Good agreement between the predicted and experimental organic matter
concentrations for the DT_Lsboost model was obtained (the correlation coefficient for
the validation dataset was 0.9992), followed by the DT-Bag model with a correlation
coefficient of 0.9949. The comparison between DT, DT_Bag, and DT_Lsboost revealed the
superiority of the DT_Lsboost model (the mean root of the squared errors for the dataset
were 0.1295 for the DT_Lsboost, 0.1664 for the DT_Bag, and 0.5444 for the DT). These
results show that Lsboost technology dramatically improved the DT model. This result
is also confirmed by the results of tests on models (interpolation data of 45 points). It
should also be noted that the Bag technique was also very effective in optimizing the
DT model, as the results obtained with this technique were very close to the DT_Lsboost
model.
©2022 TheAuthors. Published by Elsevier B.V. This is an open access article under the CCBY

license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Water treatment is essential due to the unavailability of potable water and its scarcity in developing countries in Africa
Tahraoui et al., 2021b). Algeria, like these countries, faces the problem of drinking water due to the overloading of the
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coastline, disparities between rural and urban areas, periods of drought, and increased pollution (Teghidet, 2004). These
factors are all equally destabilizing the already precarious balance of the environment. However, industrial, agricultural
and urban development remains the major problem that alters water quality and makes it dangerous (Tahraoui et al.,
2020). This is the case of the Médéa region, which is experiencing diversification and increasing the number of pollutants
released into the aquatic environment without treatment (Tahraoui et al., 2020), especially organic matter. To protect and
meet the needs of drinking water consumers for people and on an industrial scale, there is a great demand to harness
water purification and make it potable. This is why treatment plants and water quality monitoring have been installed in
many important water sources, intending to improve the ecosystem and human health and help to support drinking water
production (Ding et al., 2014; Ho et al., 2019). However, the parameter analysis of organic matter still requires special
attention (Baptista et al., 2015) because organic matter is currently a problem for drinking water treatment plants. Indeed,
the main problems generated are globally the degradation of the organoleptic quality, the bacterial development in the
pipes of the distribution network and consequently the aggravation of corrosion, and significant consumption of chlorine
during disinfection (LeChevallier, 1990). However, monitoring the organic matter and sampling water satisfactorily over
an uninterrupted period is expensive and time-consuming. This limits datasets to scattered sampling points throughout
the year and restricts the habits of water resources management studies and the calibration and validation of water quality
models (Libera and Sankarasubramanian, 2018). To overcome this problem in better water management, improving water
quality is a vital step (Noori et al., 2020). Various modeling methods have been developed over the past decades to improve
the accuracy of predictions of water quality parameters (Noori et al., 2020). The modeling of exceptional water variables
in the surface water is today considered a water-saving technique that can lead to significant price savings thanks to the
capacity of these indirect models, which succeed in predicting the values water variables (Rajaee et al., 2020). However,
older models have the complexity of precise water quality resolution and the sophistication of water quality time series
(Rajaee et al., 2020). For example, multiple linear regression (MLR) (Melesse et al., 2011; Rajaee et al., 2009), multiple
nonlinear regression (NLMR) (Melesse et al., 2011), the Mann–Kendall trend test (MK) (Kisi and Ay, 2014) and the built-in
auto-regression moving average models (ARIMA) (Faruk, 2010; Melesse et al., 2011).

Currently, several researchers have used machine learning to predict water quality due to their ability to solve
nvironmental problems (Tahraoui et al., 2021a), which can solve highly nonlinear problems and time series sophistication
roblems of water quality and does not require any knowledge of process physics (Noori et al., 2020). Some of these studies
nclude environmental assessment based surface water quality : A study has been initiated to tune hyper-parameters of
irect-Acting Neural Network (FFNN) and gene expression programming (GEP) with particle swarm optimization (PSO)
o predict levels of the dissolved oxygen (DO) and total dissolved solids (TDS) (Shah et al., 2021b). The most influential
nput parameters for DO and TDS prediction were determined using principal component analysis (PCA). The results of
he modeling indicated an excellent search efficiency of the PSO algorithm in the optimization of the structure and the
yper-parameters of the FFNN and GEP. PCA results revealed that magnesium, chloride, sulfate, bicarbonates, specific
onductivity, and water temperature are suitable inputs for DO modeling, while; calcium, magnesium, sodium, chloride,
icarbonates and specific conductivity remained the influential parameters for TDS. The two hybrid models offered showed
etter accuracy in the prediction of DO and TDS; however, the hybrid PSO-GEP model achieved better accuracy than the
SO-FFNN with an R value greater than 0.85, the error root mean square (RMSE) less than 3 mg/ L and performance
ndex value close to 1. The external validation criteria confirmed the overfitting problem solved and the generalized
esults of the models. Cross-validation of the model output achieves the best statistical metrics, i.e. (R = 0.87, RMSE
2.67) and (R = 0.895, RMSE = 2.21) for PSO-FFNN and PSO-GEP models, respectively. The results demonstrated

that implementing artificial intelligence models with an optimization routine can lead to models optimized for accurate
prediction of water quality. Another study examined the ability of several types of Artificial Intelligence (AI) models to
model four key water quality variables namely electrical conductivity (EC), sodium adsorption ratio (SAR), Total dissolved
solids (TDS) and sulfate (SO4

2−) using a dataset obtained from 90 wells in the plain of Tabriz, Iran; evaluated by the
k-fold test (Shiri et al., 2021). Two different modeling scenarios were established to make simulations using other
quality parameters and geographic information. The results obtained confirmed the capacities of AI models to model
the quality variables of groundwater from wells. Among all the applied AI models, the developed machine-firefly hybrid
support vector algorithm (SVM-FFA) model led to the best predictability performances for the two scenarios studied.
The introduced computer aid methodology provided reliable technology for groundwater monitoring and assessment. A
study was aimed to predict total dissolved solids (TDS), potential salinity (PS), sodium adsorption ratio (SAR), percent
exchangeable sodium (ESP), magnesium adsorption ratio (MAR) and residual sodium carbonate (RSC) parameters by
Conductivity (EC), Temperature (T) and pH as inputs (Bilali et al., 2021). To achieve this goal, adaptive amplification
(Adaboost), random forest (RF), artificial neural network (ANN) and support vector regression (SVR) models using 520
samples of data related to fourteen groundwater quality parameters in the Berrechid aquifer (Morocco) were developed
and evaluated. The results revealed that the overall prediction performance of the Adaboost and RF models is superior
to that of SVR and ANN. However, the ability to generalize and the sensitivity to input variables show that the ANN and
SVR models were more generalizable and less sensitive to input variables than Adaboost and RF. Overall, the models
developed are valuable for predicting irrigation water quality parameters and could help farmers and policy makers to
manage irrigation water strategies. The approaches developed in this study showed to be promising in low-cost, real-
time prediction of groundwater quality through the use of physical parameters as input variables. Another study aimed
to identify the relationship between water quality parameters and sources of contamination using basic radial function
2
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(RBF) networks (Panneerselvam et al., 2021). The main objective of the study was to understand the prioritization of the
ionic concentration in terms of groundwater quality. In addition, multivariate statistical analysis of groundwater for 30
sampling locations was performed. Piper and Gibbs revealed that the rock–water interaction, the ion exchange process, the
weathering of host rocks were the main processes that influence the quality of groundwater in the studied area. Principal
component analysis (PCA) of groundwater confirmed that two phenomena, namely geogenic and anthropogenic activities
govern the chemical composition of groundwater. These major phenomena were validated by hierarchical cluster analysis
(HCA) and K-mean cluster analysis. The RBF network revealed that the anion (R2

= 0.95) plays a more important role in
the quality of groundwater than the cations (R2

= 0.901). The major sources of contamination observed in the studied
area are weathering of host rocks, ion exchange process, and excess utilization of synthetic fertilizers. The leachate from
landfills and agricultural fields could be the source of a higher concentration of anions in groundwater chemistry, and this
leads to an increase in the pH value in groundwater. The authors suggested an integrated approach involving a corrective
measure to be followed to avoid the contamination of groundwater in the study area. The results can provide useful
information to the decision maker regarding the risk management of groundwater pollution mainly in arid and semi-arid
regions. A methodology was also previously presented for the pre-processing of datasets and the optimization of inputs to
reduce the complexity of modeling (Shah et al., 2021a). The objective of this study was achieved by employing a two-tailed
detection approach for the elimination of outliers and an exhaustive search method to select essential modeling inputs.
Subsequently, the Adaptive Neuro-Fuzzy Inference System (ANFIS) was applied to model electrical conductivity (EC) and
total dissolved solids (TDS) in the upper Indus River. A larger dataset from a 30-year historical period, measured monthly,
was used in the modeling process. The predictive capacity of the models developed was estimated by statistical evaluation
indicators. In addition, the 10-fold cross-validation method was used to solve the modeling overfitting problem. The results
of the input optimization indicate that Ca2+,Na + and Cl− are the most relevant inputs to use for CE. Meanwhile, Mg2+,
HCO3− and SO2−

4 were selected to model TDS levels. The optimal ANFIS models for EC and TDS data showed R values of
0.91 and 0.92 and root mean square error (RMSE) results of 30.6 µS/ cm and 16.7 ppm, respectively. The optimal ANFIS
structure included a hybrid learning algorithm with 27 fuzzy rules of triangular fuzzy membership functions for EC and a
Gaussian curve for TDS modeling, respectively. Obviously, the results of the study revealed that ANFIS modeling, aided by
the technique of data pre-processing and input optimization, is an appropriate technique to simulate the quality of surface
water. This could be an effective approach to minimize the complexity of modeling and develop appropriate management
and mitigation measures.

In this work, the decision tree (DT) method is coupled by two techniques: bagging bootstrap aggregation (DT_Bag)
and gradient boosted using least-squares boosting (DT_Lsboost) for the prediction of organic matter based on physical
and chemical parameters and to compare them to select the most effective modeling method. Indeed, to our knowledge,
a complexation between the decision tree with least-squares boosting (DT_Lsboost) and bagging bootstrap aggregation has
never been used to predict organic matter content in the Médéa region in Algeria. Moreover, such a comparison has never
been made before. The paper is organized as following. Section 2 presents the analysis of raw water and treated water
in the Medea region to create the database; modeling of organic matter using the decision tree (DT) method coupled by
two techniques: bagging bootstrap aggregation (DT_Bag) and gradient boosted using least-squares boosting (DT_Lsboost).
Section 3 presents a comparison between different batteries models: a comparison between DT, DT_Bag, and DT_Lsboost.
The last section concludes the paper.

2. Materials and methods

2.1. Database

The data used in this study were those related to the analysis of raw water and treated water in the Médéa region.
The analyses were carried out according to the water analysis book by Jean Rodier 9th edition (Rodier et al., 2009).

The output variable is the Organic matter. On the other hand, the inputs variables (the physicochemical parameters)
are listed in Table 1.

2.2. Prediction methods

Several methods have been applied to solve problems associated with the prediction and modeling of complex
nonlinear systems. These strategies are particularly beneficial when such systems are challenging to model by using
traditional methods (Jamin, 2010). This study investigates and contrast the use of 3 techniques for predicting organic
matter doses from physicochemical water parameters. These methods are DT, DT_Bag, and DT_Lsboost.

The database was normalized once in the interval [-1, + 1] using the mapminmax function of MATLAB [31], divided
into two sections for three modeling methods (DT, DT_Bag, and DT_Lsboost): 80% of the dataset for training and 20% of
the remaining samples, which were not currently involved in model training, were used for model validation (Badaoui
et al., 2012). The data normalization is carried out as:

xN = 2
(

x − xmin
)

− 1 (1)

xmax − xmin

3
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Table 1
The variable physicochemical parameter inputs.
Variables Symbol Unit

Conductivity X1 µS cm−1

Turbidity X2 NTU
Potential hydrogen X3 –
Hardness X4 mg L−1

Calcium X5 mg L−1

Magnesium X6 mg L−1

Total alkalimetric titer X7
◦F

Bicarbonate X8 mg L−1

Chlorides X9 mg L−1

Nitrogen dioxide X10 mg L−1

Ammonium X11 mg L−1

Nitrates X12 mg L−1

Phosphate X13 mg L−1

Sulfate X14 mg L−1

Sodium X15 mg L−1

Potassium X16 mg L−1

Manganese X17 mg L−1

Iron X18 mg L−1

Aluminum X19 mg L−1

Dry residues X20 mg L−1

Where: XN is the normalized value, xmax and xmin are the maximum and minimum values respectively; and x is the
actual value. The Correlation Coefficient (R), Coefficient of Determination (R2), Adjusted Coefficient (R2

adj), Root Mean
Square Error (RMSE), Mean Square Error (MSE) and Mean Absolute Error (MAE) were used to estimate the performance
of each model. These are calculated using the following equations (Belsley et al., 1980; Bousselma et al., 2021; Hong et al.,
2007).

R =

∑N
i=1

(
yexp − yexp

) (
ypred − ypred

)√∑N
i=1

(
yexp − yexp

)2∑N
i=1

(
ypred − ypred

)2 (2)

R2
adj = 1 −

(
1 − R2

)
(N − 1)

N − K − 1
(3)

RMSE =

√( 1
N

)( N∑
i=1

[(
yexp − ypred

)]2) (4)

MSE =

(
1
N

)( N∑
i=1

(
yexp − ypred

)2) (5)

MAE =

(
1
N

) N∑
i=1

⏐⏐yexp − ypred
⏐⏐ (6)

Where N is the number of data samples; K is the number of variables (inputs); yexp and ypred are the experimental and
he predicted values respectively; yexp and ypred are respectively the average values of the experimental and the predicted
values (Dolling and Varas, 2002; Manssouri et al., 2014, 2011).

2.2.1. Decision tree
The decision tree method is a universal and well-known classification and regression algorithm, where testers can

verify internal constructs or application performance. The decision tree includes an algorithm that is tree-like in nature
with branches from the base of the root node on the Greed Recursive algorithm, takes advantage of the attribute with
the best weight to obtain facts, verifies the report facts ratio and the Gini coefficient at each division step until the
section node is taken into account (the target attribute) (Ahmadi et al., 2014; Al-Anazi and Gates, 2010; Lukoševičius
and Jaeger, 2009; Yu et al., 2017a,b). Information gain (Lee and Lee, 2006), information gain ratio (Dai and Xu, 2013) and
Gini coefficient (Yitzhaki, 1979) were used to calculate the weighting of chemical variables simultaneously. Facts gain
measures the importance of traits in the evaluated characteristic, such as the difference between the actual requirement
and the new requirement as given by Eq. (7).

Gain A = Info D − Info D (7)
( ) ( ) A ( )

4
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Where Info is the original expectation information, and InfoA is the new expectation information. The information
gain ratio corrected the shortcoming of information gain, which was always prone to choosing multi-valued attributes by
using split information value and reduced the bias caused by the information gain. The split information value represents
the potential information generated by splitting the training dataset D into v partitions, corresponding to v outcomes on
attribute A

SplitInfoA (D) =

v∑
j=1

⏐⏐Dj
⏐⏐

|D|
− log2

(⏐⏐Dj
⏐⏐

D

)
(8)

And the gain ratio is defined as:

GainRatio (A) =
Gain (A)

SplitInfo (A)
(9)

SplitInfoA (D) =

v∑
j=1

⏐⏐Dj
⏐⏐

|D|
− log2

(⏐⏐Dj
⏐⏐

D

)
(10)

And the gain ratio is defined as:

GainRatio (A) =
Gain (A)

SplitInfo (A)
(11)

Whereas the Gini coefficient measured the impurity of the samples:

Gini (D) = 1 −

v∑
j=1

p2i (12)

The average Gini index is defined as:

Gini (D) =

v∑
j=1

|Di|

|D|
× Gini (D) (13)

Based on the results provided the attribute with the highest weight among them at each calculation step is chosen as
the division attribute.

The development of the decision tree model involves the following steps:
(1) Collection of experimental data.
(2) Define the input variables and the corresponding output variables.
(3) Data pre-processing and analysis (normalization of database).
(4) Scaling and splitting of data for the learning, validation and test phases.
(5) Optimization of the decision tree parameters (Breiman et al., 1984; Loh, 2002; Loh and Shih, 1997): The selection

of decision tree parameters is affected by three main factors:

• Max Number Splits: Maximal number of decision splits.
• Min Leaf Size: Minimum number of leaf node observations.
• Min Parent Size: Minimum number of branch node observations.

Where, optimization of the parameters (Min Leaf Size, Min Parent Size and Max Number Splits) were carried out in order
to obtain a good result (Fig. 1).

2.2.2. Bootstrap aggregation and least-squares boosting tree
Regression tree ensembles are predictive models constructed as weighted combinations of multiple individual regres-

sion trees (Zheng, 2006).
The main objective of the overall methodology is to improve the performance of a single model by aggregating several

weak/primary learners (Bauer and Kohavi, 1999; Mendes-Moreira et al., 2012). It has been proven that aggregate learning
has good predictive performance on unbalanced datasets (Galar et al., 2013). The performance of ensemble methods is
highly dependent on aggregation methods and the diversity and precision of essential learners. However, there is no
consensus on how to build an optimal model due to flexibility.

It is often possible to increase the prediction accuracy by averaging the decisions of an ensemble of classifiers. Boosting
and bagging are two techniques for such a purpose, and they work better for unstable learning algorithms such as neural
networks, logistics regression, and decision trees (Zheng, 2006).

Bagging (Bootstrap Aggregation—Bag) involves fitting models on the bootstrap re-sampling replications of the original
training set and then combining the models. Bootstrap re-sampling with replacement of the original training set is used to
generate replications of the original training dataset. Some of the original data points can appear more than once, while
others do not appear at all in a particular replication. By averaging across the developed models, bagging effectively
5
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Fig. 1. Organization chart for the development and optimization of the decision tree model.

emoves the instability of the decision rule. Thus, the variance of the bagged prediction model is smaller than that of
itting only one classifier to the original training set (Kilian and Inoue, 2005). Bagging also helps to avoid overfitting
Zheng, 2006).

That is to say, to create bootstrap aggregated decision tree models, the training data was resampled using bootstrap
esampling with replacement (Zhang, 1999) to form n training sets. For each training set, a decision tree model is built
nd validated with the validation dataset. The developed decision tree models are then combined by averaging using the
ollowing equation:

y =

∑n
i=1 yi
n

(14)

Where yi is the calculated output of the ith decision tree model, y is the expected output of the final model, and n is
the number of decision tree models.

The idea of boosting is to increase the strength of a weak learning algorithm. According to a rule of thumb, a weak
learning algorithm is considered to be better than random guessing. For a binary classifier, the weak learning hypothesis
is getting 50% right, boosting trains a weak learner many times, using a reweighted version of the original training set.
Boosting trains the first weak learner with equal weight on all the data points in the training set then trains all other
weak learners based on the updated weight. The data points wrongly classified by the preview weak learner get heavier
weight, and the correctly classified data points get lighter weight (Zheng, 2006). This way, the next classifier will attempt
to fix the errors made by the previous learner. There are several boosting algorithms, including Least-Squares Boosting
(Lsboot) (Zheng, 2006). Lsboost is one of the regression ensembles that aims at minimizing the mean-squared error. Each
step in the process fits a new learner to the difference between the target value observed and all previous-grown learners’
aggregated prediction (Zhang and Xu, 2021).

Lsboost is a tree-based algorithm that uses a gradient boosting strategy to create a robust regression model. It was
developed by Friedman (Friedman, 2001) to create robust gradient boosting, using square loss L(y, F ) = (y−F )2/2, where
F is the actual training output and y is the current cumulative output yi = β0+

∑i=1
j=1 βihj+βihi = yi−1+βihi(Ashqar et al.,

2021). Another parameter was then proposed namely,
∧

F , to minimize the loss using the following equation (Barutçuoğlu
and Alpaydın, 2003) :

E =

N∑
t=1

[
βiht

i −

∧

F t
]

(15)

where
∧

F is defined as the current residual error and the combination coefficients βi are determined by solving ∂E/∂βi = 0
(Ashqar et al., 2021). The Lsboost pseudocode is presented in Algorithm 1, as presented by Friedman (Alajmi and Almeshal,
2021).
6
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Fig. 2. Organization chart for the development and optimization of the ensemble tree model.

Algorithm 1 Lsboost Algorithm
Define xi and yi as explainable variables and M as the number of iterations
Define the training set {(xi, yi)}ni=1, a loss function as L (y, F) =

(y−F )2
2 and Fm (x) as the regression function.

Initialization: F0 (x) = y
For m = 1 to M do:
∼

yi = yi − Fm−1 (xi) for i = 1, 2, . . . ,N

(ρm, αm) = argmin
ρ,α

N∑
i=1

[
∼

yi − ρh (xi; α)

]2
Fm (x) = Fm−1 (x) + ρmh (x; αm)

End
Where :

h corresponds to an activation function.
α is drawn from a sequence of pseudo-random U ([0; 1]) numbers.
ρ is learning rate (0 < ρ < 1).

In this study, the grid search strategy was conducted on the Bagging method based on Bootstrap Aggregation (Bag) and
boosting method based on Least-Squares Boosting (Lsboot) to improve the result the previous decision tree and compare
the results between them. For this, several parameters are generally considered in building an Lsboost and Bag models;
for this, the parameters (Number of Learning Cycles, Learn Rate, Min Leaf Size, Min Parent Size and Max Number of
Splits) have been optimized for both methods (Lsboost and Bag) to obtain a good result (Breiman, 2001, 1996; Freund
and Schapire, 1997; Friedman, 2001; Hastie et al., 2009). These parameters are shown in Fig. 2:

• Number of Learning Cycles: Number of ensemble learning cycles.
• Learn Rate: Learning rate for shrinkage.
• Max Number Splits: Maximal number of decision splits.
• Min Leaf Size: Minimum number of leaf node observations.
• Min Parent Size: Minimum number of branch node observations.
7
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Table 2
Performances of the decision tree model.
Min leaf
size

Surrogate Min parent
size

Max number
splits

Number of
node

Coefficients of correlation RMSE

APP VAL ALL APP VAL ALL

1 ALL 2 91 183 0.9908 0.9907 0.9905 0.5381 0.5690 0.5444

Fig. 3. Comparison between experimental and predicted values.

3. Results

3.1. Decision tree modeling

Table 2 shows the results of decision tree modeling. It shows correlation coefficients and RMSE for training and
validation and parameters, MinParentsize, MinLeafSize, and MaxNumSplits. The results show efficiency in predicting the
organic matter. Due to the high correlation coefficients and low RMSE obtained, R = 0.9908 and RMSE = 0.5381 in the
learning phase, R = 0.9907 and RMSE = 0.5690 in the validation phase, and finally R = 0.9905 and RMSE = 0.5444 in
all the data. The R values are close to 1 and the RMSE values are close to zero. It should be noted that this result was
obtained under the following conditions: Min Leaf Size = 1, Min Parent Size = 2, and Max Num Splits = 91.

Fig. 3 represents the result of the decision tree model graphically (the predicted values vs the experimental values).
The advantage of this model is that it is possible to directly know the parameters, even their doses, and their positive

or negative effects that had a significant influence on the Organic matter. It is possible to use the decision tree diagram
to reduce the physicochemical analyses in the future to have the Organic matter doses by performing the analyses of
parameters one by one, following the decision tree diagram and following the route according to the result of the analysis.

Fig. 4 shows the decision tree of organic matter composed of 183 nodes, each node gives a rule of division according
to the physicochemical parameters (child) basing on the result of the information gain or the results of prediction of
the organic matter (leafs). These rules of division results and the prediction results of Fig. 4 are described in Table 7
(Supplementary material). In addition, Table 7 (Supplementary material) includes the rules of each physico-chemical
parameter or the prediction result of the organic matter in each node.

From table 7 (Supplementary material), it can be seen that Calcium (x5) (root in node 1) was identified as the most
important parameter in the decision tree. In addition, all the parameters of the physicochemical analyses influenced the
organic matter, with the exception of the following parameters: ammonium (x11), nitrates (x12), phosphate (x13) and
aluminum (x19) which have not been described in the figure or table 7 (Supplementary material). For example: calcium
(x5) in node 1, sodium (x15) in node 2, total alkalimetric titer (x7) in node 3, sulfate (x14) in node 4, manganese (x17)
in node 5.... etc.
8
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Fig. 4. The decision tree for organic matter in water.

There are very few works dealing with the study of the relationship of physicochemical parameters with organic matter,
because the dynamic state of organic matter makes this study difficult because it constantly undergoes cycles of biological
synthesis, metabolism and decomposition (Duursma and Dawson, 1981). The following interactions of organic matter were
investigated (Fourier Transform Infrared Spectroscopy (FTIR) and Nuclear Magnetic Resonance (NMR) ... etc.), with metals
(Hatira et al., 1990; Stevenson, 1977), with oxidants (Bergelin et al., 2000; Stevenson, 1977), coagulant metals (Lefebvre
and Legube, 1990; Michot et al., 2005; Rezeg and Achour, 2004; Semmens and Ayers, 1985), especially aluminum sulfate.

However, the influence of the parameters of physicochemical analyses on organic matter was not confirmed; only
non-linear relationships between some physicochemical parameters of water was shown, for example:

• Natural compounds in water, e.g. sulfate ions (SO4
2−), are linked to essential cations: calcium, magnesium, and

sodium. Apart from lead, barium, and strontium, most sulfates are soluble in water. They can nevertheless be reduced
to sulfates, volatilized in the air into hydrogen sulfide (H2S), precipitated an insoluble salt, or assimilated by living
organisms (Graindorge and Landot, 2018).

• Calcium component affects water hardness, and it is generally the dominant element in drinking water. It exists
as bicarbonate and in small amounts. Calcium-laden waters are complicated, and weakly laden ones are soft
(Degremont, 2005). The presence of Ca2+ in water is mainly linked to two natural origins: either the dissolution
of carbonate formations (CaCO3) or the dissolution of formations gypsum (CaSO4) (Debieche, 2002).

• The presence of bicarbonates in water is due to the dissolution of carbonate formations (cipolin, limestone) by waters
loaded with carbon dioxide (Debieche, 2002), according to the following reaction:

CaCO3 + H2O + CO2 −→ 2HCO−

3 + Ca2+

• Magnesium is one of the most common elements found in nature. Its content depends on the composition of the
sedimentary rocks encountered. Thus it constitutes a significant element of water hardness (Rodier et al., 1975).
From certain levels, magnesium gives water an unpleasant taste. It is found in water in the same forms as calcium,
has the same drawbacks, and makes water hard (Degremont, 2005).

• The hardness, or hydrotimetric titer (TH), of water, essentially corresponds to the presence of calcium and magne-
sium salts. It is directly linked to the geological nature of the land crossed (Graindorge and Landot, 2018).

• In addition, the ion balance corresponds to:
The sum of cations = the sum of anions

By considering these points, it can be concluded that almost all the physicochemical parameters have an influence on the
organic matter by nonlinear relation, and this was confirmed by this study using the decision tree (intelligence artificial).
Thus, the decision tree is very effective in understanding the behavior and influence of physicochemical parameters on
organic matter.

On the other hand, these results also showed that artificial intelligence (the decision tree) can replace physicochemical
characterization (FTIR and NMR ... etc.) to study the intercations of organic matter with other settings.
9
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Table 3
Performances of the DT_Bag model tested.
Method Min Leaf

Size
Surrogate Min

Parent
Size

Number
of Learng
Cycles

Max
Number
Splits

Number
of node

Coefficients of correlation RMSE

APP VAL ALL APP VAL ALL

DT_Bag 1 ALL 2 47 99 199 1 0.9949 0.9991 0.0089 0.3717 0.1664

Fig. 5. Comparison between experimental and predicted values.

3.2. Bootstrap aggregated decision tree

In this part, to improve the result of the decision tree, it is coupled with the Bootstrap Aggregated technique based on
the optimization of the number of data resample in the interval [10:50] given the size from our database.

Table 3 shows the results of the DT_Bag model. It displays the correlation coefficients and RMSE for training and
validation and the parameters Number of Learning Cycles (the number of data resampling), Min Leaf Size, and Max Number
of Splits. The model of the DT_Bag (Table 3) method showed more efficiency than the DT method in predicting organic
matter. Due to that, the correlation coefficients of the DT_Bag method in all three phases were very high and also their
RMSEs were very low (close to zero) compared to the DT method. Indeed, the correlation coefficients and RMSE of the
DT_Bag method were (R = 1, RMSE = 0.0089) in the learning phase, (R = 0.9949, RMSE = 0.3717) in the validation phase
and finally (R = 0.9991, RMSE = 0.1664) in all data. On the other hand, the correlation and RMSE coefficients of the DT
method were R = 0.9908 and RMSE = 0.5381 in the learning phase, R = 0.9907 and RMSE = 0.5690 in the validation
phase, and finally R = 0.9905 and RMSE = 0.5444 in all the data. These results (R and RMSE) show that the DT model
has been improved by technique Bag. Knowing that the result of the DT_Bag method was obtained under the following
conditions: Min Leaf Size = 1, Min Parent Size = 2, Num Learng Cycles = 47, and Max Num Splits = 99.

Fig. 5 represents the result of the DT_Bag model graphically (the predicted values according to the experimental values).
Fig. 6 represents the decision tree of organic matter by the DT_Bag method technique that is characterized by 199

nodes, the height equal to 14 (the root (node 1) up to node 198 or 199) and by 198 edges. This decision tree (Fig. 6) has
also been described in table 7 (Supplementary material).

After improvement of the previous results by the DT_Bag method and by comparison of the results of table 7
(Supplementary material) for the two methods (DT and DT_Bag), we notice that calcium (x5) remained the most
important parameter in DT_Bag (Table 7. Supplementary material), because it was distinguished in the 1 st node (root).
In addition, the same previous physicochemical parameters of the decision tree model were found in the DT_Bag model,
with the exception of aluminum (x19) and nitrate (x12), which became a significant parameter in this model (Table
7. Supplementary material). On the other hand, nitrogen dioxide (x10) became an indistinguishable parameter with
10
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Fig. 6. The decision tree for organic matter in water by the Bag technique.

Table 4
Performances of the DT_Lsboost model tested.
Method Min Leaf

Size
Learn-
Rate

Surrogate Min
Parent
Size

Number
of Learng
Cycles

Max
Number
Splits

Number
of node

Coefficients of correlation RMSE

APP VAL ALL APP VAL ALL

DT_Lsboost 1 1 ALL 2 46 72 145 0.9992 0.9994 0.9994 0.1209 0.1594 0.1295

ammonium (x11) and phosphate (x13) which was not described in the figure or table 7 (Supplementary material). On
the other hand, Fig. 6 and table 7 again (Supplementary material) confirmed the nonlinear relationships between the
physicochemical parameters of water and organic matter.

3.3. Least-squares boosting tree

In this part, to improve the decision tree result, it is coupled with Lsboot technique on optimization Learning Cycles
n the interval [10:50] given their size of our database.

Table 4 shows the results of the DT_Lsboost model. It shows the correlation coefficients and RMSE for training,
alidation, and all data and the parameters Number of Learning Cycles, Learn Rate, Min Leaf Size, and Max Num Splits.
he Lsboot method model in Table 4 was more efficient than the DT method in predicting gross organic matter in the
orrelation coefficient and the RMSE statistical error. Due to that, the correlation coefficients of the DT_Lsboost method
n all three phases were very high and also their RMSEs were very low (close to zero) compared to the DT method.
ndeed, the correlation coefficients and RMSE of the DT_Lsboost method were (R = 1, RMSE = 0.00047) in the learning
hase, (R = 0.9815, RMSE = 0.0835) in the test phase, (R = 0.984, RMSE = 0.0547) in the validation phase and finally
R = 0.9959, RMSE = 0.0389) in all the data. On the other hand, the correlation and RMSE coefficients of the DT method
ere R = 0.9908 and RMSE = 0.5381 in the learning phase, R = 0.9907 and RMSE = 0.5690 in the validation phase, and

finally R = 0.9905 and RMSE = 0.5444 in all the data. These results (R and RMSE) show that the DT model was improved
by the Lsboost technique. It should be noted that the result of the DT_Lsboost method was obtained under the following
conditions: Min Leaf Size = 1, Min Parent Size = 2, Num Learng Cycles=46, Learn Rate=1, and Max Num Splits = 72.

Fig. 7 represents the result of the DT_Lsboost model graphically (the predicted values according to the experimental
values).

Fig. 8 shows the decision tree of organic matter by the DT_Lsboost method technique that is characterized by 145
nodes, the height equal to 10 (the root (node 1) up to node 144 or 145) and by 144 edges. This decision tree (Fig. 8)
was also described in table 7 (Supplementary material). After having improved the previous results of the DT model by
the Lsboost technique and by comparing the results of table 7 (Supplementary material) for the two methods (DT and
DT_Lsboost), we notice that the same previous physicochemical parameters of the tree model decisions were found in
the DT_Lsboost model, with the exception of ammonium (x11), nitrates (x12), which became a significant parameter in
this model (Fig. 8). Especially the ammonium (x11) which became the most important parameter in this model (table 7.
11



H. Tahraoui, A. Amrane, A.-E. Belhadj et al. Environmental Technology & Innovation 27 (2022) 102419
Fig. 7. Comparison between experimental and predicted values.

Fig. 8. The decision tree for organic matter in raw water by the Lsboot method.

Supplementary material), because it was distinguished in the 1 st node (root). On the other hand, nitrogen dioxide (x10)
and sodium (x15) became insignificant parameters with aluminum (x19) and phosphate (x13), which were not described
in the figure or table 7 (Supplementary material). On the other hand, Fig. 8 and table 7 (Supplementary material) again
confirmed the nonlinear relationships between the physicochemical parameters of water and organic matter.

3.4. The performance evaluation of the developed models

A prediction was also made to test the accuracy of the models developed. The idea was to test experimental data of
organic matter, which was not exploited during the training of our network; this database was built in 2020. The results
are presented in Table 5 by correlation coefficient and RMSE and are also shown graphically in Fig. 9.

The results obtained show a high efficiency for all the used models—given their very high correlation coefficient and
low RMSE value. But remains the best model DT_Lsboost the result obtained, due to the correlation coefficient R = 0.9939
and RMSE = 0.2487 which were better than the others. Following the DT_Bag model with R = 0.9919 and RMSE = 0.2903.
12
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Table 5
Performance comparison between test prediction Models.
Model R RMSE (mg/L)

DT 0.9758 0.5534
DT_Bag 0.9919 0.2903
DT_Lsboost 0.9939 0.2487

Then, DT model with R = 0.9758 and RMSE = 0.5534. Despite the correlation coefficient and the RMSE of DT model were
little less than the other models, but still had an outstanding and acceptable result.

.5. Comparison of models for predicting organic matter concentrations

To choose the best models in each part, all data for DT, DT_Bag, DT_Lsboost, were compared (Table 6). The results
resented in Table 6 show correlation coefficients, coefficients of determination, adjustment coefficients, and statistical
ndicators obtained (RMSE, MSE, and MAE) for all models and testing the models.

From Table 6, it can be seen that all the models are efficient via their correlation coefficients, coefficients of
etermination, and very high adjustments, and shallow statistical indicators (RMSE, MSE, and MAE) for all models.
To have the best model among these models, a comparison was made for each phase in terms of R, R2And R2

adj and
also in terms of statistical indicators (RMSE, MSE, and MAE):

The training phase: in this phase, it is found that the DT_Bag model was the best. Because their correlation coefficient,
coefficient of determination, coefficient of adjustment were 1; followed by the DT_Lsboost model, which was almost
identical to the DT_Bag model with correlation coefficient (R = 0.9995), coefficient determination (R2

= 0.999), and
adjustment coefficient (R2

adj = 0.9995). And finally the DT model with correlation coefficient (R = 0.9908), determination
of the coefficient (R2

= 0.9817) and adjustment coefficient (R2
adj = 0.9806)

On the other hand, in terms of statistical indicators, it is found that the DT_Bag model has very low values compared
to the other models: RMSE = 0.0089, MSE = 0.0001, and MAE = 0.0025. This means that in this phase, the DT_Bag model
has been well trained. But it should also be noted that the DT_Lsboost model was found to have statistical indicators
slightly superior to the DT_Bag (RMSE = 0.1209, MSE = 0.0146, and MAE = 0.0407). It can therefore also be concluded
that the DT_Lsboost model has been well trained.

The validation phase: in this phase, it is noticed that the DT_Lsboost model gave us impeccable results with a better
correlation coefficient (R = 0.9992), determination coefficient (R2

= 0.9985), and adjustment coefficient (R2
adj = 0.9980).

The same has been observed in terms of statistical indicators. It can be seen that the DT_Lsboost model has very low values
of RMSE = 0.1594, MSE = 0.0254 and MAE = 0.0621. Then followed by DT_Bag and DT, respectively.

Note that the DT_Bag model validation results are also an extraordinary performance result with (R = 0.3717,
R2

= 0.1382, R2
adj = 0.1796, RMSE = 0.1664, MSE = 0.0277 and MAE = 0.0379). The all data phase: in this phase,

it is noticed that the DT_Lsboost model has a better correlation coefficient (R = 0.9994), determination coefficient
(R2

= 0.9989) and adjustment coefficient (R2
adj = 0.9978). Followed by the DT_Bag model which does not present a big

difference between them in terms of correlation coefficient (R = 0.9991), of determination coefficient (R2
= 0.9982) and

of adjustment coefficient (R2
adj = 0.9981). Followed by DT. The same was recorded according to the statistical indicators

and loss error. Because, the statistical indicators and loss error of model DT_Lsboost were: RMSE = 0.1295, MSE = 0.0168,
MAE = 0.0450 and loss= 0.0168. And also the DT_Bag model were as follows: RMSE = 0.1664, MSE = 0.0277, MAE =

0.0379 and loss= 0.0277.
These results were also confirmed by model test data, this data showed much more efficiency of DT_Lsboost (R =

0.9939, R2
= 0.9878, R2

adj = 0.9777, RMSE = 0.2487, MSE = 0.0618 and MAE = 0.0746). Followed by DT_Bag which
was almost equal with DT_Lsboost (R = 0.9919, R2

= 0.9838, R2
adj = 0.9703, RMSE = 0.2903, MSE = 0.0843 and MAE

= 0.0859).
It should also be noted that the DT model remains very efficient and acceptable (R = 0.9758, R2

= 0.9522,
R2

adj = 0.9124, RMSE = 0.5534, MSE = 0.3062 and MAE = 0.3648).
In the light of these results, it can be seen that the performance of the DT model has been dramatically improved by

the Lsboost technique and by Bag.
Fig. 10 again confirms the effectiveness of the models which were coupled with Lsbbost and Bag.

3.6. Analysis of residues

To find the best model, model residues are analyzed. This method is an efficient way to detect the optimal performance
of the models, and it consists in measuring the absolute or relative error of each experimental value with the predicted
value [63]. Fig. 11 shows the residual values associated with the model defined by the models (DT, DT_Bag, and
DT_Lsboost) as a function of the estimated values. This figure shows that the residuals obtained by the DT_Lsboost and

DT_Bag methods were less dispersed (close to zero) than those obtained by the DT model in the learning phase, which
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Fig. 9. Comparison between experimental and predicted for test models.

shows that the Bag and Lsboost techniques have improved the performance of the DT model. On the other hand, at the
validation stage, it is clear that the DT_Lsboost model was less dispersed than the DT_Bag model.

Not to mention the number of parameters because the DT_Bag model works with 199. In contrast, the DT_Lsboost
model works with 145 parameters and with very low loss value 0.0168.

In light of these results, it can be seen that Lsboost technology has dramatically improved the DT model. This result is
also confirmed by the results of tests on models (interpolation). It should also be noted that the Bag technique was also
14
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Table 6
Performance comparison between prediction Models.
Models Train Val ALL Train Val ALL Model parameter Test models

R/R2/R2
adj RMSE/MSE/ MAE Regression

error
(Loss)

Number of
parameter

R/R2/
R2
adj

RMSE/MSE/
MAE

DT
0.9908 0.9907 0.9905 0.5381 0.5690 0.5444

0.2964 183
0.9758 0.5534

0.9817 0.9814 0.9785 0.2895 0.3238 0.2964 0.9522 0.3062
0.9806 0.9761 0.9775 0.3092 0.3915 0.3257 0.9124 0.3648

DT_Bag
1.0000 0.9949 0.9991 0.0089 0.3717 0.1664

0.0277 199
0.9919 0.2903

1.0000 0.9898 0.9982 0.0001 0.1382 0.0277 0.9838 0.0843
1.0000 0.9869 0.9981 0.0025 0.1796 0.0379 0.9703 0.0859

DT_Lsboost
0.9995 0.9992 0.9994 0.1209 0.1594 0.1295

0.0168 145
0.9939 0.2487

0.9990 0.9985 0.9989 0.0146 0.0254 0.0168 0.9878 0.0618
0.9989 0.9980 0.9988 0.0407 0.0621 0.0450 0.9777 0.0746

very effective in optimizing the DT model, as the results obtained with this technique were very close to the DT_Lsboost
model.

3.7. Comparison of models for predicting organic matter concentrations with other models

Only few studies dealt with the prediction of the organic matter of water as a function of the physicochemical
arameters, for example:

• A study was carried out on the prediction of the organic carbon content in the terminal quaternary deposits of
the Alboran Sea, using two modeling tools: multiple linear regression and artificial neural networks in the form of
multilayer Perceptron type (MLP). The results obtained by the two models are somewhat acceptable. Because, results
of neural networks demonstrated a significant learning and prediction capacity for organic carbon contents with a
coefficient of determination of 0.96 to 0.99 and a very low maximum square error of 0, 00009 to 0.0003 for all four
databases. For multiple linear regression, the results were less significant with a coefficient of determination of 0.86
for the entire database (El (Hmaidi et al., 2013)).

• Another study used artificial neural networks (ANNs) to estimate the daily BOD at the entrance to biochemical
wastewater treatment plants. The plant-wide dataset (364 daily records for the year 2005) was obtained from a local
wastewater treatment plant. Various combinations of daily water quality data including chemical oxygen demand
(COD), water flow (Qw), suspended solids (SS), total nitrogen (N) and Total phosphorus (P) were used as inputs to
the ANN to assess the degree of effect of each of these variables on daily intake BOD. The results of the ANN model
were compared with the Multiple Linear Regression (MLR) model. The mean squared error, mean absolute relative
error, and coefficient of determination statistics were used as benchmarks for evaluating model performances. The
ANN technique whose inputs were COD, Qw, SS, N, and P gave root mean square errors of 708.01, mean absolute
relative errors of 10.03%, and a coefficient of determination of 0.919, respectively. Based on the comparisons, it was
found that the ANN model can be successfully used to estimate daily input BOD to biochemical wastewater treatment
plants (Dogan et al., 2008);

f we compare the above works to our models, namely DT, Bag_DT or Lsboost_DT, it can be concluded that our models
roduce very good results compared with those works either in terms of coefficient of determination or according to the
tatistical error, showing the efficiency of the models developed in the present study.

. Conclusions

The present study aimed to model the organic matter of water by decision tree enhanced by two techniques which
re bootstrap aggregates (Bag) and least-squares boosting (Lsboost). Comparison between DT_Bag and DT_Lsboost and
he traditional decision tree (DT) revealed that the DT_Lsboost model gave the best performance (the mean root squared
rrors for the dataset was 0.1295), followed by the DT_Bag model, which gives performance not far from the DT_Lsboost
odel (the mean root squared errors for the dataset was 0.1664). The enhanced DT models have greater precision and can
escribe the concentration of organic matter more accurately with the single decision tree model (the mean root squared
rrors for the dataset was 0.5444). These results are also confirmed by the results of the model tests (interpolation data
f 45 points) which gave the mean root squared errors of 0.2487 for DT_Lsboost, 0.2903 for DT_Bag and 0.5534 for DT.
his shows that bootstrap aggregates (Bag) and least-squares boosting (Lsboost) dramatically improves the predictions
ith precision and robust the model of a single decision tree when applied to invisible data.
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Fig. 10. Relationship between experimental data and the predicted data of samples using DT, DT_Lsboost and DT_Bag modeling.
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Fig. 11. Residues relating to the models established by the different models depending of estimated values.
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