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ABSTRACT 16 

 Unlike previous global methods, the recently developed Rank Correlated Spectral Line Weighted-17 

sum-of-gray-gases (RC-SLW) model does not require specification of a reference gas thermodynamic 18 

state from which all other states are corrected using a correlated spectrum assumption. However, the 19 

RC-SLW approach still requires specification of an arbitrary blackbody source temperature to 20 

generate the Absorption Line Blackbody Distribution Function (ALBDF) used in construction of the 21 

spectral model. This paper reports on the development of a universal RC-SLW model that eliminates 22 

the need for the specification of a blackbody source temperature. The approach replaces the ALBDF 23 

with a new spectral distribution function, herein termed the  -Absorption Line Distribution Function 24 

( -ALDF), and is based on a new spectral weighting function instead of the Planck blackbody 25 

distribution function. The  -ALDF presented here depends only on the local gas thermodynamic 26 

state, and does not involve the blackbody source temperature used in the ALBDF. The new weighting 27 

function is determined using the well-established ALBDF, avoiding the need to generate a radically 28 

new distribution function database from the detailed gas absorption cross-section data. The  -ALDF 29 

based RC-SLW model thus requires no user-specified parameters (no reference thermodynamic state 30 

and no blackbody source temperature). Further, only minor modification of the conventional RC-31 

SLW model is needed to implement the new approach. Development of this new distribution function 32 

is only possible within the theoretical framework of the Rank Correlated SLW model. This work 33 

presents the theoretical development of the  -ALDF, and demonstrates the use and accuracy of this 34 

new universal RC-SLW model. 35 

 36 

 37 

  38 
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INTRODUCTION 39 

 Spatial Averaging (SA) techniques are used widely in gas radiation modeling for the treatment of 40 

non-uniform situations. In fact, SA methods allow the transformation of complicated non-uniform 41 

problems that cannot be solved easily in the general case, into equivalent uniform problems for which 42 

models exist. Examples of non-uniform methods based on SA techniques encountered frequently in 43 

gas radiation modeling are the Curtis-Godson or Lindquist-Simmons approximations, in the context 44 

of Statistical Narrow Band models [Young 2013] or, in a generalized form, in the full spectrum SLMB 45 

method [Andre 2008]. In these cases, spatial averaging is performed along a line-of-sight. In other 46 

global approaches, such as SLW, ADF, or FSK methods, spatial averaging is performed inside a 47 

gaseous volume and is usually applied to define reference states for these methods [Denison 1993, 48 

Pierrot 1999, Modest 2003].  49 

 In the RC-SLW/RC-FSK models [Solovjov 2017, Solovjov 2018a] for predicting radiative 50 

transfer in high-temperature gases, there is no need to define any kind of reference state of the gas.  51 

However, in the existing RC-SLW model’s formulation a blackbody source temperature is still 52 

required to construct the model. This source temperature provides the definition of a spectral measure 53 

on the wavenumber axis required to evaluate distribution functions of absorption coefficients or 54 

absorption cross-sections, called the Absorption Line Blackbody Distribution Function (ALBDF) in 55 

SLW modeling. The ALBDF is the fundamental quantity in the SLW model, used both to associate 56 

spectra in distinct states through the so-called correlation assumption and also, from a practical 57 

perspective, to generate all the required model parameters, i.e., the local absorption cross-sections 58 

and corresponding weights.   59 

 The ALBDF is defined as the fraction of blackbody intensity at a temperature bT  calculated over 60 

all wavenumbers where the spectral cross-section is below a prescribed value. The ALBDF thus 61 

requires a temperature, bT , on which the Planck spectral blackbody distribution function is based, to 62 

evaluate these blackbody intensities.  All global methods require a spectral weighting function to treat 63 

more than one thermodynamic state - a spectral measure required to define the probability to 64 

encounter a given value of absorption coefficient.  In all current FSCK and SLW global models, that 65 

spectral weighting function has been the Planck blackbody spectral distribution, usually generated at 66 
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a specified reference temperature (i.e., reference state) Tb = Tref.  However, it was demonstrated in 67 

[Andre 2017] that, in theory, any strictly positive and normalized function of wavenumber ( )   can 68 

be used to define distribution functions of either the k (absorption coefficient) or C (absorption cross-69 

section) variables. The aim of the present work is to provide a method to generate such a function 70 

( )   in place of the Planck spectral blackbody intensity ( )bI   used in the conventional RC-SLW 71 

model.  Indeed, such an approach was presented by Maurente [2017], although it still required a user-72 

defined parameter (max), and necessitated the generation of an entirely new spectral database.  The 73 

work developed here leads to a version of the RC-SLW method that does not require any reference 74 

to a rather arbitrarily chosen blackbody source temperature. The presently proposed version of the 75 

RC-SLW method is thus free from any user-specified parameter (either gas reference state or 76 

blackbody source temperature). Further, the model presented here utilizes existing spectral databases. 77 

The model is, consequently, the first full spectrum method of this kind in the gas radiation modeling 78 

literature.  The theoretical development of the current approach to generate a new spectral function 79 

( )   uses as its basis the RC-SLW model formulation.   80 

 81 

DERIVATION OF THE  -ALDF MODEL 82 

Choice of the   function  The objective of this theoretical development is to define a function ( )   83 

of wavenumbers that has the following properties:  84 

 

( )

( )
0

0

1d

 

  
+



=
 (1) 85 

(Note that this function was denoted ( )   in [Andre 2017] to represent a spectral measure on the real 86 

line.  Here, the notation ( )   has been chosen to represent a spectral weighting scheme.  However, 87 

the two notations are mathematically equivalent.)  The normalization constraint set by the second 88 

relationship in Eq. (1) is not strictly mandatory, but it ensures that the integral of the function ( )   89 

over all possible values of wavenumbers is bounded. The problem is formulated as follows. 90 

 Consider a non-uniform volume of gas V . Inside a small volume element dV , the temperature 91 

of the gas is ( )T dV  and the molar fraction of absorbing species is ( )Y dV . The spectral absorption 92 

coefficient of the gas in dV  is ( ) ( ) ( ) ( ) ( ), ,k Y dV T dV Y dV C Y dV T dV =        . Notice that in 93 

order to abridge the notations, the spectral variable C  considered here is defined as the product of 94 
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the true spectral absorption cross-section and the molar density. The corresponding Planck mean 95 

absorption coefficient, which characterizes the emission by the gas at the local thermophysical state 96 

of the gas in dV , is: 97 

 

( ) ( ) ( )

( ) ( ) ( )
( )

( )0

,

P P

b

P

b

k dV Y dV C dV

I T dV
C dV C Y dV T dV d

I T dV



 
+

=

  =      


 (2) 98 

Over the volume V , one can evaluate a volume-integrated spectral absorption cross-section as: 99 

 ( ) ( ) ( ) ( )
1

, ,   
V V

C Y dV C Y dV T dV dV Y Y dV dV
Y

 = =     (3) 100 

It is proposed to define the spectral weighting function ( )   as the function that, when applied to 101 

the volume-integrated absorption cross-section defined by Eq. (3), provides the same value of Planck 102 

mean as its exact counterpart, calculated as the volume integral of all local Planck means. In other 103 

words, one may define ( )   as solution of the following equality: 104 

 ( ) ( ) ( )
0

1
P

V

C d Y dV C dV dV
Y

   
+

=        (4) 105 

Other choices of ( )   functions are possible, but the present one has reasonable physical basis and, 106 

as shown later in this paper, provides limiting cases that comply with some existing methods. 107 

 In order to solve this relationship for the unknown function ( )  , Eq. (2) is first rewritten as: 108 

 ( )
( )

( )
( ) ( ) 

( )

( )0 0

,
b b

P

b b

I T dV I T dV
C dV C d C Y dV T dV C d

I T dV I T dV

 

   
+ +      = + −        
   (5) 109 

The second integral on the right-hand side can be simplified as: 110 

  111 

 ( ) ( ) 
( )

( ) ( )
( ) ( ) *

0 0

1
, ,

b

b

I T dV
C Y dV T dV C d C Y dV T dV C d

I T dV



    
 

+ +  −  −        
          (6) 112 

where ( )*   is defined through the relationship 113 

 
( )

( )
( )
( )

( )

*

*

*

0

 such that: 1
b

T T dV
b

I T
Max d

I T

 


   


  
= − 

  
  (7)  114 

in which 0   is a small, positive real number that defines the limits of acceptable accuracy in the 115 

assumption.  The theoretical justification for the approximation of Eq. (6) is included in Appendix A.  116 
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Although the justification presents confirmation of the plausibility of the assumption in Eq. (6), the 117 

real test of its validity and the model on which it is based will be the comparison of model predictions 118 

with rigorous line-by-line benchmark predictions.  119 

 Equations (5) and (6) can now be inserted on the right-hand side of Eq. (4) to yield: 120 

 

( ) ( ) ( )
( )

( )

( )
( )

( ) ( ) 

0

*

0

1 1

1 1
,

b

P
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Y dV C dV dV Y dV C d dV

Y Y I T dV

Y dV C Y dV T dV C d dV
Y





 




 

+

+

      
    

  
+ −   

  

  

 

 (8) 121 

The second integral is obviously identically zero, by definition of the volume-integrated spectral 122 

absorption cross-section, Eq. (3). This allows one to write: 123 

 ( ) ( ) ( )
( )

( )0

1 1 b

P

bV V

I T dV
Y dV C dV dV Y dV C d dV

Y Y I T dV



 
+     =  

    
    (9) 124 

Eventually, the integrals over the volume and the wavenumbers can be exchanged to give: 125 

 ( ) ( ) ( )
( )

( )0

1 1 b

P

bV V

I T dV
Y dV C dV dV C Y dV dV d

Y Y I T dV



 
+      =  

    
    (10) 126 

Comparing Eqs. (4) and (10) provides, after identification, the following solution for ( )  : 127 

 ( ) ( )
( )

( )
1 b

bV

I T dV
Y dV dV

Y I T dV


 

  =
  

  (11) 128 

This relationship can be rewritten in the following form, where  is the Dirac Delta function: 129 

 

( ) ( )
( )

( )

( ) ( ) ( )

0
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b

b

V

I T
f T dT

I T
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+

=

= −  





 (12) 130 

The utility of this alternative formulation will be made more clear in the following section. From its 131 

definition Eq. (12), the function f multiplied by a small increment dT can be interpreted as the fraction 132 

of the gaseous volume occupied by the absorbing/emitting molecules for which the temperature of 133 

the gas lies in the interval [T, T+dT].  134 

 135 
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Definition of the  -ALDF  The function ( )   derived in the foregoing section follows the 136 

constraints set by Eq. (1), and can thus be used as a weighting function on the wavenumber axis (in 137 

place of the Planck blackbody distribution function used in the ALBDF on which all SLW models 138 

are based). Following the theoretical developments detailed in [Andre 2017], one can thus, for any 139 

state of the gas for which the spectral values of the absorption coefficient are represented by variable 140 

( )C C  = , define a distribution function of absorption cross-sections as: 141 

 ( ) ( ) ( )
0

,F C H C C d     
+

 = −   (13) 142 

where H is the Heaviside step function and   is a thermodynamic state vector that encompasses all 143 

the parameters (temperature, species concentrations, pressure) required to describe the 144 

thermophysical state of the gas.  Note that Eq. (13) is similar both conceptually and mathematically 145 

to the definition of the ALBDF, but the Planck spectral blackbody intensity is replaced by the spectral 146 

distribution  ( )  .  The probability distribution of absorption cross-sections set by Eq. (13) is thus 147 

defined as the fraction of the function ( )   over the set of wavenumbers for which ( )C C  . 148 

( ),F C   is called the  - Absorption Line Distribution Function ( -ALDF), distinguished from the 149 

Absorption Line Blackbody Distribution Function (ALBDF) based on the Planck blackbody 150 

distribution. This new spectral function ( )   i) depends only on the local state of the gas through 151 

the spectral variable ( )C C  = , and ii) can be evaluated easily using the ALBDF together with Eq. 152 

(13), yielding directly (using an exchange of the two integrals with respect to temperature and 153 

wavenumbers involved in the definition): 154 

 ( ) ( ) ( )
0

, , ,b bF C f T F C T T dT  
+

= =  (14) 155 

Here, each ALBDF ( ), ,b bF C T T =  is the absorption line blackbody distribution function of C at the 156 

blackbody weighting temperature bT T= , which can be different from the local temperature of the 157 

gas. As can be seen in Eq. (14), the  -ALDF is not associated with any single value of temperature 158 

specified a priori, but is defined as a mixture (in the statistical sense) of distribution functions. 159 

Equation (14) allows the generation of values of the  -ALDF directly from existing ALBDF 160 

databases, avoiding the need to generate a new spectral distribution database.  161 

 162 



8 

 

RESULTS AND DISCUSSION 163 

Application of the  -ALDF model within the framework of the RC-SLW approach  Adaptation 164 

of the RC-SLW method to the framework of the  -ALDF model requires only minor changes during 165 

the first steps of the construction of the model parameters from ALBDF look-up tables. In this section, 166 

a review of the method used in the conventional (ALBDF-based) RC-SLW approach is presented 167 

which generates local values of cross-sections from which both gray gas absorption coefficients and 168 

weights can be derived. The description is drawn principally from [Webb 2019, section 5.2.3], where 169 

additional details on the RC-SLW method can be found. Then, a description of how the method can 170 

be adapted for use with the  -ALDF introduced here is presented. Throughout this section, the 171 

notations , 1,..,iX i N= and , 1,..,iw i N= will be used to represent the nodes and weights of a 172 

numerical quadrature of order N over the interval  0,1 .  173 

 One can consider an elementary volume dV, and the objective is to evaluate the RC-SLW model 174 

coefficients for the gas in dV, i.e., local values of gray gas absorption cross-sections ( )iC dV  and 175 

their corresponding weights ( ) ( ) ( ) ( ) ( ) ( ) ( )1 , , , ,i b i b ia dV F C dV dV T dV F C dV dV T dV +
   = −     176 

where ( )iC dV  are called supplemental cross-sections [Webb 2019].  177 

 In the original formulation of the RC-SLW method [Solovjov 2017, Webb 2019], local gray gas 178 

absorption coefficients are obtained as solutions of the following implicit equation which arises 179 

directly from the so-called correlation assumption: 180 

 ( ) ( ), ,b i b ave iF C dV dV T T X = =    (15) 181 

Similarly, supplemental cross-sections are defined implicitly as: 182 

 ( ) ( )
1

1

, ,
i

b i b ave j

j

F C dV dV T T w
−

=

 = =    (16) 183 

In Eqs. (15) and (16), aveT  is the average gas temperature of the gas in the volume V defined as: 184 

 ( )
1

ave

V

T T dV dV
V

=   (17) 185 

One can notice that the implicit equations used to define the original RC-SLW model parameters 186 

depend explicitly on the mean temperature in the volume V, aveT , which explains the dependence (even 187 
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if it is relatively weak for some problems in RC methods) of the solutions of the radiative transfer 188 

problems on the particular and arbitrary choice of blackbody source temperature bT . 189 

 Application of the  -ALDF method within the framework of the conventional RC-SLW (or its 190 

equivalent RC-FSK) method requires solving similar implicit equations by simply replacing the 191 

ALBDF ( ) ( ), ,b b aveF C dV dV T T =    in Eqs. (15) and (16) by the new spectral distribution function 192 

 -ALDF ( ) ( ),F C dV dV    . This yields the following set of relationships to define gray gas 193 

absorption cross-sections: 194 

 ( ) ( ) ( ) ( ) ( )
0

, , ,i b i iF C dV dV f T F C dV dV T dT X  
+

= =        (18) 195 

Similarly, supplemental cross-sections are defined implicitly as: 196 

  ( ) ( ) ( ) ( ) ( )
1

10

, , ,
i

i b i j

j

F C dV dV f T F C dV dV T dT w  
+ −

=

   = =      (19) 197 

Using the  -ALDF method, the explicit dependence of the solution of the RTE on the blackbody 198 

source temperature disappears. Indeed, implicit equations Eqs. (18) and (19) involve only local values 199 

of temperature inside each elementary volume dV, and do not refer to any pre-specified blackbody 200 

source temperature bT  as required by the ALBDF-based RC-SLW method in Eqs. (15) and (16). 201 

 In practice, instead of solving Eqs. (18) and (19) directly, ALBDF look-up tables may first be 202 

converted into tables of  -ALDF by application of Eq. (14), following which the same computer 203 

routines used in the conventional RC-SLW model are employed in the radiative transfer solution. 204 

Using this method, the increase in computational cost related to application of  -ALDFs is small, 205 

and only minor changes in existing codes for the RC-SLW method are needed. (Indeed, these changes 206 

concern only the calculation of  -ALDFs from ALBDF look-up tables). 207 

 208 

Example calculations   209 

 To demonstrate the implementation of the  -ALDF-based RC-SLW method several example 210 

problems are considered treating a breath of radiative transfer problems. Consider a plane layer 211 

geometry in which gas is confined between two infinite black walls at the same temperature as the 212 

gas at x = 0 (left wall) and x = L (right wall). In this study, the radiative transfer equation is solved 213 

using the multilayer semi-analytical solution method proposed by Solovjov and Webb [2008]. Six 214 

test cases are considered in this section, and in all cases the predicted local radiative flux divergence 215 
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for the  -ALDF-based RC-SLW model and the ALBDF based RC-SLW model are compared against 216 

rigorous line-by-line benchmark solutions of the RTE.  For the generation of the SLW model 217 

parameters, ALBDF look-up tables described in Pearson [2014] and freely available at 218 

http://albdf.byu.edu were used. As the objective of the present work is to the assess the notion of the 219 

 -ALDF for radiative transfer calculations, no optimization of the number of gray gases was made, 220 

and 128 gray gases obtained by inversion of a Gauss-Legendre quadrature were used for all 221 

predictions. This high number of gray gases can be considered with reasonable confidence as the limit 222 

of the RC-SLW method for an infinite number of gray gases. This allows the evaluation solely of the 223 

concept of the  -ALDF approach developed here, without any possible influence of the choice of 224 

the quadrature scheme (type of quadrature and order) on the quality of the solution. The two RC-225 

SLW methods considered (ALBDF and  -ALDF) in the following test cases use the same number 226 

of gray gases.   227 

Cases 1  Case 1 considers a single absorbing gas (H2O) diluted in nitrogen at atmospheric pressure. 228 

The temperature and water vapor profiles cases are given as: 229 

 ( ) ( )min sinT x T T x L= +    (20a) 230 

 ( ) ( ),min sinH H HY x Y Y x L= +   (20b) 231 

The temperature difference for this example is T = 1500 K, and the H2O concentration is uniform, 232 

0HY = .  The minimum temperature and H2O concentration are, respectively, minT = 500 K and 233 

,minHY = 0.3. The predicted local radiative flux divergence and local error (local absolute difference 234 

divided by the maximum value of flux divergence over the profile) relative to the line-by-line solution 235 

are shown in Fig. 1. 236 

http://albdf.byu.edu/
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 237 

Figure 1.  Single gas (H2O) Case 1 ( T = 1500 K, HY = 0.0). Left: divergence of the radiative 238 

flux. Right: relative error with respect to reference LBL calculations. 239 

The LBL calculation is shown as square symbols, the corresponding RC-SLW model prediction based 240 

on the ALBDF weighting function defined in terms of the blackbody source at the average 241 

temperature of the gaseous medium is shown as a dashed line, and the RC-SLW model based on the 242 

 -ALDF model where the ( )   function is obtained by application of Eq. (12) and the 243 

corresponding distribution function using Eq. (14) is shown as a solid line. In this test case, the two 244 

versions of the RC-SLW method are seen to provide high accuracy, with errors compared to the LBL 245 

solution lower than 3.5%. Near the walls, the use of the  -ALDF provides more accurate results than 246 

the ALBDF evaluated at a blackbody source temperature bT  equal to the volume-averaged 247 

temperature aveT . 248 

Case 2  Case 2 is identical to Case 1 with the exception that the H2O concentration varies spatially, 249 

with maximum variation in H2O mole fraction of 0.2HY = .  This case thus explores a combined 250 

non-isothermal, non-homogeneous example.  Predictions are shown in Fig. 2. 251 
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 252 

Figure 2.  Single gas (H2O) Case 2 ( T = 1500 K, HY = 0.2). Left: divergence of the radiative 253 

flux. Right: relative error with respect to reference LBL calculations. 254 

The predictions of Case 2 reveal that the accuracy of RC-SLW models based on both the ALBDF and 255 

the  -ALDF remains very high, with local errors that do not exceed 1.2%. Both RC-SLW methods 256 

provide comparable levels of accuracy.  257 

 Figure 3 depicts a comparison of the weighting functions used in the conventional RC-SLW 258 

model (the Planck functions averaged over 25 cm-1 narrow bands divided by the total Planck emission 259 

at the average temperature of the gas defined in Eq. (16)) and the  functions (averaged over the same 260 

narrow band intervals) for Cases 1 and 2. One can notice that the weighting functions related to the 261 

ALBDFs at the average temperature of the gas are the same for Cases 1 and 2, due to the definition 262 

of this temperature Eq. (17).  263 

 The  functions shown in Fig. 3, which are defined as volume averages of ratio of spectral / global 264 

Planck functions, have a bell shape that first grows for small values of wavenumbers, reaches a 265 

maximum and then decreases. In the two cases considered here, the maximum in ( )   is attained for 266 

wavenumbers lower than that of the maximum in the ALBDF weighting function evaluated at 267 

b aveT T= . This suggests that the use of the  -ALDF spectral distribution tends to increase the weights 268 

at lower wavenumbers (related to low temperatures) as compared to the ALBDF spectral distribution.  269 
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This may explain why, in both Cases 1 and 2 (although the effect is more noticeable in Case 1), the 270 

accuracy of the RC-SLW model based on the  -ALDF is higher near the walls, where the gas 271 

temperature is minimum. 272 

 273 

 274 

Figure 3.  Comparison of (narrow band 25 cm-1 averaged) spectral weighting functions used to 275 

define the ALBDF /  -ALDF. 276 

Case 3  This case considers a mixture of absorbing species H2O and CO2 at atmospheric pressure. 277 

The temperature and species concentration profiles for this case are defined as: 278 

 ( ) ( )min sinT x T T x L= +   (21a) 279 

 ( ) ( ),min sinH H HY x Y Y x L= +   (21b) 280 

 ( ) ( ) / 2C HY x Y x=  (21c) 281 

For this case the following parameters were used:   =   Tmin = 500 K, YH,min = 0.2, and 282 

homogeneous mole fractions 0HY =  (and 0CY = ).  The properties of the gas mixture are treated 283 

by application of the multiplication approach, detailed in Refs. [Webb 2019, Solovjov 2018b]. 284 

Predictions are shown in Fig. 4. 285 
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 286 

Figure 4.  Gas mixture Case 3 ( T = 1000 K, HY = 0.0). Left: divergence of the radiative flux. 287 

Right: relative error with respect to reference LBL calculations. 288 

The results of Case 3 suggest that, as with Case 1 (which also considers a homogeneous layer), the 289 

use of the  -ALDF approach yields an accuracy higher near the walls than the ALBDF-based RC-290 

SLW model with blackbody source temperature specified as the volume-average temperature in the 291 

domain. In the center of the layer, where the gas temperature reaches its maximum, the conventional 292 

ALBDF RC-SLW method is somewhat more accurate than the RC-SLW method based on  -ALDF. 293 

However, this improved accuracy in the center of the profile does not fully compensate for the errors 294 

near the walls.  Globally, when averaged over the domain, the total errors related to the  -ALDF are 295 

smaller than the conventional RC-SLW method based on an ALBDF evaluated at the volume-296 

averaged temperature.  297 

Case 4  This case is identical to Case 3, but features a larger temperature difference (T = 1500 K) 298 

and includes spatial variation in species mole fractions, for 0.4HY = .  The conditions of Case 4 are 299 

representative of a confined, non-sooting pool fire situation.  Results are presented in Fig. 5. 300 
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 301 

Figure 5.  Gas mixture Case 4 ( T = 1500 K, HY = 0.4). Left: divergence of the radiative flux. 302 

Right: relative error with respect to reference LBL calculations. 303 

For Case 4, both the RC-SLW method based on the ALBDF (at b aveT T= ) and the RC-SLW method 304 

based on the  -ALDF provide comparable local error, and neither of the two methods can be 305 

reasonably considered as superior to the other.  Both methods produce the highest error near the center 306 

of the domain where the temperature is a maximum. 307 

Case 5  The fifth test case studied here was proposed recently by Wang [Wang 2021] and is presented 308 

here to evaluate the -ALDF model in a case with three participating species. The layer is again one-309 

dimensional with spacing L = 0.1 m, and a mixture of three gas species H2O, CO2, and CO is 310 

investigated. The temperature and species concentration profiles are given by the following 311 

expressions: 312 

 ( )

5
1500.0 sin , 0 0.3

3 4

6798.76 exp 7.3 , 0.03

x
x

L
T x

x
x L

L

   
+   

  
= 

  −     

 (22a) 313 

 ( )

0.1 sin 2 , 0 0.025
4

0.34 exp 6.28 , 0.025

H

x
x

L
Y x

x
x L

L




  
+   

  
= 

  −     

 (22b) 314 
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 ( )

10
0.1 sin , 0 0.035

7 4

0.34 exp 4.49 , 0.035

C

x
x

L
Y x

x
x L

L

   
+   

  
= 

  −     

 (22c) 315 

 ( )

10
0.02 sin , 0 0.015

3 4

0.068 exp 10.47 , 0.015

CO

x
x

L
Y x

x
x L

L

   
+   

  
= 

  −     

 (22d) 316 

Predictions for this case are shown in Fig. 6. 317 

 318 

Figure 6.  Gas mixture Case 5. Left: divergence of the radiative flux. Right: relative error with 319 

respect to reference LBL calculations. 320 

Case 5 is the only scenario investigated in the present work with three absorbing molecules 321 

considered. As with the previous example cases, both RC-SLW models (based on ALBDF or  -322 

ALDF) provide a similar accuracy. The RC-SLW model based on the ALBDF at the average gas 323 

temperature appears to be slightly more accurate than the RC-SLW model based on  -ALDF in the 324 

cold gaseous region (near x = L), but this gain cannot be considered significant enough to consider 325 

the ALBDF-based RC-SLW model to be more accurate, considering also that it yields modestly 326 

higher maximum error (slightly less than 2%) than the  -ALDF model.  327 

Case 6  The final case explored here considers a binary mixture of absorbing species H2O and CO2 328 

but the gaseous medium is at a temperature lower than the walls. This case was selected because local 329 
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absorption by the gas is higher than its emission, whereas all previous cases considered are dominated 330 

by gaseous emission. The temperature and species concentration profiles for Case 6 are given as: 331 

 ( ) ( )
2

4500 1 3 500T x x= − +  (23a) 332 

 ( ) ( )
2

0.9 1 3 0.1HY x x= − +  (23b) 333 

 ( ) ( ) 2C HY x Y x=  (23c) 334 

Results are shown in Fig. 7. 335 

 336 

Figure 7.  Gas mixture Case 6 in an absorption dominated case. Left: divergence of the radiative 337 

flux. Right: relative error with respect to reference LBL calculations. 338 

The results presented in Fig. 7 reveal that, as in the previous cases, the results of both RC-SLW 339 

methods are similar. However, the accuracy of both methods in this absorption-dominated case is 340 

relatively poor for both the  -ALDF and ALBDF based RC-SLW models.  This can be explained by 341 

the fact that both methods are based on an averaging process over the gaseous volume.  The ALBDF 342 

uses an average gas temperature and does not account for the possible influence of the emission-343 

dominant boundaries; the  -ALDF introduced here, i.e., Eq. (14), is also founded on the gaseous 344 

volume only. This suggests that even if the concept of  -ALDF permits the elimination of the 345 

possible dependence of the RC-SLW method on a rather arbitrary blackbody source temperature, it 346 
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does not in its present formulation allow treatment of all possible radiative transfer configurations 347 

with the same accuracy. One can notice that higher errors in absorption-dominated cases is not a 348 

deficiency unique to the -ALDF method: all SLW/FSK models provide similar errors in these types 349 

of scenarios. Further work is required to extend the present idea of  -ALDF to absorption dominated 350 

scenarios. 351 

Results of the various simulations (in terms of mean and maximum relative errors) considered in this 352 

work are summarized in Table 1. One can notice that even if mean relative errors are found to be 353 

similar in all simulations, the use of -ALDF is found to provide in most cases lower maximum 354 

errors. 355 

 356 

CASE Mean relative error 

(ALBDF/-ALDF) 

Maximum relative error 

(ALBDF/-ALDF) 

1 1.49 / 1.03 3.51 / 1.56 

2 0.65 / 0.92 1.27 / 1.29 

3 1.02 / 0.74 1.80 / 1.70 

4 3.09 / 3.15 8.13 / 8.08 

5 0.34 / 0.44 1.70 / 1.47 

6 9.44 / 9.56 16.1 / 14.3 

Table 1. Mean and maximum relative errors for the cases C1-6 considered in this work. 357 

 358 

Finally, even if the objective of the paper was to show the feasibility of radiative transfer calculations 359 

without the need of any reference state and any blackbody source temperature through the 360 

combination of RC-SLW and -ALDF concepts, additional calculations were made to compare the 361 

technique with several standard methods that require these quantities as inputs. The first one is the 362 

original SLW model based on both a reference state and blackbody source temperature (the average 363 
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temperature was used here). This model, named RA for Reference Approach in the following, is 364 

equivalent to the FSCK-I model of Modest. The second one was proposed recently [Solovjov 2020] 365 

and is equivalent to Cai and Modest’s improved FSCK (FSCK-II) method. All comparisons (only 366 

emission dominated cases already treated were recalculated) are made with 25 gray gases to comply 367 

with usual radiative transfer scenarios. Results are provided in Table 2 and Figures 8-10. 368 

 369 

CASE RC-SLW 

ALBDF 

RC-SLW 

−ALDF 

SLW RA LC-SLW 

1 (Figure 8) 1.47/3.46 1.02/1.63 1.70/9.37 3.23/19.2 

2 0.69/1.33 0.93/1.34 0.96/5.36 2.30/13.6 

3 1.03/1.83 0.76/1.73 1.02/5.05 1.52/5.29 

4 (Figure 9) 3.14/8.10 3.19/8.22 2.99/7.87 4.01/8.75 

5 (Figure 10) 0.33/1.55 0.44/1.46 0.07/0.33 0.30/0.88 

Table 2. Mean / Maximum relative errors for the cases C1-5 with 25 gray gases. 370 

 371 

From the values listed in Table 2, the following comments can be made: 372 

- The LC-SLW / Cai and Modest’s improved FSCK method is globally the less accurate model, 373 

providing the highest errors in four out of five cases. In three of these cases (C1-3), errors are at least 374 

two times higher than those of the RC-SLW / -ALDF combination. 375 

- The SLW RA / FSCK-I method has the highest accuracy in Cases 4 and 5 (even if in Case 4 the order 376 

of magnitude is similar to the RC-SLW methods, or more precisely too close to these models to 377 

conclude reasonably that it is better than them). For Case 5, the level of accuracy observed with SLW 378 

RA / FSCK-I seems more fortuitous than a general property of the model. 379 

- The RC-SLW methods perform equivalently well in Cases 1-3. Errors with 25 gray gases are higher 380 

than with 128 gray gases as shown in Table 1, but the general trend is the same. In four out of five 381 

cases, the use of -ALDF with RC-SLW provides a mean relative error lower or equal to 1%. In the 382 
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only case for which its mean relative error is higher than 1% (Case 4), it provides an accuracy on par 383 

all other methods. 384 

Consequently, these calculations show that, in the cases considered, the RC-SLW model combined 385 

with the -ALDF concept provides an accuracy comparable with other existing methods (if we except 386 

case C5, for which the high accuracy of SLW RA / FSCK-I seems more due to chance than anything 387 

else). The RC-SLW / -ALDF combination can be safely recommended for radiative transfer 388 

calculation, since its accuracy is similar to other methods without any need to specify any rather 389 

arbitrary quantity, i.e., any reference state and blackbody source temperature as required by all other 390 

existing methods. The specification of these reference quantities does not appear to provide any 391 

improvement to global methods, which is in accordance with theory (see [André, 2017], where it was 392 

shown that no one of them is in fact required to construct a full spectrum gas radiation model).  393 

Notice that for the cases considered here (1D geometries), the computational time required to evaluate 394 

the -ALDF was found to be negligible compared to the time required to read the look-up tables, 395 

solve the RTE, etc. 3D configuration will be treated as an extension of the present work to evaluate 396 

the cost of the method in more realistic and challenging situations. 397 

 398 

Figure 8.  Single gas (H2O) Case 1 ( T = 1500 K, HY = 0.0). Left: divergence of the radiative 399 

flux. Right: relative error with respect to reference LBL calculations. Calculations made with 25 400 

gray gases. 401 
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 402 

 403 

Figure 9.  Gas mixture Case 4 ( T = 1500 K, HY = 0.4). Left: divergence of the radiative flux. 404 

Right: relative error with respect to reference LBL calculations. Calculations made with 25 gray 405 

gases. 406 

 407 

 408 

Figure 10.  Gas mixture Case 5. Left: divergence of the radiative flux. Right: relative error with 409 

respect to reference LBL calculations. Calculations made with 25 gray gases. 410 

 411 
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CONCLUSIONS 412 

 The concept of a new spectral distribution function, termed the  -ALDF, has been introduced as a 413 

generalization of the traditional ALBDF used in all variants of the SLW model. When combined with 414 

the RC-SLW/RC-FSK methods, the  -ALDF model allows the construction of a full spectrum radiation 415 

transfer prediction method which is independent of any specified à priori quantity required by all other 416 

existing global methods.  Thus, no user-specified parameter (i.e., no reference temperature/concentration 417 

and no blackbody source temperature) is required for the solution. The proof-of-concept was verified on 418 

several test cases where predictions using the  -ALDF model are compared to rigorous line-by-line 419 

benchmarks.  In addition to demonstrating the concept, it was observed for all test cases that the accuracy 420 

of the modelling approach was either equivalent to or superior to the conventional ALBDF based RC-421 

SLW method based on a blackbody source temperature defined as the volume-averaged temperature, as 422 

is usually recommended.  423 

  424 
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Appendix A. Justification of Eq. (6) 486 

We provide here a justification rather than a rigorous proof of Eq. (6). Here, it is assumed that one 487 

can apply over the full spectrum the same assumptions on spectral lines as over narrow bands. In 488 

other words, the following assumptions are made [Young 2013]: 489 

Assumption 1: The spectrum is composed of many (close to infinity) spectral lines randomly (and 490 

uniformly) spread over the wavenumber axis. For simplification purpose, the wavenumber axis is 491 

restricted to a bounded interval ( )*0,    . The upper limit ( )*   is defined as follows. For any 492 

positive real 0   and any temperature ( ) ,T dV dV V , one can define a wavenumber ( ),dV 493 

such that 494 

  
( )

( )

( ),

0

1

dV

b

b

I T dV
d

I T dV

 


 

   = −
  

  (A.1)  495 

Considering the set of values of ( ),dV   obtained by using all the temperatures inside the 496 

computational domain, one can construct a sequence of intervals ( )0, ,dV    . There exists one 497 

temperature and an elementary volume 
*dV in the domain such that for any ( ) ,T dV dV V , 498 

( ) ( ) ( )* *0, , 0, ,dV dV       =    
. In this case, for all temperatures inside the domain, one has 499 

  
( )

( )

( )*
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1
b

b

I T dV
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I T dV

 


 

    −
  

  (A.2)  500 

This method is used to define the upper limit ( )*   used in Eq. (6). 501 

Assumption 2:  Linestrengths and positions are statistically independent.  502 

Assumption 3: Line profiles are totally contained in spectral intervals over which the Planck function 503 

can be considered as constant. 504 

 From Assumption 1, the spectral absorption cross-section is the sum of the contribution of N 505 

spectral lines. Each spectral line has a linestrength nS , a line center n  and a profile nf . The Planck 506 

mean absorption cross-section is: 507 
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where ,nC  is the spectral cross-section of the n-th spectral line. Its corresponding contribution to the 509 

total (for all spectral lines) Planck mean absorption cross-section is: 510 
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If one assumes that the line profile is fully contained inside a spectral interval over which the Planck 512 

function is constant (the value of the constant can then be taken equal to the value at the line center, 513 

consistent with Assumption 3), one has 514 
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From this relationship one can rewrite the left-hand side of Eq. (6) as: 516 
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 (A.6) 517 

where 
nS  is the volume average value of the linestrength of the n-th spectral line. From Assumption 518 

2 (linestrengths and positions are statistically independent), the sum can be written as the product (as 519 

is done for mixtures of distinct gaseous species for instance): 520 
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And, from Assumption 1 (for N approaching infinity): 522 
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It then suffices to notice that (as line profiles are normalized): 524 

 ( ) ( )  ( ) 
10

,
N

n n

n

C Y dV T dV C d S T dV S  
+

=

− = −        (A.9) 525 

to obtain Eq. (6). 526 

 One can notice that even if the set of assumptions required to derive the previous equation may 527 

appear at first sight unreasonable, they are justified á posteriori by the accuracy of predictions based 528 

on the  -ALDF method as demonstrated in the paper. Furthermore, the approach used in the 529 

Reference Approach SLW (RA-SLW), Absorption Distribution Function (ADF), and Full Scale 530 

Correlated-k (FSCK) methods [Denison 1993, Pierrot 1999, Modest 2003] can be shown to be a 531 

particular case of the assumption embodied in Eq. (6). This is detailed below for the FSCK method. 532 

 The total emission radiated by the volume V of gas can be written in terms of f as: 533 

 ( ) ( ) ( ) ( ) ( ) ( )
0

, ,P b P b

V

Y dV C dV T dV I T dV dV Y f T C V T T I T dT

+

=             (A.10) 534 

where ( ) ,PC V T T   is the Planck mean absorption cross-section at any location inside the volume 535 

( )V T  occupied by the gas molecules at temperature T. This Planck mean is a constant with respect 536 

to the gas molar fraction and only depends on the temperature of the gas, following Assumption 3. 537 

Calling F the cumulative distribution of f, one can rewrite the previous equation as: 538 

 ( ) ( ) ( ) ( ) ( ) ( )
1

0

, ,P b P b

V

Y dV C dV T dV I T dV dV Y C dV F T F I T F dF=                 (A.11) 539 
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If the distribution f is smooth enough so that a single quadrature point over [0,1] can be used to 540 

evaluate the integral on the right-hand side of Eq. (A.11), then, writing this single point quadrature 541 

abscissa as 0F : 542 

 ( ) ( ) ( ) ( ) ( ) ( )0 0 0, ,P b P b

V

Y dV C dV T dV I T dV dV Y C dV F T F I T F=                (A.12) 543 

The temperature ( )0T F then plays the role of some reference blackbody source temperature. In this 544 

particular case, the formulation presented here thus reduces to that used traditionally, for example, in 545 

the FSCK method [Modest 2003]. This provides further justification for the assumption of Eq. (6). 546 

This is because in this particular case (using again a single point quadrature to evaluate the integral 547 

between 0 and 1 which appears below) 548 
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