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#### Abstract

We address a large-scale and nonconvex optimization problem, involving an aggregative term. This term can be interpreted as the sum of the contributions of $N$ agents to some common good, with $N$ large. We investigate a relaxation of this problem, obtained by randomization. The relaxation gap is proved to converge to zeros as $N$ goes to infinity, independently of the dimension of the aggregate. We propose a stochastic method to construct an approximate minimizer of the original problem, given an approximate solution of the randomized problem. McDiarmid's concentration inequality is used to quantify the probability of success of the method. We consider the Frank-Wolfe (FW) algorithm for the resolution of the randomized problem. Each iteration of the algorithm requires to solve a subproblem which can be decomposed into $N$ independent optimization problems. A sublinear convergence rate is obtained for the FW algorithm. In order to handle the memory overflow problem possibly caused by the FW algorithm, we propose a stochastic Frank-Wolfe (SFW) algorithm, which ensures the convergence in both expectation and probability senses. Numerical experiments on a mixed-integer quadratic program illustrate the efficiency of the method.
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## 1. Introduction.

Problem formulation. This article is devoted to the theoretical analysis and the numerical resolution of the following large-scale, aggregative, and nonconvex optimization problem:

$$
\inf _{x \in \mathcal{X}} J(x):=f(G(x)), \quad \text { where: }\left\{\begin{align*}
G(x) & =\frac{1}{N} \sum_{i=1}^{N} g_{i}\left(x_{i}\right)  \tag{P}\\
\mathcal{X} & =\prod_{i=1}^{N} \mathcal{X}_{i}
\end{align*}\right.
$$

Here, $N$ can be seen as the number of agents and is assumed to be large. The main feature of this problem is the aggregative form of the function $G$, which is defined as the average of the $N$ mappings $g_{i}$, each of which defined on some set $\mathcal{X}_{i}$ into a Hilbert space $\mathcal{E}$. These mappings are referred to as the contribution mappings. We will refer to the term $G(x)$ as the aggregate. Let $q$ denote the dimension of $\mathcal{E}$ (possibly $q=+\infty$ ). While very few structural assumptions are made on the sets $\mathcal{X}_{i}$ and the mappings $g_{i}$, we will typically assume that $f$ is convex, with a Lipschitz-continuous gradient. A central idea in this work is that the problem can be well approximated by a convex problem when $N$ is large.

[^0]Motivating examples. A particularly interesting instance of $(\mathrm{P})$ is the following:

$$
\begin{equation*}
J(x)=f_{0}\left(\frac{1}{N} \sum_{i=1}^{N} h_{i}\left(x_{i}\right)\right)+\frac{1}{N} \sum_{i=1}^{N} l_{i}\left(x_{i}\right) \tag{1.1}
\end{equation*}
$$

This is the setting investigated in a closely related paper by Mengdi Wang [21]. Following her terminology, the function $h_{i}$ is the contribution of agent $i$ to some common goods, $f_{0}$ is a social cost function of the common goods, and $l_{i}$ describes the individual preference of agent $i$. There are various applications fitting into the framework of (1.1), see [21]. In particular, some power system management problems can be modeled as (1.1). Such a problem is investigated in [17]: $x_{i}$ represents the production profile of the generator $i, l_{i}\left(x_{i}\right)$ is its individual production cost, $f_{0}$ denotes the demand elasticity or, equivalently, a penalty function that depends on the difference between the average production and some inflexible demand $D\left(\right.$ e.g. $\left.f_{0}:=\|\cdot-D\|^{2}\right)$ so as to penalize the deviation of the overall production from the inflexible demand.

The problem (1.1) also has applications in supervised learning. Let us consider a training set $\left(y_{j}^{*}, z_{j}^{*}\right)_{j=1}^{J} \in(\mathcal{Y} \times \mathcal{Z})^{J}$. The goal is to find parameters $\left(x_{i}\right)_{i=1}^{N}$ such that the inputs $y_{j}^{*}$ are mapped to the outputs $z_{j}^{*}$ according to the following relation: $z_{j}^{*} \approx \frac{1}{N} \sum_{i=1}^{N} \varphi\left(x_{i}, y_{j}^{*}\right)$, where $\varphi$ is an activation function (ReLu, Sigmoid, etc). This leads to a problem of the form (1.1), where $h_{i}\left(x_{i}\right)=\left(\varphi\left(x_{i}, y_{j}^{*}\right)\right)_{j=1, \ldots, J} \in \mathcal{Z}^{J}, f_{0}$ is a fidelity function penalizing the difference between a given $J$-uplet $z \in \mathcal{Z}^{J}$ and $\left(z_{j}^{*}\right)_{j=1, \ldots, J}$. The functions $l_{i}$ can be chosen so as to regularize the parameters $x_{i}$. The framework of problem (1.1) therefore includes various applications of machine learning problems. Let us mention the "sharing problem" in [4], Lasso regression in [9], sparsity regression in $[13,12]$, and the training of neural networks with one hidden layer in [6].

Related works and methods. Let us return to the general problem (P). Classical Lagrangian relaxation (Chapter XII of [10]) methods can be relevant here because the dual problem is separable, thanks to the aggregative form of $G$. To see this, let us reformulate $(\mathrm{P})$ as: $\inf _{(x, v) \in \mathcal{X} \times \mathcal{E}} f(v)$, subject to the constraint that $v=G(x)$. Its dual problem is:

$$
\begin{equation*}
\sup _{\lambda \in \mathcal{E}}\left(-f^{*}(\lambda)+\Phi(\lambda)\right) \tag{1.2}
\end{equation*}
$$

where $f^{*}$ is the Fenchel congugate function of $f$, and $\Phi(\lambda)$ is defined by

$$
\begin{equation*}
\Phi(\lambda):=\inf _{x \in \mathcal{X}}\langle\lambda, G(x)\rangle=\frac{1}{N} \sum_{i=1}^{N} \inf _{x_{i} \in \mathcal{X}_{i}}\left\langle\lambda, g_{i}\left(x_{i}\right)\right\rangle \tag{1.3}
\end{equation*}
$$

One sees that $\Phi(\lambda)$ can be evaluated by solving $N$ independent sub-problems, one for each $i$ in $\{1, \ldots, N\}$. Solving these sub-problems can be much easier than addressing frontally the original problem with $N$ coupled variables. This approach has been extensively employed in convex settings [17, 15]. However, the nonconvexity of the problem raises two major difficulties: the potentially large duality gap and the reconstruction of a primal solution from the dual optimal solution.

These two difficulties are addressed by Wang in [21]. She proposed a convex relaxation of the problem, based on a geometrical approach, that allows to obtain an estimate of the duality gap of order $\mathcal{O}\left(q^{2} / N^{2}\right)$. Her main tool was the ShapleyFolkman lemma [18], which allows to show that the image of $G$ is close to a convex
set. This idea was already present in the seminal work of Aubin and Ekeland in [1], dealing with a different setting involving a coupling constraint. We refer to [21] for a more exhaustive of mathematical works dedicated to the estimation of the duality gap, where a kind of convexification occurs. After having solved the dual problem by a cutting plane method and then found an approximate solution to the relaxed primal problem via a projection problem, Wang's method recovers an approximate solution to the original nonconvex problem, by computing a Shapley-Folkman decomposition of the aggregate with a standard linear programming approach.

There exist another important class of methods for large-scale optimization problems which are the block coordinate descent algorithm and its variants [3, 9]. These methods may not be applicable without additional assumptions on the sets $\mathcal{X}_{i}$ and the maps $g_{i}$ (in the current framework, the sets $\mathcal{X}_{i}$ could be discrete). Even if we make additional regularity assumptions, they may be inefficient, in particular because the cost function $J$ is not convex in general.

Contributions and organization of the paper. We first introduce in Section 2 a convex relaxation of the original problem (P). The relaxed problem is obtained by replacing the variables $x_{i}$ by probability measures $\mu_{i}$ on $\mathcal{X}_{i}$. The contribution mappings $g_{i}\left(x_{i}\right)$ are replaced by $\int_{\mathcal{X}_{i}} g_{i}\left(x_{i}\right) d \mu_{i}\left(x_{i}\right)$; these terms are linear with respect to $\mu_{i}$. The resulting relaxed cost function, denoted $\mathcal{J}$, is convex, and so is the relaxed problem. We give a first upper bound of the relaxation gap of order $\mathcal{O}(1 / N)$. The relaxed problem has a stochastic interpretation: it amounts to replace the variables $x_{i}$ by independent random variables $X_{i}$ of probability distribution $\mu_{i}$, and to replace $g_{i}\left(x_{i}\right)$ by the expectation of $g_{i}\left(X_{i}\right)$. To derive a good candidate (for (P)), given an approximate solution to the relaxed problem $\mu=\left(\mu_{1}, \ldots, \mu_{N}\right)$, we propose to simulate random variables $X_{i}$ with probability distribution $\mu_{i}$. We will call this technique the selection method. We give a sharp estimate of the probability of error for the selection method. More precisely, we estimate the probability that $J\left(X_{1}, \ldots, X_{N}\right) \geq \mathcal{J}(\mu)+\left(\frac{C}{N}+\epsilon\right)$, given $\epsilon>0$. The proof relies on McDiarmid's inequality, a concentration inequality [14].

From a numerical point of view, our main contribution is a method combining the Frank-Wolfe (FW) algorithm [8, 11], applied to the relaxed problem, and the selection method described previously. The resulting algorithm, called stochastic Frank-Wolfe (SFW) algorithm, is described and analyzed in Section 3. Each iteration of the algorithm requires to solve a subproblem of the form (1.3), which is decomposable into $N$ subproblems. Resorting to the selection method, we avoid to manipulate explicitely probability measures on the sets $\mathcal{X}_{i}$, which may otherwise cause memory issues. The SFW method is able to find an $\mathcal{O}(1 / N)$-solution to problem P. In addition, we estimate the probability that the iterate $x_{k}$ is $\left(\frac{C}{k}+\epsilon\right)$-optimal, for $k \leq 2 N$. This result relies on concentration inequalities for martingales [7] which generalize McDiarmid's inequality.

Our last theoretical contribution is a sharp estimate of the relaxation gap, of order $\mathcal{O}\left(q \wedge N / N^{2}\right)$, where $q$ is the (potentially infinite) dimension of the aggregate space $\mathcal{E}$. It is proved in Section 4. It relies on a geometrical relaxation of problem $(\mathrm{P})$, shown to be equivalent to the relaxation by randomization. The relaxation gap is estimated with the help of a measure of nonconvexity for sets (introduced in [5]) and with the help of the Shapley-Folkman lemma [18]. We also give an estimate of the price of decentralization (as defined by Wang in [21]). We conclude the section with a detailed comparison of our approach and the one of [21].

Section 5 is dedicated to numerical tests for a mixed-integer linear-quadratic program.

### 1.1. Notations.

On sets. For two sets $\mathcal{A}$ and $\mathcal{B}$ in a normed vector space $\mathcal{X}$, we denote by $d(\mathcal{A}):=$ $\sup _{x, y \in \mathcal{A}}\|x-y\|_{\mathcal{X}}$ the diameter of $\mathcal{A}$, by $\mathcal{A}+\mathcal{B}=\{x+y \mid x \in \mathcal{A}, y \in \mathcal{B}\}$ the Minkowski sum of $A$ and $B$, by $\lambda \mathcal{A}=\{\lambda x \mid x \in \mathcal{A}\}$ the scalar multiplication of $A$ with $\lambda \in \mathbb{R}$ and by $\operatorname{conv}(\mathcal{A})$ the convex hull of $\mathcal{A}$. Note that $\operatorname{conv}(\mathcal{A}+\mathcal{B})=\operatorname{conv}(\mathcal{A})+\operatorname{conv}(\mathcal{B})$.

For all $i \in\{1, \ldots, N\}$, we denote $\mathcal{X}_{-i}=\left(\prod_{i^{\prime}=1}^{i-1} \mathcal{X}_{i^{\prime}}\right) \times\left(\prod_{i^{\prime}=i+1}^{N} \mathcal{X}_{i^{\prime}}\right)$. Given $x \in \mathcal{X}$, we denote $x_{-i}=\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{N}\right) \in \mathcal{X}_{-i}$. From time to time, we represent $x$ by the pair $\left(x_{i}, x_{-i}\right)$.

On functions. Let $\mathcal{H}$ be a Hilbert space and let $F: \mathcal{H} \rightarrow \mathbb{R} \cup\{+\infty\}$. The domain of $F$, denoted by $\operatorname{dom}(F)$, is defined by $\operatorname{dom}(F)=\{x \mid F(x) \neq+\infty\}$. The subgradient of $F$ at some point $x \in \operatorname{dom}(F)$ is denoted by $\partial F(x)$ and defined by

$$
\partial F(x)=\{p \in \mathcal{H} \mid F(y) \geq F(x)+\langle p, y-x\rangle, \forall y \in \mathcal{H}\} .
$$

The Fenchel's conjugate of $F$ is denoted by $F^{*}: H \rightarrow \mathbb{R}$ and defined by $F^{*}(p)=$ $\sup _{x \in \mathcal{H}}\langle p, x\rangle-F(x)$.

On measures. Given a set $\Omega$, we denote by $\delta_{x}$ the Dirac distribution at some point $x \in \Omega$. We denote by $\mathcal{P}_{\delta}(\Omega)$ the set of finitely supported probability distributions, defined by

$$
\mathcal{P}_{\delta}(\Omega):=\operatorname{conv}\left(\left\{\delta_{x} \mid x \in \Omega\right\}\right) .
$$

Let $\mu=\sum_{j=1}^{J} \lambda_{j} \delta_{x_{j}} \in \mathcal{P}_{\delta}(\Omega)$. Given a Hilbert space $\mathcal{H}$ and a mapping $F: \Omega \rightarrow \mathcal{H}$, we denote

$$
E_{\mu}[F]=\sum_{j=1}^{J} \lambda_{j} F\left(x_{j}\right), \quad \sigma_{\mu}^{2}[F]=\sum_{j=1}^{J} \lambda_{j}\left\|F\left(x_{j}\right)-E_{\mu}[F]\right\|^{2}
$$

In other words, $E_{\mu}[F]$ is the integral of $F$ with respect to the measure $\mu$ and $\sigma_{\mu}^{2}[F]$ is the variance of the probability measure $\sum_{j=1}^{J} \lambda_{j} \delta_{F\left(x_{j}\right)}$, in the sense of [20, Remark 7.5]. Finally, the Bernoulli distribution with parameter $\omega \in[0,1]$ is denoted by $\operatorname{Bern}(\omega)$.

On numbers and real-valued random variables. We denote by $m \wedge n$ the minimum of the numbers $m$ and $n$ in $\mathbb{R} \cup\{+\infty\}$. Let $X$ be a real-valued random variable. The expectation of $X$ is denoted by $\mathbb{E}[X]$, the variance of $X$ is denoted by $\operatorname{Var}(X)$ and the conditional expectation of $X$ w.r.t. some $\sigma$-algebra $\mathcal{F}$ is denoted by $\mathbb{E}[X \mid \mathcal{F}]$. Given $\mu \in \mathcal{P}_{\delta}(\Omega)$ and a random variable $X$ in $\Omega$, the notation $X \sim \mu$ indicates that $\mu$ is the probability distribution of $X$.
2. Relaxation by randomization and gap estimation. In this section we first make a structural assumption on the general problem of interest, problem (P). Next we introduce a relaxation of the problem, obtained by randomization. We give an upper bound of the randomization gap in Proposition 2.6. Finally we propose a method to recover an approximate solution to (P), given an approximate solution to the relaxed problem. Its performance is investigated in Theorem 2.9.
2.1. Problem formulation. We assume that the aggregate space $\mathcal{E}$ is the Cartesian product of $M$ separable Hilbert spaces denotes $\mathcal{E}_{j}$, for $j=1, \ldots, M$. The contribution mappings are of the form $g_{i}\left(x_{i}\right)=\left(g_{i j}\left(x_{i}\right)\right)_{j=1, \ldots, M}$, where $g_{i j}: \mathcal{X}_{i} \rightarrow \mathcal{E}_{j}$. Moreover we assume that $f$ is additive: for all $y=\left(y_{1}, \ldots, y_{M}\right) \in \mathcal{E}$, we have
$f(y)=\sum_{j=1}^{M} f_{j}\left(y_{j}\right)$, where $f_{j}: \mathcal{E}_{j} \rightarrow \mathbb{R}$. Hence the criterion $J$ of problem (P) writes

$$
\begin{equation*}
J(x)=f(G(x))=\sum_{j=1}^{M} f_{j}\left(\frac{1}{N} \sum_{i=1}^{N} g_{i j}\left(x_{i}\right)\right) \tag{2.1}
\end{equation*}
$$

Of course this structural assumption on $\mathcal{E}$ and $f$ is not restrictive, since one can take $M=1$. We will comment on its interest in Remark 2.7.

For any $i=1, \ldots, N$ and for any $j=1, \ldots, M$, we denote

$$
S_{i j}:=\left\{g_{i j}\left(x_{i}\right) \mid x_{i} \in \mathcal{X}_{i}\right\} \quad \text { and } \quad S_{j}:=\frac{1}{N} \sum_{i=1}^{N} S_{i j}
$$

The following regularity assumption will be in force all along the article.
Assumption A. For $i=1,2, \ldots, N$ and $j=1,2 \ldots, M$ :

1. The range set $S_{i j}$ in $\mathcal{E}_{j}$ has finite diameter $d_{i j}:=d\left(S_{i j}\right)$.
2. The function $f_{j}$ is $L_{j}$-Lipschitz on conv $\left(S_{j}\right)$.
3. The function $f_{j}$ is continuously differentiable on a neighborhood of conv $\left(S_{j}\right)$, and $\nabla f_{j}$ is $\tilde{L}_{j}-$ Lipschitz on conv $\left(S_{j}\right)$.
We next define two constants $C_{0}>0$ and $C_{1}>0$ by

$$
C_{0}=\sum_{j=1}^{M}\left(L_{j} \max _{1 \leq i \leq N}\left\{d_{i j}\right\}\right), \quad \text { and } \quad C_{1}=\frac{1}{N} \sum_{j=1}^{M}\left(\tilde{L}_{j} \sum_{i=1}^{N} d_{i j}^{2}\right)
$$

Remark 2.1. We will regularly employ notations of the form $O(h(N, q, k))$, where $h$ is an explicit function of $N, q$ (the dimension of $\mathcal{E}$ ), and $k$ (some iteration number). We use it to express the fact that some variable is bounded by $C h(N, q, k)$, where the constant $C$ only depends on $\left(\max _{1 \leq i \leq N} d_{i j}\right)_{j=1, \ldots, M}$ and the Lipschitz moduli $\left(L_{j}\right)_{j=1, \ldots, M}$ and $\left(\tilde{L}_{j}\right)_{j=1, \ldots, M}$. With this convention in mind, we have

$$
C_{0}=O(1) \quad \text { and } \quad C_{1}=O(1)
$$

Remark 2.2. Our results can be applied to aggregative problems of the form

$$
\inf _{x \in \mathcal{X}} \sum_{j=1}^{M} f_{j}\left(\sum_{i=1}^{N} \hat{g}_{i j}\left(x_{i}\right)\right),
$$

i.e. of the same form as in (2.1), but without the coefficient $\frac{1}{N}$. Indeed, it suffices to define $g_{i j}=N \hat{g}_{i j}$ to come down to the formulation (2.1) and to use the fact that $d\left(g_{i j}\left(\mathcal{X}_{i}\right)\right)=N d\left(\hat{g}_{i j}\left(\mathcal{X}_{i}\right)\right)$. The introduction of the coefficient $\frac{1}{N}$ induces a natural scaling of the problem as $N$ increases. It also enables to us to highlight the convexification of the problem as $N$ becomes large, assuming that the coefficients $d_{i j}$ are uniformly bounded.

We state in the following lemma a straightforward inequality, exhibiting the role of the constant $C_{0}$. Note that the role of the constant $C_{1}$ will be revealed in Lemma 2.6.

Lemma 2.3. Let Assumption $A$ be satisfied. For all $i \in\{1, \ldots, N\}$, for all $x_{-i} \in$ $\mathcal{X}_{-i}, x_{i}$ and $x_{i}^{\prime}$ in $\mathcal{X}_{i}$, it holds:

$$
\left|J\left(x_{i}^{\prime}, x_{-i}\right)-J\left(x_{i}, x_{-i}\right)\right| \leq \frac{C_{0}}{N}
$$

2.2. The relaxed problem. The randomized problem is obtained by replacing each optimization variable $x_{i}$ by a probability measure $\mu_{i} \in \mathcal{P}_{\delta}\left(\mathcal{X}_{i}\right)$. The contribution mappings $g_{i}\left(x_{i}\right)$ are replaced by their integral with respect to $\mu_{i}, E_{\mu_{i}}\left[g_{i}\right]$. Denoting $\mathcal{P}_{\delta}=\prod_{i=1}^{N} \mathcal{P}_{\delta}\left(\mathcal{X}_{i}\right)$, we obtain

$$
\begin{equation*}
\inf _{\mu \in \mathcal{P}_{\delta}} \mathcal{J}(\mu):=f\left(\frac{1}{N} \sum_{i=1}^{N} E_{\mu_{i}}\left[g_{i}\right]\right)=\sum_{j=1}^{M} f_{j}\left(\frac{1}{N} \sum_{i=1}^{N} E_{\mu_{i}}\left[g_{i j}\right]\right) . \tag{PR}
\end{equation*}
$$

The following equality justifies the denomination of the relaxed problem: given $\mu \in \mathcal{P}_{\delta}$ and given $N$ random variables $X_{i}$ in $\mathcal{X}_{i}$ such that $X_{i} \sim \mu_{i}$, we have

$$
\begin{equation*}
\mathcal{J}(\mu)=f\left(\frac{1}{N} \sum_{i=1}^{N} \mathbb{E}\left[g_{i}\left(X_{i}\right)\right]\right) \tag{2.2}
\end{equation*}
$$

Remark 2.4. Working with probability measures with finite support, we do not need to equip the sets $\mathcal{X}_{i}$ with a topology and to consider regularity assumptions on the mappings $g_{i}$. Note that neither the original problem nor the relaxed one may have a solution under the standing assumptions of the article.

Let $J^{*}$ denote the value of the primal problem (P) and $\mathcal{J}^{*}$ that of the randomized problem (PR). One is interested in comparing $J^{*}$ and $\mathcal{J}^{*}$. The next lemma gives a direct result for one direction of this comparison.

Lemma 2.5. It holds: $\mathcal{J}^{*} \leq J^{*}$.
Proof. Let $x \in \mathcal{X}$. Define $\mu=\left(\delta_{x_{1}}, \ldots, \delta_{x_{N}}\right) \in \mathcal{P}_{\delta}$. Then $\mathcal{J}(\mu)=J(x)$. The conclusion follows.

The randomization gap is then defined as

$$
\text { randomization gap }=J^{*}-\mathcal{J}^{*} \geq 0
$$

Next we prove a first upper bound of the randomization gap, of order $O\left(\frac{1}{N}\right)$.
Proposition 2.6. Let Assumption A hold true. Let $\mu \in \mathcal{P}_{\delta}$ and let $\left(X_{i}\right)_{i=1, \ldots, N}$ denote $N$ independent random variables such that $X_{i} \sim \mu_{i}$. Then,

$$
\begin{equation*}
\mathbb{E}[J(X)]-\mathcal{J}(\mu) \leq \frac{1}{2 N^{2}} \sum_{j=1}^{M}\left(\tilde{L}_{j} \sum_{i=1}^{N} \sigma_{\mu_{i}}^{2}\left[g_{i j}\right]\right) \leq \frac{C_{1}}{2 N} \tag{2.3}
\end{equation*}
$$

where $X=\left(X_{1}, \ldots, X_{N}\right)$. As a consequence, $J^{*}-\mathcal{J}^{*} \leq \frac{C_{1}}{2 N}$.
Proof. Let us define $Y_{j}=\frac{1}{N}\left(\sum_{i=1}^{N} g_{i j}\left(X_{i}\right)\right)$, for $j=1, \ldots, M$. Let us set $Y=$ $\left(Y_{j}\right)_{j=1, \ldots, M}$. We have

$$
\mathbb{E}[J(X)]=\mathbb{E}[f(Y)] \quad \text { and } \quad \mathcal{J}(\mu)=f(\mathbb{E}[Y])
$$

Since the variables $X_{i}$ are independent, the random variables $g_{i j}\left(X_{i}\right)$ are also independent (for fixed $j$ ). It follows that

$$
\mathbb{E}\left[\left\|Y_{j}-\mathbb{E}\left[Y_{j}\right]\right\|^{2}\right]=\frac{1}{N^{2}} \sum_{i=1}^{N} \mathbb{E}\left[\left\|g_{i j}\left(X_{i}\right)-\mathbb{E}\left[g_{i j}\left(X_{i}\right)\right]\right\|^{2}\right]=\frac{1}{N^{2}} \sum_{i=1}^{N} \sigma_{\mu_{i}}^{2}\left[g_{i j}\right]
$$

By Assumption A, we have

$$
f(Y) \leq f(\mathbb{E}[Y])+\langle\nabla f(\mathbb{E}[Y]), Y-\mathbb{E}[Y]\rangle+\frac{1}{2} \sum_{j=1}^{M}\left(\tilde{L}_{j}\left\|Y_{j}-\mathbb{E}\left[Y_{j}\right]\right\|^{2}\right) .
$$

Taking the expectation of the above inequality and recalling the definition of $C_{1}$, we deduce (2.3).

Remark 2.7. Let us briefly comment on the interest of considering an additive structure for $f$. It is easy to verify that the mapping $\nabla f$ is Lipschitz continuous with modulus ( $\max _{j=1, \ldots, M} \tilde{L}_{j}$ ); this estimate is tight. If we do not take into account the additive structure of $f$ in the proof of Proposition 2.6, we end up with the following estimate:

$$
\mathbb{E}[J(X)] \leq \mathcal{J}(\mu)+\frac{1}{2 N^{2}}\left(\max _{j=1, \ldots, M} \tilde{L}_{j}\right) \sum_{i=1}^{N} \sum_{j=1}^{M} \sigma_{\mu_{i}}^{2}\left[g_{i j}\right],
$$

which is less precise than inequality (2.3). The same kind of comment could be made for the constants appearing afterwards in the convergence results of our numerical method.
2.3. Selection method. Suppose that a minimizer or an approximate minimizer $\mu$ of the randomized problem (PR) has been obtained. We address in this subsection the issue of recovering an approximate minimizer of the original problem (P) from $\mu$.

A naive approach would consist in averaging the measures $\mu_{i}$, assuming that the sets $\mathcal{X}_{i}$ are convex. In such a case, one can define the point $x_{i}=E_{\mu_{i}}[\mathrm{Id}]$. Another approach, motivated by Proposition 2.6, consists in sampling $\mu$, that is, in simulating $N$ independent random variables $\left(X_{1}, \ldots, X_{N}\right)$, with distributions $X_{i} \sim \mu_{i}$. This can be done without additional structural assumption on the sets $\mathcal{X}_{i}$, moreover, Proposition 2.6 ensures that for any $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left[J\left(X_{1}, \ldots, X_{N}\right)<\mathcal{J}(\mu)+\frac{C_{1}}{2 N}+\varepsilon\right]>0 . \tag{2.4}
\end{equation*}
$$

Of course, one can realize several samplings of $\mu$ to increase the probability of finding a good candidate for the original problem. We will refer to this approach as the selection method.

Example 2.8. Consider the following instance of the problem (P), where $N$ is a large even number:

$$
\left\{\begin{array}{l}
\operatorname{minimize}\left\{J\left(x_{1}, x_{2}, \ldots, x_{N}\right)=-\frac{1}{N} \sum_{i=1}^{N} x_{i}^{2}+\left(\frac{1}{N} \sum_{i=1}^{N} x_{i}\right)^{2}\right\} ;  \tag{2.5}\\
\text { subject to } x_{i} \in[-1,1], \quad i=1, \ldots, N .
\end{array}\right.
$$

It is easy to see that $x^{*}$ is a minimizer of (2.5) if and only if $x^{*}$ has $N / 2$ coordinates equal to 1 and the others equal to -1 . In this example, the originial and the relaxed problem have the same value, $J^{*}=\mathcal{J}^{*}=-1$. The relaxed problem does not have a unique solution. One of them is $\tilde{\mu}_{i}=\frac{1}{2}\left(\delta_{-1}+\delta_{1}\right)$. Averaging $\tilde{\mu}$ as suggested above yields $\tilde{x}=(0, \ldots, 0)$ and $J(\tilde{x})=0$. Thus in this example, the averaging method yields a poor candidate, whatever the value of $N$.

On the other hand, the selection method yields good candidates when $N$ is large. Indeed, assume that $\mathbb{P}\left[X_{i}=-1\right]=\mathbb{P}\left[X_{i}=1\right]=1 / 2$. When $N$ is large, by the law of large numbers [19], nearly half of the random variables $X_{i}$ are equal to 1 while the others are equal to -1 , with probability close to 1 . Then in such a case $X$ is almost a minimizer of (2.5).

The next theorem provides a sharp estimate of the probability in (2.4) and confirms the interest of the selection method for large values of $N$. It relies on a concentration inequality, McDiarmid's inequality [14], and its variant [7] (cf. Corollary A.2) of "variance type". It is quite intuitive that if the probability measures $\mu_{i}$ have a small variance (in a sense to be specified), then the selection method will be more efficient. The interest of taking into account the variances of the probability distributions will be revealed in the analysis of the stochastic Frank-Wolfe algorithm in Subsection 3.3.

Theorem 2.9. Let Assumption $A$ be satisfied. Let $\mu \in \mathcal{P}_{\delta}$ and let $X_{1}, \ldots, X_{N}$ be $N$ independent random variables such that $X_{i} \sim \mu_{i}$. Let $X=\left(X_{1}, \ldots, X_{N}\right)$. Then, for all $\epsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left[J(X)<\mathcal{J}(\mu)+\frac{C_{1}}{2 N}+\epsilon\right] \geq 1-\exp \left(-\frac{2 N \epsilon^{2}}{C_{0}^{2}}\right) \tag{2.6}
\end{equation*}
$$

Assume further that for all $i=1, \ldots, N$, there exists a constant $v_{i}$ such that

$$
\begin{equation*}
\sigma_{\mu_{i}}^{2}\left[J\left(\cdot, x_{-i}\right)\right] \leq v_{i}^{2} \tag{2.7}
\end{equation*}
$$

for all $x_{-i} \in X_{-i}$. Then (2.6) can be strengthened as:

$$
\begin{equation*}
\mathbb{P}\left[J(X)<\mathcal{J}(\mu)+\sum_{j=1}^{M} \sum_{i=1}^{N} \frac{\tilde{L}_{j}}{2 N^{2}} \sigma_{\mu_{i}}^{2}\left[g_{i j}\right]+\epsilon\right] \geq 1-\exp \left(-\frac{N \epsilon^{2}}{2\left(\sum_{i=1}^{N} N v_{i}^{2}+\frac{C_{0} \epsilon}{3}\right)}\right) . \tag{2.8}
\end{equation*}
$$

Proof. Combining Lemma 2.3 and McDiarmid's inequality [14], we obtain

$$
\mathbb{P}[J(X)<\mathbb{E}[J(X)]+\epsilon] \geq 1-\exp \left(-\frac{2 N \epsilon^{2}}{C_{0}^{2}}\right)
$$

Combining this estimate with the second inequality of Proposition 2.6, we obtain (2.6).

Estimate (2.8) is proved similarly, combining McDiarmid's inequality of "variance type" proved in Corollary A. 2 and the first inequality of Proposition 2.6.

We provide in the next lemma an explicit candidate for (2.7).
Lemma 2.10. Inequality (2.7) is satisfied with $v_{i}^{2}=\frac{2}{N^{2}}\left(\sum_{j=1}^{M} L_{j}^{2}\right) \sigma_{\mu_{i}}^{2}\left(g_{i}\right)$.
Proof. We first state a general following property: given a probability measure $\mu$ and two maps $h_{1}$ and $h_{2}$ suitably defined, we have the inequality $\sigma_{\mu}^{2}\left[h_{1} \circ h_{2}\right] \leq$ $2 L^{2} \sigma_{\mu}^{2}\left[h_{2}\right]$, assuming that $h_{1}$ is $L$-Lipschitz continuous. The proof of this property is left to the reader. It is easy to verify that the function $f$ is $L$-Lipschitz continuous, with $L=\left(\sum_{j=1}^{M} L_{j}^{2}\right)^{1 / 2}$. Using the announced property, we conclude that

$$
\sigma_{\mu_{i}}^{2}\left[J\left(\cdot, x_{-i}\right)\right] \leq 2 L^{2} \sigma_{\mu_{i}}^{2}\left[\frac{1}{N} g_{i}(\cdot)+C\right]=\frac{2 L^{2}}{N^{2}} \sigma_{\mu_{i}}^{2}\left[g_{i}\right]
$$

where $C=\frac{1}{N} \sum_{i^{\prime} \neq i} g_{i^{\prime}}\left(x_{i^{\prime}}\right)$ is regarded as a constant. The estimate follows.

## 3. Stochastic Frank-Wolfe algorithm.

3.1. Assumptions. We introduce two new assumptions, which will be in force until the end of the article.

Assumption B. For all $j=1, \ldots, M$, the function $f_{j}: \mathcal{E}_{j} \rightarrow \mathbb{R}$ is lower semicontinuous and convex.

Let $\mu^{1}$ and $\mu^{2}$ lie in $\mathcal{P}_{\delta}$. Take $\omega \in[0,1]$. Let $\mu=\left(\mu_{1}, \ldots, \mu_{N}\right)$ be defined, for any $i=1, \ldots, N$, by $\mu_{i}=(1-\omega) \mu_{i}^{1}+\omega \mu_{i}^{2}$. Here, the addition and the multiplication by a scalar are understood as usual in the set of signed measures. In the sequel, we simply denote $\mu=(1-\omega) \mu^{1}+\omega \mu^{2}$. We have $\mu \in \mathcal{P}_{\delta}$; moreover, $E_{\mu_{i}}\left[g_{i}\right]=$ $(1-\omega) E_{\mu_{i}^{1}}\left[g_{i}\right]+\omega E_{\mu_{i}^{2}}\left[g_{i}\right]$, for any $i=1, \ldots, N$. Then, Assumption B implies that $\mathcal{J}(\mu) \leq(1-\omega) \mathcal{J}\left(\mu^{1}\right)+\omega \mathcal{J}\left(\mu^{2}\right)$. In words, the relaxed problem (PR) is convex.

In this section, we address the numerical resolution of the relaxed problem (and the original problem) under Assumption B. Let us mention that this convexity assumption is natural for the application problems described in the introduction. It allows the application of the Frank-Wolfe algorithm (also called conditional gradient algorithm) [8], for which convergence can be established. The Frank-Wolfe algorithm requires to solve at each iteration a subproblem. Here, the subproblems can be decomposed in $N$ optimization problems, which can be solved in parallel. This property is particularly interesting, since we aim at solving instances of $(\mathrm{P})$ with large values of $N$. We do not detail here the practical resolution of the subproblems, which can only be investigated case by case. Instead, we make the following assumption.

Assumption C. For all $i=1, \ldots, N$, for all $y \in \operatorname{conv}(G(\mathcal{X}))$, the problem

$$
\begin{equation*}
\inf _{x_{i} \in \mathcal{X}_{i}}\left\langle\nabla f(y), g_{i}\left(x_{i}\right)\right\rangle \tag{3.1}
\end{equation*}
$$

has at least a solution. For all $i=1, \ldots, N$, we fix a map $\mathbb{S}_{i}: \operatorname{conv}(G(\mathcal{X})) \mapsto \mathcal{X}_{i}$ such that, for any $y \in \operatorname{conv}(G(\mathcal{X})), \mathbb{S}_{i}(y)$ is a solution to (3.1).

The $\operatorname{map} \mathbb{S}_{i}$ can be understood as a best-response function corresponding to agent $i$. The involved cost function is a linear combination of the contribution mappings $g_{i j}$, with $j=1, \ldots, M$.

Remark 3.1. It is easy to find assumptions which ensure the existence of the map $\mathbb{S}_{i}$. For example, one can assume that $\mathcal{X}_{i}$ is a compact set in a topological vector space and that $g_{i}$ is continuous. Let us emphasize that Assumption C is essentially an assumption of numerical nature: $\mathbb{S}_{i}$ should be understood as the output of an (efficient) numerical procedure for the resolution of (3.1). The algorithms described afterwards largely rely on evaluations of $\mathbb{S}_{i}$.
3.2. Basic Frank-Wolfe algorithm. We first describe a rather direct application of the Frank-Wolfe algorithm, which is referred to as the basic Frank-Wolfe algorithm. The starting point of our numerical approach is the following lemma, the proof of which is straightforward.

Lemma 3.2. Let $y \in \operatorname{conv}(G(\mathcal{X}))$ and let $\bar{\mu}=\left(\bar{\mu}_{1}, \ldots, \bar{\mu}_{N}\right) \in \mathcal{P}_{\delta}$. Then, $\bar{\mu}$ is a solution to

$$
\begin{equation*}
\inf _{\mu \in \mathcal{P}_{\delta}}\left\langle\nabla f(y), \frac{1}{N} \sum_{i=1}^{N} E_{\mu_{i}}\left(g_{i}\right)\right\rangle . \tag{3.2}
\end{equation*}
$$

if and only if for all $i=1, \ldots, N, \bar{\mu}_{i}$ is supported in $\operatorname{argmin}_{x_{i} \in \mathcal{X}_{i}}\left\langle\nabla f(y), g_{i}\left(x_{i}\right)\right\rangle$.

The cost function in (3.2) should be regarded as a linearization of $\mathcal{J}$, as needed in the abstract formulation of the Frank-Wolfe algorithm in [8]. An immediate consequence of Lemma 3.2 is that $\left(\delta_{\mathbb{S}_{1}(y)}, \ldots, \delta_{\mathbb{S}_{N}(y)}\right)$ is a solution to (3.2). The resolution of problem (3.2) is a key step in the numerical procedures developed afterwards; let us emphasize that the maps $\mathbb{S}_{i}(y)$ can be evaluated independently from each other, i.e. the resolution of (3.2) can be parallelized.

```
Algorithm 1 Frank-Wolfe Algorithm
    Initialization: \(\mu^{0} \in \mathcal{P}_{\delta}\).
    for \(k=0,1, \ldots\) do
        Step 1: Resolution of the subproblems.
        Set \(y^{k}=\frac{1}{N} \sum_{i=1}^{N} E_{\mu_{i}^{k}}\left[g_{i}\right]\).
        for \(i=1, \ldots, N\) do
            Compute \(\bar{x}_{i}^{k}=\mathbb{S}_{i}\left(y^{k}\right)\).
        end for
        Set \(\bar{\mu}^{k}=\left(\delta_{\bar{x}_{1}^{k}}, \ldots, \delta_{\bar{x}_{N}^{k}}\right)\).
        Step 2: Update.
        Choose \(\omega_{k} \in[0,1]\).
        Set \(\mu^{k+1}=\left(1-\omega_{k}\right) \mu^{k}+\omega_{k} \bar{\mu}^{k}\).
    end for
```

The convergence analysis performed afterwards relies on standard arguments (compare our proof with [11]). We introduce the primal gap $\gamma_{k}$ and the primal-dual gap $\beta_{k}$, defined by
(3.3) $\gamma_{k}=\mathcal{J}\left(\mu^{k}\right)-\mathcal{J}^{*}, \quad \beta_{k}=\left\langle\nabla f\left(y^{k}\right), y^{k}-\bar{y}^{k}\right\rangle, \quad$ where: $\quad \bar{y}^{k}=\frac{1}{N} \sum_{i=1}^{N} g_{i}\left(\bar{x}_{i}^{k}\right)$.

Note that $\beta_{k}$ can be evaluated numerically. The following lemma shows that $\beta_{k}$ is an upper bound of the primal gap $\gamma_{k}$.

Lemma 3.3. For all $k \in \mathbb{N}, \gamma_{k} \leq \beta_{k}$.
Proof. Let $k \in \mathbb{N}$. Let $\mu \in \mathcal{P}_{\delta}$ and let $y=\frac{1}{N} \sum_{i=1}^{N} E_{\mu_{i}}\left[g_{i}\right]$. By Lemma 3.2, we have $\left\langle\nabla f\left(y^{k}\right), \bar{y}^{k}\right\rangle \leq\left\langle\nabla f\left(y^{k}\right), y\right\rangle$. Thus, using the convexity of $f$, we obtain

$$
\begin{equation*}
\beta_{k}=\left\langle\nabla f\left(y^{k}\right), y^{k}-\bar{y}^{k}\right\rangle \geq\left\langle\nabla f\left(y^{k}\right), y^{k}-y\right\rangle \geq f\left(y^{k}\right)-f(y)=\mathcal{J}\left(\mu^{k}\right)-\mathcal{J}(\mu) \tag{3.4}
\end{equation*}
$$

Since $\mu$ is arbitrary, we deduce that $\beta_{k} \geq \mathcal{J}\left(\mu^{k}\right)-\mathcal{J}^{*}=\gamma_{k}$.
We have the following convergence result.
Proposition 3.4. Let Assumptions A, B, and C hold. Consider the choice $\omega_{k}=$ $\bar{\omega}_{k}:=\frac{2}{k+2}$, for all $k \in \mathbb{N}$, in Algorithm 1. Then,

$$
\gamma_{k} \leq \frac{2 C_{1}}{k}
$$

for any $k \in \mathbb{N}^{*}$.
Proof. As we will see, the result is a consequence of Lemma A.3, with $C=\frac{C_{1}}{2}$ and $u_{k}=0$. By Assumption A,

$$
f\left(y^{k+1}\right) \leq f\left(y^{k}\right)+\left\langle\nabla f\left(y^{k}\right), y^{k+1}-y^{k}\right\rangle+\sum_{j=1}^{M} \frac{\tilde{L}_{j}}{2}\left\|y_{j}^{k+1}-y_{j}^{k}\right\|^{2}
$$

We have $y^{k+1}-y^{k}=\omega_{k}\left(\bar{y}^{k}-y^{k}\right)$. Therefore, by definition of $\beta_{k}$,

$$
\begin{equation*}
f\left(y^{k+1}\right) \leq f\left(y^{k}\right)-\omega_{k} \beta_{k}+\omega_{k}^{2} \sum_{j=1}^{M} \frac{\tilde{L}_{j}}{2}\left\|\bar{y}_{j}^{k}-y_{j}^{k}\right\|^{2} . \tag{3.5}
\end{equation*}
$$

By definition, $\left\|\bar{y}_{j}^{k}-y_{j}^{k}\right\|^{2}=\frac{1}{N^{2}}\left\|\sum_{i=1}^{N} E_{\mu_{i}^{k}}\left[g_{i j}\left(\bar{x}_{i}^{k}\right)-g_{i j}(\cdot)\right]\right\|^{2}$, thus by Cauchy-Schwarz inequality,

$$
\left\|\bar{y}_{j}^{k}-y_{j}^{k}\right\|^{2} \leq \frac{1}{N} \sum_{i=1}^{N}\left\|E_{\mu_{i}^{k}}\left[g_{i j}\left(\bar{x}_{i}^{k}\right)-g_{i j}(\cdot)\right]\right\|^{2} \leq \frac{1}{N} \sum_{i=1}^{N} d_{i j}^{2} .
$$

Combining the above estimate with (3.5) and using the inequality $\gamma_{k} \leq \beta_{k}$ proved in Lemma 3.3, we obtain that $\gamma_{k+1} \leq\left(1-\omega_{k}\right) \gamma_{k}+\frac{C_{1}}{2} \omega_{k}^{2}$. Thus Lemma A. 3 applies, which concludes the proof.

Remark 3.5. For any $k \in \mathbb{N}$, denote $h_{k}(\omega)=-\omega \beta_{k}+\frac{C_{k}}{2} \omega^{2}$, where the constant $C_{k}$ is defined by $C_{k}=\sum_{j=1}^{M} \tilde{L}_{j}\left\|\bar{y}_{j}^{k}-y_{j}^{k}\right\|^{2}$. In view of inequality (3.5), the result of Proposition 3.4 remains true if the sequence $\left(\omega_{k}\right)_{k \in \mathbb{N}}$ is chosen such that for any $k \in \mathbb{N}, h\left(\omega_{k}\right) \leq h\left(\bar{\omega}_{k}\right)$. The result remains in particular true for

$$
\begin{equation*}
\omega_{k}=\underset{\omega \in[0,1]}{\operatorname{argmin}} h(\omega)=\min \left(\frac{\beta_{k}}{C_{k}}, 1\right) . \tag{3.6}
\end{equation*}
$$

The above proposition shows the convergence of the Frank-Wolfe algorithm. Yet the algorithm only provides a relaxed solution. In order to get a solution to the original problem, one can use the selection method introduced in Subsection 2.3. A first direct application of Proposition 2.6 yields the following. Let $\left(X_{1}, \ldots, X_{N}\right)$ be $N$ independent random variables such that $X_{i} \sim \mu_{i}^{k}$, for all $i$. Then,

$$
\mathbb{E}[J(X)] \leq J^{*}+\frac{2 C_{1}}{k}+\frac{C_{1}}{2 N} .
$$

Therefore, from a theoretical point of view, there is no guaranty of improvements when $k \gg N$ since, then, the error term $\frac{2 C_{1}}{k}$ becomes negligible in comparison with $\frac{C_{1}}{2 N}$. The following lemma provides a convergence result (in probability) for the combination of the Frank-Wolfe algorithm and the selection method, for a number of iterations $k \leq N$.

Lemma 3.6. Let $\left(\mu_{k}\right)_{k \in \mathbb{N}}$ be the output of Algorithm 1 , for $\omega_{k}=\bar{\omega}_{k}$. Let $k \leq N$. Let $\zeta \in(0,1)$. Let $n \in \mathbb{N}^{*}$ and let $\left(X_{i}^{j}\right)_{i=1, \ldots, N}^{j=1, \ldots, n}$ be $N n$ independent random variables such that $X_{i}^{j} \sim \mu_{i}^{k}$. Let $X^{j}=\left(X_{1}^{j}, \ldots, X_{N}^{j}\right)$. Then,

$$
\begin{equation*}
\mathbb{P}\left[\min _{j=1, \ldots, n} J\left(X^{j}\right)<\mathcal{J}^{*}+\frac{3 C_{1}}{k}\right] \geq 1-\zeta, \quad \text { if } \quad n \geq \frac{2 C_{0}^{2}}{C_{1}^{2}} \frac{k^{2}}{N} \ln \left(\frac{1}{\zeta}\right) . \tag{3.7}
\end{equation*}
$$

Proof. Since $k \leq N$, we have $\frac{C_{1}}{2 N} \leq \frac{C_{1}}{2 k}$. Therefore, by Theorem 2.9,

$$
\mathbb{P}\left[\min _{j=1, \ldots, n} J\left(X^{j}\right)<\mathcal{J}^{*}+\frac{2 C_{1}}{k}+\frac{C_{1}}{2 k}+\epsilon\right] \geq 1-\exp \left(-\frac{2 N \epsilon^{2} n}{C_{0}^{2}}\right),
$$

for any $\epsilon>0$. Take $\epsilon=\frac{C_{1}}{2 k}$. If $n$ satisfies (3.7), then $\exp \left(-\frac{2 N \epsilon^{2} n}{C_{0}^{2}}\right) \leq \zeta$.
3.3. Stochastic Frank-Wolfe algorithm. At each iteration of Algorithm 1, a new point $\bar{x}_{i}^{k}$ is added to the support of each distribution $\mu_{i}^{k}$. Therefore, if at iteration $K$, the points $\left(\bar{x}_{i}^{k}\right)_{k=0, \ldots, K-1}$ are distinct from each other (for each $i$ ), then $K N$ places are needed to store the iterate $\mu^{K}$, which can be prohibitive as $K$ becomes large. We propose in this subsection a variant of Algorithm 1 which significantly mitigates the risk of memory overflow. We call it the Stochastic Frank-Wolfe (SFW) algorithm, it is given in Algorithm 2 below.

```
Algorithm 2 Stochastic Frank-Wolfe Algorithm
    Initialization: \(x^{0} \in \mathcal{X}\)
    for \(k=0,1,2, \ldots\) do
            Step 1: Resolution of the subproblems.
            Compute \(y^{k}=\frac{1}{N} \sum_{i=1}^{N} g_{i}\left(x_{i}^{k}\right)\).
            for \(i=1,2, \ldots, N\) do
                Compute \(\bar{x}_{i}^{k}=\mathbb{S}_{i}\left(y^{k}\right)\).
            end for
            Step 2: Update.
            Choose \(n_{k} \in \mathbb{N}^{*}\) and \(\omega_{k} \in[0,1]\).
            for \(j=1,2, \ldots, n_{k}\) do
            for \(i=1,2, \ldots, N\) do
                    Simulate \(\lambda_{i}^{k, j} \sim \operatorname{Bern}\left(\omega_{k}\right)\), independently of all previously defined
                    random variables.
                    Set \(\hat{x}_{i}^{k, j}=\left(1-\lambda_{i}^{k, j}\right) x_{i}^{k}+\lambda_{i}^{k, j} \bar{x}_{i}^{k}\).
            end for
            Define \(\hat{x}^{k, j}=\left(\hat{x}_{i}^{k, j}\right)_{i=1, \ldots, N}\).
        end for
        Find \(x^{k+1} \in \operatorname{argmin}\left\{J(x) \mid x \in\left\{\hat{x}^{k, j}, j=1,2, \ldots, n_{k}\right\}\right\}\).
    end for
```

Starting from an initialization $x^{0} \in \mathcal{X}$, Algorithm 2 generates a sequence $\left(x^{k}\right)_{k \in \mathbb{N}}$ in $\mathcal{X}$. Let us emphasize that there is no probability distribution involved in the practical implementation of Algorithm 2. However, for the analysis of the algorithm and for its description, it is convenient to introduce $\mu^{k}=\left(\delta_{x_{1}^{k}}, \ldots, \delta_{x_{N}^{k}}\right)$. With this notation at hand, we first observe that $y^{k}$, as defined in Step 1 of Algorithm 2, satisfies $y^{k}=\frac{1}{N} \sum_{i=1}^{N} E_{\mu_{i}^{k}}\left[g_{i}\right]$. Thus the Steps 1 of Algorithms 1 and 2 play exactly the same role. Let us focus next on Step 2 of Algorithm 2 and let us define $\bar{\mu}^{k}=\left(\delta_{\bar{x}_{i}^{1}}, \ldots, \delta_{\bar{x}_{N}^{k}}\right)$ and $\hat{\mu}^{k}=\left(1-\omega_{k}\right) \mu^{k}+\omega_{k} \bar{\mu}^{k}$. In contrast with Algorithm 1, we do not directly use $\hat{\mu}^{k}$ at the next iteration but instead employ our selection method so that $\hat{\mu}^{k}$ is reduced to an $N$-uplet of Dirac measures. The application of the selection method is here simple since $\hat{\mu}_{i}^{k}=\left(1-\omega_{k}\right) \delta_{x_{i}^{k}}+\omega_{k} \delta_{\bar{x}_{i}^{k}}$. Thus, to simulate a random variable with distribution $\hat{\mu}_{i}^{k}$, it suffices to simulate a random variable $\lambda$ with Bernoulli distribution Bern $\left(\omega_{k}\right)$ and to consider $(1-\lambda) x_{i}^{k}+\lambda \bar{x}_{i}^{k}$. Using this method, Step 2 consists in simulating $n_{k}$ random variables $\left(\hat{x}^{k, j}\right)_{j=1, \ldots, n_{k}}$ such that their probability distribution is equal to $\hat{\mu}^{k}$ (to be rigorous, their probability distribution conditionally to $x^{k}$ ). Finally, Step 2 selects a random variable $\hat{x}^{k, j}$ which minimizes $J$.

It is important to keep in mind that all variables involved in the algorithm ( $x^{k}$, $\bar{x}^{k}, \hat{x}^{k, j}$ ) and all variables defined above ( $\mu^{k}, \bar{\mu}^{k}, \hat{\mu}^{k}$ ) are themselves random variables, since they depend on the Bernoulli random variables $\lambda_{i}^{k, j}$. For the analysis of
the algorithm, we need to consider the filtration generated by the Bernoulli random variables. We introduce the set of indices $\mathcal{I}$ defined by

$$
\mathcal{I}=\left\{(k, j, i) \mid k \in \mathbb{N}, j \in\left\{1, \ldots n_{k}\right\}, i \in\{1, \ldots, N\}\right\} \cup\{(0,0,0)\}
$$

We equip the set $\mathcal{I}$ with the lexicographic order: given $\left(k_{1}, j_{1}, i_{1}\right)$ and $\left(k_{2}, j_{2}, i_{2}\right)$ in $\mathcal{I}$, we write $\left(k_{1}, j_{1}, i_{1}\right)<\left(k_{2}, j_{2}, i_{2}\right)$ if and only if

$$
\left[k_{1}<k_{2}\right] \quad \text { or } \quad\left[k_{1}=k_{2} \text { and } j_{1}<j_{2}\right] \quad \text { or } \quad\left[\left(k_{1}, j_{1}\right)=\left(k_{2}, j_{2}\right) \text { and } i_{1}<i_{2}\right] .
$$

We further write $\left(k_{1}, j_{1}, i_{1}\right) \leq\left(k_{2}, j_{2}, i_{2}\right)$ if and only if $\left(k_{1}, j_{1}, i_{1}\right)<\left(k_{2}, j_{2}, i_{2}\right)$ or $\left(k_{1}, j_{1}, i_{1}\right)=\left(k_{2}, j_{2}, i_{2}\right)$. Note that this order coincides with the simulation order of the random variables $\lambda_{i}^{k, j}$ in the algorithm. The relation $\leq$ defines a total order with minimal element $(0,0,0)$. For any $(k, j, i) \neq(0,0,0)$, we denote by $(k, j, i)-1$ the maximal element of the set $\left\{\left(k^{\prime}, j^{\prime}, i^{\prime}\right) \in \mathcal{I} \mid\left(k^{\prime}, j^{\prime}, i^{\prime}\right)<(k, j, i)\right\}$. Finally, we consider the filtration $(\mathcal{G})_{(k, j, i) \in \mathcal{I}}$ defined by

$$
\mathcal{G}_{(k, j, i)}= \begin{cases}\text { trivial } \sigma-\text { algebra, } & \text { if }(k, j, i)=(0,0,0), \\ \sigma\left(\mathcal{G}_{(k, j, i)-1}, \lambda_{i}^{k, j}\right), & \text { otherwise }\end{cases}
$$

where $\sigma\left(\mathcal{G}_{(k, j, i)-1}, \lambda_{i}^{k, j}\right)$ denotes the $\sigma$-algebra generated by $\mathcal{G}_{(k, j, i)-1}$ and $\lambda_{i}^{k, j}$. Note that $\hat{x}_{i}^{k, j}$ is $\mathcal{G}_{(k, j, i)}$-adapted and that $x^{k}$ and $\bar{x}^{k}$ are $\mathcal{G}_{(k, 1,1)-1}$-adapted.

Theorem 3.7. Let Assumptions A, B, and C hold true. Assume that $\omega_{k}=\bar{\omega}_{k}=$ $\frac{2}{k+2}$, for all $k \in \mathbb{N}$ in Algorithm 2. Then, for all $K=1, \ldots, 2 N$,

$$
\mathbb{E}\left[\gamma_{K}\right] \leq \frac{4 C_{1}}{K}, \quad \text { where } \gamma_{K}=J\left(x^{K}\right)-\mathcal{J}^{*}
$$

Moreover, for all $\epsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left[\gamma_{K}<\frac{4 C_{1}}{K}+\epsilon\right] \geq 1-\exp \left(\frac{-\varepsilon^{2} N}{2\left(v_{K}+\epsilon m_{K} / 3\right)}\right) \tag{3.8}
\end{equation*}
$$

where $v_{K}=\frac{2 C_{0}^{2}}{K^{2}(K+1)^{2}}\left(\sum_{k=1}^{K-1} \frac{k(k+1)^{2}}{n_{k}}\right)$ and $m_{K}=\frac{C_{0}}{K(K+1)}\left(\max _{k=1, \ldots, K-1} \frac{(k+1)(k+2)}{n_{k}}\right)$.
Finally, the following estimates quantify the variability of $\gamma_{K}$ :

$$
\begin{equation*}
\operatorname{Var}\left[\gamma_{K}\right] \leq \frac{16 C_{1}^{2}}{K^{2}}+\frac{v_{K}}{N} \quad \text { and } \quad \mathbb{E}\left[\left(\max \left(\gamma_{K}-\frac{4 C_{1}}{K}, 0\right)\right)^{2}\right] \leq \frac{v_{K}}{N} \tag{3.9}
\end{equation*}
$$

The proof is postponed to Section 3.4. Let us note that the constants $m_{K}$ and $v_{K}$ involved in the theorem depend on the sequence $\left(n_{k}\right)_{k=0,1, \ldots}$ but do not depend on $N$.

Corollary 3.8. Let $A>0$, assume that $\omega_{k}=\bar{\omega}_{k}$, and $n_{k} \geq \max \left(\frac{A k^{2}}{N}, 1\right)$. Then, for all $k=1, \ldots, 2 N$,

$$
\mathbb{P}\left[\gamma_{K}<\frac{4 C_{1}+C_{0}}{K}\right] \geq 1-\exp \left(-\frac{A}{12}\right)
$$

Proof. Using $k+1 \leq 2 k$, we obtain

$$
\begin{aligned}
v_{K} & \leq \frac{2 C_{0}^{2}}{K^{2}(K+1)^{2}}\left(\sum_{k=1}^{K-1} \frac{N k(k+1)^{2}}{A k^{2}}\right) \leq \frac{8 N C_{0}^{2}}{A K^{2}(K+1)^{2}}\left(\sum_{k=1}^{K-1} k\right) \\
& =\frac{4 N C_{0}^{2}(K-1) K}{A K^{2}(K+1)^{2}} \leq \frac{4 N C_{0}^{2}}{A K^{2}}
\end{aligned}
$$

and $m_{K} \leq \frac{C_{0}}{K(K+1)}\left(\max _{k=1, \ldots, K-1} \frac{N(k+1)(k+2)}{A k^{2}}\right) \leq \frac{6 N C_{0}}{A K^{2}}$. Applying Theorem 3.7 with $\epsilon=\frac{C_{0}}{K}$, we obtain that $\mathbb{P}\left[\gamma_{K}<\frac{4 C_{1}+C_{0}}{K}\right] \geq 1-p$, with

$$
p \leq \exp \left(\frac{-\left(C_{0} / K\right)^{2} N}{2\left(\frac{4 N C_{0}^{2}}{A K^{2}}+\frac{6 N C_{0}^{2}}{3 A K^{3}}\right)}\right) \leq \exp \left(\frac{-A}{12}\right)
$$

as was to be proved.
Remark 3.9. A variant of Algorithm 2 consists in setting $x^{k+1}=x^{k}$ if $J\left(\hat{x}^{k, j}\right) \geq$ $J\left(x^{k}\right)$ for all $j=1, \ldots, n_{k}$. Theorem 3.7 is still satisfied under this modification.

### 3.4. Proof of Theorem 3.7 and comments.

Step 1: proof of the convergence in expectation. We make use of the notations $\mu^{k}$, $\bar{\mu}^{k}$, and $\hat{\mu}^{k}$, introduced right after Algorithm 2. We also introduce $\beta_{k}=\left\langle\nabla f\left(y^{k}\right), y^{k}-\right.$ $\left.\bar{y}^{k}\right\rangle$, where $\bar{y}^{k}=\frac{1}{N} \sum_{i=1}^{N} g_{i}\left(\bar{x}_{i}^{k}\right)$. By construction, we have

$$
J\left(x^{k+1}\right)=\min _{j=1, \ldots, n_{k}} J\left(\hat{x}^{k, j}\right) \leq \frac{1}{n_{k}} \sum_{j=1}^{n_{k}} J\left(\hat{x}^{k, j}\right)
$$

Recalling that $\mathcal{J}\left(\mu^{k}\right)=J\left(x^{k}\right)$, we deduce that $\gamma_{k+1} \leq \gamma_{k}+a_{k}+b_{k}+c_{k}$, where

$$
\begin{aligned}
a_{k} & =\frac{1}{n_{k}} \sum_{j=1}^{n_{k}}\left(J\left(\hat{x}^{k, j}\right)-\mathbb{E}\left[J\left(\hat{x}^{k, j}\right) \mid \mathcal{G}_{(k, 1,1)-1}\right]\right) \\
b_{k} & =\frac{1}{n_{k}} \sum_{j=1}^{n_{k}}\left(\mathbb{E}\left[J\left(\hat{x}^{k, j}\right) \mid \mathcal{G}_{(k, 1,1)-1}\right]-\mathcal{J}\left(\hat{\mu}^{k}\right)\right) \\
c_{k} & =\mathcal{J}\left(\hat{\mu}^{k}\right)-\mathcal{J}\left(\mu^{k}\right)=\mathcal{J}\left(\hat{\mu}^{k}\right)-J\left(x^{k}\right)
\end{aligned}
$$

The term $a_{k}$ does not play a significant role at the moment since its expectation is null. The term $b_{k}$ must be understood as a relaxation cost, induced by the use of the selection method. The term $c_{k}$ is estimated exactly as in Proposition 3.4: as was seen in its proof, we have $c_{k} \leq-\omega_{k} \beta_{k}+\omega_{k}^{2} \frac{C_{1}}{2}$. A direct adaptation of Proposition 2.6 shows that

$$
b_{k} \leq \frac{1}{2 N^{2}} \sum_{j=1}^{M} \sum_{i=1}^{N} \tilde{L}_{j} \sigma_{\hat{\mu}_{i}^{k}}^{2}\left[g_{i j}\right] \leq \frac{1}{2 N^{2}} \sum_{j=1}^{M} \sum_{i=1}^{N} \tilde{L}_{j} \omega_{k}\left(1-\omega_{k}\right) d_{i j}^{2}=\omega_{k}\left(1-\omega_{k}\right) \frac{C_{1}}{2 N} .
$$

Combining the above estimates, we obtain

$$
\begin{equation*}
\gamma_{k+1} \leq \gamma_{k}+a_{k}+\left(-\omega_{k} \beta_{k}+\omega_{k}^{2} \frac{C_{1}}{2}\right)+\omega_{k}\left(1-\omega_{k}\right) \frac{C_{1}}{2 N} \tag{3.10}
\end{equation*}
$$

For the choice $\omega_{k}=\bar{\omega}_{k}$, we have $\left(1-\omega_{k}\right) / N=k /(N(k+2)) \leq \omega_{k}$, since $k \leq 2 N$. It follows that

$$
\omega_{k}\left(1-\omega_{k}\right) \frac{C_{1}}{2 N} \leq \omega_{k}^{2} \frac{C_{1}}{2}
$$

and finally, since $\gamma_{k} \leq \beta_{k}$, we have $\gamma_{k+1} \leq\left(1-\omega_{k}\right) \gamma_{k}+\omega_{k}^{2} C_{1}+a_{k}$. Next by Lemma A.3,

$$
\begin{equation*}
\gamma_{K} \leq \frac{4 C_{1}}{K}+S_{K}, \quad \text { where: } S_{K}=\sum_{k=0}^{K-1} \frac{(k+1)(k+2)}{K(K+1)} a_{k} \tag{3.11}
\end{equation*}
$$

We have $\mathbb{E}\left[a_{k}\right]=0$, thus $\mathbb{E}\left[S_{K}\right]=0$ and finally $\mathbb{E}\left[\gamma_{K}\right] \leq \frac{4 C_{1}}{K}$.
Step 2: proof of the probability and variance estimates. We next need to find an estimate of $\mathbb{P}\left[S_{K} \geq \epsilon\right]$. For this purpose, we need to further decompose the term $a_{k}$ as a sum of random variables. A first observation is the following equality: $\mathbb{E}\left[J\left(\hat{x}^{k, j}\right) \mid \mathcal{G}_{(k, 1,1)-1}\right]=\mathbb{E}\left[J\left(\hat{x}^{k, j}\right) \mid \mathcal{G}_{(k, j, 1)-1}\right]$, which easily follows from Lemma A.5. As a consequence,

$$
J\left(\hat{x}^{k, j}\right)-\mathbb{E}\left[J\left(\hat{x}^{k, j}\right) \mid \mathcal{G}_{(k, 1,1)-1}\right]=\sum_{i=1}^{N} U_{(k, j, i)}
$$

where

$$
U_{(k, j, i)}=\mathbb{E}\left[J\left(\hat{x}^{k, j}\right) \mid \mathcal{G}_{(k, j, i)}\right]-\mathbb{E}\left[J\left(\hat{x}^{k, j}\right) \mid \mathcal{G}_{(k, j, i)-1}\right]
$$

We obtain the following decomposition of $S_{K}$ :

$$
S_{K}=\sum_{k=1}^{K-1} \sum_{j=1}^{n_{k}} \sum_{i=1}^{N} \frac{(k+1)(k+2)}{n_{k} K(K+1)} U_{(k, j, i)}
$$

Note that the index $k$ starts at 1 . Indeed, $\bar{\omega}_{0}=1$, thus $\hat{x}^{0, j}=\bar{x}^{0}$ and then $a_{0}=0$. Let us apply Proposition A. 1 to $S_{K}$. We have $\mathbb{E}\left[U_{(k, j, i)} \mid \mathcal{G}_{(k, j, i)-1}\right]=0$. Viewing the term $J\left(\hat{x}^{k, j}\right)$ as a function $F$ of the random variables $A:=\left(\lambda_{i^{\prime}}^{k^{\prime}, j^{\prime}}\right)_{\left(k^{\prime}, j^{\prime}, i^{\prime}\right)<(k, j, i)}$, $B:=\lambda_{i}^{k, j}$, and $C:=\left(\lambda_{i^{\prime}}^{k^{\prime}, j^{\prime}}\right)_{(k, j, i)<\left(k^{\prime}, j^{\prime}, i^{\prime}\right)}$, we can apply Lemma A. 4 to $U_{(k, j, i)}$, with $\delta=C_{0} / N$ (by Lemma 2.3). This yields

$$
U_{(k, j, i)} \leq \frac{C_{0}}{N} \quad \text { and } \quad \mathbb{E}\left[U_{(k, j, i)}^{2} \mid \mathcal{G}_{(k, j, i)-1}\right] \leq \frac{\omega_{k}\left(1-\omega_{k}\right) C_{0}^{2}}{N^{2}}
$$

Therefore, Proposition A. 1 applies to $\mathbb{P}\left[S_{K} \geq \epsilon\right]$, where the constants $m$ and $v$ are given by

$$
\begin{aligned}
m & =\max _{k=1, \ldots, K-1} \frac{(k+1)(k+2)}{n_{k} K(K+1)} \frac{C_{0}}{N}=\frac{m_{K}}{N} \\
v & =\sum_{k=1}^{K-1} \sum_{j=1}^{n_{k}} \sum_{i=1}^{N}\left(\frac{(k+1)(k+2)}{n_{k} K(K+1)}\right)^{2} \frac{2 k C_{0}^{2}}{(k+2)^{2} N^{2}}=\frac{v_{K}}{N} .
\end{aligned}
$$

This proves estimate (3.8). Recalling that $\gamma_{K} \leq \frac{4 C_{1}}{K}+S_{K}$ a.s., we obtain

$$
\operatorname{Var}\left[\gamma_{K}\right] \leq \mathbb{E}\left[\gamma_{K}^{2}\right] \leq \mathbb{E}\left[\left(\frac{4 C_{1}}{K}+S_{K}\right)^{2}\right]=\frac{16 C_{1}^{2}}{K^{2}}+\mathbb{E}\left[S_{K}^{2}\right]
$$

Next by Proposition A.1, $\mathbb{E}\left[S_{K}^{2}\right] \leq v_{K} / N$. The first inequality in (3.9) follows. The second inequality follows from the inequality: $\max \left(\gamma_{K}-\frac{4 C_{1}}{K}, 0\right)^{2} \leq S_{K}^{2}$.

Remark 3.10. Let us set $h_{k}(\omega)=-\omega \beta_{k}+\omega^{2} \frac{C_{1}}{2}+\omega(1-\omega) \frac{C_{1}}{2 N}$. If for all $k \in \mathbb{N}$, we have $h_{k}\left(\omega_{k}\right) \leq h_{k}\left(\bar{\omega}_{k}\right)$, then the convergence in expectation of Theorem 3.7 still holds, i.e. $\mathbb{E}\left[\gamma_{K}\right] \leq 4 C_{1} / K$, in view of inequality (3.10). In particular, one can take

$$
\begin{equation*}
\omega_{k}=\underset{\omega \in[0,1]}{\operatorname{argmin}} h_{k}(\omega)=\max \left(\min \left(\frac{\beta_{k}-C_{1} / 2 N}{C_{1}(1-1 / N)}, 1\right), 0\right) . \tag{3.12}
\end{equation*}
$$

3.5. A speed-up of the SFW algorithm. Step 1 of Algorithm 2 requires to solve $N$ independent subproblems. It turns out that only a subset of those subproblems need to be solved for the implementation of Step 2. At iteration $k$ consider the following set:

$$
I_{k}=\bigcup_{j=1,2, \ldots, n_{k}}\left\{i \in\{1, \ldots, N\} \mid \lambda_{i}^{k, j}=1\right\}
$$

If $i \notin I_{k}$, then $\hat{x}_{i}^{k, j}=x_{i}^{k}$, in other words, for such an index $i$, it is not necessary to evaluate $\mathbb{S}_{i}\left(y^{k}\right)$. A speed-up of the SFW algorithm can therefore be obtained by simulating the Bernoulli random variables before Step 1 , next by evaluating $\mathbb{S}_{i}\left(y^{k}\right)$ only for the indices $i$ in $I_{k}$, and finally by computing $\hat{x}^{k, j}$ and $x^{k+1}$ as before. The expectation of the number of subproblems to be solved at iteration $k$ is given by

$$
\begin{aligned}
\mathbb{E}\left[\left|I_{k}\right|\right] & =\sum_{i=1}^{N} \mathbb{P}\left[i \in I_{k}\right]=N\left(1-\mathbb{P}\left[1 \notin I_{k}\right]\right)=N\left(1-\mathbb{P}\left[\lambda_{1}^{k, j}=0, \forall j=1, \ldots, n_{k}\right]\right) \\
& =N\left(1-\left(\frac{k}{k+2}\right)^{n_{k}}\right)
\end{aligned}
$$

3.6. Stopping time strategy. In Algorithm 2, the number of samplings $n_{k}$ is chosen at the beginning of Step 2. We consider here a variant: we generate a sequence of random variables $\hat{x}^{k, j}$ with probability distribution equal to $\hat{\mu}_{k}$ (conditionally to $\left.\mathcal{G}_{(k, 1,1)-1}\right)$; the variables are constructed via Bernoulli variables independent from each other. We define $n_{k}$ as the first index $j$ such that

$$
\begin{equation*}
J\left(\hat{x}^{k, j}\right) \leq \mathcal{J}\left(\hat{\mu}^{k}\right)+\left(\frac{C_{1}}{2}+C_{0}\right) \omega_{k}^{2} \tag{3.13}
\end{equation*}
$$

The next iterate is defined by $x^{k+1}=\hat{x}^{k, n_{k}}$. Note that $\mathcal{J}\left(\hat{\mu}^{k}\right)=J\left(\left(1-\omega_{k}\right) x^{k}+\omega_{k} \bar{x}^{k}\right)$, thus the right-hand side of (3.13) is easy to evaluate numerically. We consider here the stepsize rule $\omega_{k}=\bar{\omega}_{k}$.

Lemma 3.11. Let $\left(x^{k}\right)_{k \in \mathbb{N}}$ denote the sequence obtained with the stopping rule (3.13) and $\omega_{k}=\bar{\omega}_{k}$. Then

$$
J\left(x^{k+1}\right)-\mathcal{J}^{*} \leq \frac{4\left(C_{1}+C_{0}\right)}{k}, \quad \forall k=1, \ldots 2 N, \quad \text { a.s. }
$$

Moreover,

$$
\mathbb{E}\left[n_{k}\right] \leq\left(1-\exp \left(-\frac{4 N}{(k+2)^{3}}\right)\right)^{-2}, \quad \forall k=1, \ldots, 2 N
$$

Proof. Let $\hat{x}$ be a random variable with probability distribution equal to $\hat{\mu}^{k}$, conditionally to $\mathcal{G}_{(k, 1,1)-1}$. Then, for all $\epsilon>0$, estimate (2.8) of Theorem 2.9 yields:

$$
\begin{equation*}
\mathbb{P}\left[\left.J(\hat{x}) \geq \mathcal{J}\left(\hat{\mu}^{k}\right)+\frac{C_{1}}{2 N} \omega_{k}\left(1-\omega_{k}\right)+\epsilon \right\rvert\, \mathcal{G}_{(k, 1,1)-1}\right] \leq p_{\epsilon} \tag{3.14}
\end{equation*}
$$

where $p_{\epsilon}=\exp \left(\frac{-N \epsilon^{2}}{2\left(\omega_{k}\left(1-\omega_{k}\right) C_{0}^{2}+\frac{C_{0}}{3} \epsilon\right)}\right)$. For $\epsilon=C_{0} \omega_{k}^{2}$, we have

$$
p_{\epsilon}=\exp \left(\frac{-N C_{0}^{2} \omega_{k}^{4}}{2\left(\omega_{k} C_{0}^{2}-\frac{2}{3} \omega_{k}^{2} C_{0}^{2}\right)}\right) \leq p:=\exp \left(\frac{-N \omega_{k}^{3}}{2}\right)=\exp \left(\frac{-4 N}{(k+2)^{3}}\right)
$$

Recalling that $\frac{C_{1}}{2 N} \omega_{k}\left(1-\omega_{k}\right) \leq \frac{C_{1}}{2} \omega_{k}^{2}$, we deduce that

$$
\mathbb{P}\left[\left.J(\hat{x}) \geq \mathcal{J}\left(\hat{\mu}^{k}\right)+\left(\frac{C_{1}}{2}+C_{0}\right) \omega_{k}^{2} \right\rvert\, \mathcal{G}_{(k, 1,1)-1}\right] \leq p
$$

Now, let us consider a sequence of independent random variables $\left(\hat{x}^{k, j}\right)_{j=1, \ldots}$ (conditionally to $\left.\mathcal{G}_{(k, 1,1)-1}\right)$, with conditional probability distribution $\hat{\mu}^{k}$. By estimate (3.14),

$$
\mathbb{P}\left[n_{k}=j\right] \leq \mathbb{P}\left[J\left(\hat{x}^{k, j^{\prime}}\right) \geq \mathcal{J}\left(\hat{\mu}^{k}\right)+\left(\frac{C_{1}}{2}+C_{0}\right) \omega_{k}^{2}, \forall j^{\prime} \mid \mathcal{G}_{(k, 1,1)-1}\right] \leq p^{j-1}
$$

We finally deduce that $\mathbb{E}\left[n_{k}\right] \leq \sum_{n=1}^{\infty} j p^{j-1}=\frac{1}{(1-p)^{2}}$, which proves the second part of the lemma. For the first part of the lemma, it suffices to observe that

$$
J\left(x^{k+1}\right) \leq \mathcal{J}\left(\hat{\mu}^{k}\right)+\left(\frac{C_{1}}{2}+C_{0}\right) \omega_{k}^{2} \leq J\left(x^{k}\right)-\beta_{k} \omega_{k}+\left(C_{1}+C_{0}\right) \omega_{k}^{2}
$$

and to conclude with Lemma A.3.

## 4. Refined gap estimates.

4.1. Nonconvexity measure and gap estimate. We give in this subsection a refinement of the randomization gap obtained in Proposition 2.6. Our analysis relies on the concept of nonconvexity measure, introduced in [5].

Definition 4.1. Given a subset $\mathcal{K}$ of $\mathcal{E}$, we call nonconvexity measure of $\mathcal{K}$ the number $\rho(\mathcal{K})$ defined by

$$
\rho(\mathcal{K})=\left(\sup _{y \in \operatorname{conv}(\mathcal{K})} \inf _{\substack{\mu \in \mathcal{P}_{\delta}, E_{\mu}[\mathrm{Id}]=y}} \sigma_{\mu}[\mathrm{Id}]^{2}\right)^{1 / 2}
$$

where $\operatorname{Id}: \mathcal{E} \rightarrow \mathcal{E}$ denotes the identity mapping.
The terminology nonconvexity measure is motivated by the following: if $\mathcal{K}$ is convex, then obviously $\rho(\mathcal{K})=0$ and conversely, if $\rho(\mathcal{K})=0$, then $\mathcal{K}$ is dense into $\operatorname{conv}(\mathcal{K})$. We have the following two properties, easily verified. The map $\rho$ is homogeneous in the following sense: given $a \in \mathbb{R}$, we have $\rho(a \mathcal{K})=|a| \rho(\mathcal{K})$. Moreover
$\rho(\mathcal{K}) \leq d(\mathcal{K})$, where $d(\mathcal{K})$ is the diameter of $\mathcal{K}$. Another particularly interesting property for our aggregative problem is the sub-additivity of $\rho(\cdot)^{2}$ : given two subsets $\mathcal{K}_{1}$ and $\mathcal{K}_{2}$, we have $\rho\left(\mathcal{K}_{1}+\mathcal{K}_{2}\right)^{2} \leq \rho\left(\mathcal{K}_{1}\right)^{2}+\rho\left(\mathcal{K}_{2}\right)^{2}$, see [5, Theorem 1]. We will use an improvement of this inequality in the proof of Theorem 4.4, based on the Shapley-Folkman theorem.

The next lemma provides a general relaxation estimate based on the nonconvexity measure of the feasible set. Let us emphasize that the central idea behind this result is the same as the one in the proof of Proposition 2.6. The only difference is the point of view, which is here geometric while it was previously probabilistic.

Lemma 4.2. Let $\mathcal{K}$ be a subset of $\mathcal{E}$. Let $F$ be a differentiable real-valued function defined on some neighborhood of $\operatorname{conv}(\mathcal{K})$. Assume that $\nabla F$ is $\tilde{L}$-Lipschitz continuous over $\operatorname{conv}(\mathcal{K})$. Then,

$$
\inf _{y \in \mathcal{K}} F(y) \leq\left(\inf _{y \in \operatorname{conv}(\mathcal{K})} F(y)\right)+\frac{\tilde{L}}{2} \rho(\mathcal{K})^{2}
$$

Proof. Let $y \in \operatorname{conv}(\mathcal{K})$. Let $\mu \in \mathcal{P}_{\delta}(\mathcal{K})$ be such that $E_{\mu}[\mathrm{Id}]=y$. Then, since $\nabla F$ is $\tilde{L}$-Lipschitz continuous, we have

$$
\inf _{y^{\prime} \in \mathcal{K}} F\left(y^{\prime}\right) \leq E_{\mu}[F] \leq F(y)+\frac{\tilde{L}}{2} \sigma_{\mu}^{2}[\mathrm{Id}]
$$

Minimizing the right-hand side with respect to $\mu$, we obtain that

$$
\inf _{y^{\prime} \in \mathcal{K}} F\left(y^{\prime}\right) \leq F(y)+\frac{\tilde{L}}{2} \rho(\mathcal{K})^{2}
$$

Minimizing the result with respect to $y$ yields the announced estimate.
Some notations are needed for the application of Lemma 4.2 to (P). We set

$$
\begin{array}{ll}
\tilde{g}_{i j}\left(x_{i}\right)=\sqrt{\tilde{L}_{j}} g_{i j}\left(x_{i}\right), & \tilde{g}_{i}\left(x_{i}\right)=\left(\tilde{g}_{i j}\left(x_{i}\right)\right)_{j=1, \ldots, M} \\
\tilde{f}_{j}\left(y_{j}\right)=f_{j}\left(\frac{y_{j}}{\sqrt{\tilde{L}_{j}}}\right), & \tilde{f}(y)=\sum_{j=1}^{M} \tilde{f}_{j}\left(y_{j}\right) .
\end{array}
$$

Obviously, $J(x)=\tilde{f}\left(\frac{1}{N} \sum_{i=1}^{N} \tilde{g}_{i}\left(x_{i}\right)\right)=\sum_{j=1}^{M} \tilde{f}_{j}\left(\frac{1}{N} \sum_{i=1}^{N} \tilde{g}_{i j}\left(x_{i}\right)\right)$. Finally we denote

$$
\mathcal{Y}_{i}=\tilde{g}_{i}\left(\mathcal{X}_{i}\right) \quad \text { and } \quad \mathcal{Y}=\frac{1}{N} \sum_{i=1}^{N} \mathcal{Y}_{i}
$$

We give next two new formulations of problems (P) and (PR), revealing the geometric nature of the relaxation technique employed so far.

Lemma 4.3. We have

$$
\begin{equation*}
J^{*}=\inf _{y \in \mathcal{Y}} \tilde{f}(y) \tag{PG}
\end{equation*}
$$

(PGR)

$$
\mathcal{J}^{*}=\inf _{y \in \operatorname{conv}(\mathcal{Y})} \tilde{f}(y)
$$

Proof. The first equality is straightforward. For the second one, it suffices to observe that $\operatorname{conv}(\mathcal{Y})=\frac{1}{N} \sum_{i=1}^{N} \operatorname{conv}\left(\mathcal{Y}_{i}\right)$ and that $\operatorname{conv}\left(\mathcal{Y}_{i}\right)=\left\{E_{\mu_{i}}\left[\tilde{g}_{i}\right] \mid \mu_{i} \in \mathcal{P}_{\delta}\left(\mathcal{X}_{i}\right)\right\}$. .

We introduce the following constants:

$$
D_{i}=\sum_{j=1}^{M} \tilde{L}_{j} d_{i j}^{2}, \quad D[k]=\max _{\substack{K \subseteq\{1, \ldots, N\} \\|K|=k}} \sum_{i \in K} D_{i} .
$$

Theorem 4.4. Let Assumption A hold true. It holds:

$$
\begin{equation*}
J^{*}-\mathcal{J}^{*} \leq \frac{1}{2 N^{2}}\left(\max _{\substack{Q \subseteq\{1, \ldots, N\} \\|Q|=q \wedge N}} \sum_{i \in Q} \rho\left(\mathcal{Y}_{i}\right)^{2}\right) \leq \frac{D[q \wedge N]}{2 N^{2}} \tag{4.1}
\end{equation*}
$$

Note that $D[N]=N C_{1}$, thus the new gap estimate is the same as the one obtained in Proposition 2.6 when $q \geq N$ and it is strictly better when $q<N$.

Proof of Theorem 4.4. We let the reader verify that $\nabla \tilde{f}$ is 1-Lipschitz. Then Lemma 4.3 and the homogeneity of $\rho$ yield

$$
J^{*}-\mathcal{J}^{*} \leq \frac{1}{2} \rho(\mathcal{Y})^{2} \leq \frac{1}{2 N^{2}} \rho\left(\sum_{i=1}^{N} \mathcal{Y}_{i}\right)^{2}
$$

Applying [5, Theorem 2], we obtain that

$$
\rho\left(\sum_{i=1}^{N} \mathcal{Y}_{i}\right)^{2} \leq \max _{\substack{Q \subseteq\{1, \ldots, N\} \\|Q|=q \wedge N}} \sum_{i \in Q} \rho\left(\mathcal{Y}_{i}\right)^{2}
$$

which proves the first inequality. Observing that

$$
\rho\left(\mathcal{Y}_{i}\right)^{2} \leq d\left(\mathcal{Y}_{i}\right)^{2} \leq \sum_{j=1}^{M} d\left(\tilde{g}_{i j}\left(\mathcal{X}_{i}\right)\right)^{2}=\sum_{j=1}^{M} \tilde{L}_{j} d\left(g_{i j}\left(\mathcal{X}_{i}\right)\right)^{2}=D_{i}
$$

we obtain the second inequality.
4.2. Duality and price of decentralization. In this subsection we introduce a dual problem (we work again under Assumption B) and investigate its connection with the geometric relaxed problem (PGR). This allows us to obtain a last refinement of the randomization gap. For all $i=1, \ldots, N$ and for all $\lambda \in \mathcal{E}$, we introduce

$$
\Phi_{i}(\lambda)=\inf _{x_{i} \in \mathcal{X}_{i}}\left\langle\lambda, \tilde{g}_{i}\left(x_{i}\right)\right\rangle, \quad \mathcal{Y}_{i}(\lambda)=\underset{y_{i} \in \mathcal{Y}_{i}}{\operatorname{argmin}}\left\langle\lambda, y_{i}\right\rangle, \quad \mathcal{X}_{i}(\lambda)=\underset{x_{i} \in \mathcal{X}_{i}}{\operatorname{argmin}}\left\langle\lambda, \tilde{g}_{i}\left(x_{i}\right)\right\rangle .
$$

We refer to the following problem as the dual problem:

$$
\begin{equation*}
\sup _{\lambda \in \mathcal{E}}\left(-\tilde{f}^{*}(\lambda)+\frac{1}{N} \sum_{i=1}^{N} \Phi_{i}(\lambda)\right) . \tag{D}
\end{equation*}
$$

Let $\mathcal{D}^{*}$ denote the value of Problem (D).
Assumption D. The set $\operatorname{conv}(\mathcal{Y})$ is closed.
Remark 4.5. Assume that $\mathcal{E}$ is finite-dimensional. If the sets $\mathcal{X}_{i}$ are compact and the maps $\tilde{g}_{i}$ continuous, then the sets $\mathcal{Y}_{i}=\tilde{g}_{i}\left(\mathcal{X}_{i}\right)$ are also compact. It is then easy to verify with Carathéodory's theorem that $\operatorname{conv}\left(\mathcal{Y}_{i}\right)$ is also compact, thus closed, which finally implies Assumption D.

LEMMA 4.6. The problem (PGR) has a solution.
Proof. This is a direct application of [2, Theorem 11.9].
The next lemma provides a duality result and a characterization of optimal solutions for problem (PGR).

Lemma 4.7. Let Assumptions $A, B, C$, and $D$ hold true. Then, $\mathcal{J}^{*}=\mathcal{D}^{*}$ and the dual problem (D) has at least one solution. Fix a solution $\lambda$ to Problem (D). Let $y \in \mathcal{E}$. Then, $y$ is a solution to (PGR) if and only if $y \in \partial \tilde{f}^{*}(\lambda)$ and $y \in \frac{1}{N} \sum_{i=1}^{N} \operatorname{conv}\left(\mathcal{Y}_{i}(\lambda)\right)$.

Proof. Let $h$ denote the indicatrix function of $\operatorname{conv}(\mathcal{Y})$. By Assumption A, the domain of $\tilde{f}$ contains a neighborhood of $\operatorname{conv}(\mathcal{Y})$. By Assumption $\mathrm{D}, h$ is lower semi-continuous. Therefore, the Fenchel-Rockafellar theorem [16] applies and yields

$$
\mathcal{J}^{*}=\inf _{y \in \mathcal{E}}(f(y)+h(y))=\sup _{\lambda \in \mathcal{E}}\left(-\tilde{f}^{*}(\lambda)-h^{*}(-\lambda)\right)
$$

Moreover, the supremum in the right-hand side is a maximum. We have

$$
-h^{*}(-\lambda)=\inf _{y \in \operatorname{conv}(\mathcal{Y})}\langle\lambda, y\rangle=\inf _{y \in \mathcal{Y}}\langle\lambda, y\rangle=\frac{1}{N} \sum_{i=1}^{N} \Phi_{i}(\lambda)
$$

As a consequence, $\mathcal{J}^{*}=\mathcal{D}^{*}$ and problem (D) has at least one solution.
Now let us fix a solution $\lambda$ to the dual problem (D). Let $y \in \mathcal{E}$. Then $y$ is a solution if and only if (i) $\tilde{f}(y)+\tilde{f}^{*}(\lambda)=\langle\lambda, y\rangle$ and (ii) $h(y)+h^{*}(-\lambda)=-\langle\lambda, y\rangle$. The condition (i) is equivalent to $y \in \partial \tilde{f}(\lambda)$. The condition (ii) is equivalent to

$$
y \in \operatorname{conv}(\mathcal{Y}) \text { and }\langle\lambda, y\rangle=-h^{*}(-\lambda)=\inf _{y^{\prime} \in \mathcal{Y}}\left\langle\lambda, y^{\prime}\right\rangle
$$

Thus (ii) $\Longleftrightarrow y \in Y$, where $Y=\underset{y^{\prime} \in \operatorname{conv}(\mathcal{Y})}{\operatorname{argmin}}\left\langle\lambda, y^{\prime}\right\rangle$. We further have

$$
Y=\operatorname{conv}\left(\underset{y^{\prime} \in \mathcal{Y}}{\operatorname{argmin}}\left\langle\lambda, y^{\prime}\right\rangle\right)=\operatorname{conv}\left(\frac{1}{N} \sum_{i=1}^{N} \mathcal{Y}_{i}(\lambda)\right)=\frac{1}{N} \sum_{i=1}^{N} \operatorname{conv}\left(\mathcal{Y}_{i}(\lambda)\right),
$$

which concludes the proof.
Remark 4.8. If $\tilde{f}$ is differentiable on $\mathcal{E}$, with a Lipschitz-continous gradient, then $\tilde{f}^{*}$ is strongly convex (see [2, Theorem 18.15]), which implies that (D) has a unique solution.

Let us fix a solution $\lambda$ to the dual problem until the end of the subsection. Let us consider

$$
J_{\mathrm{dec}}=\inf _{x \in \mathcal{X}} J(x), \quad \text { subject to: } x_{i} \in \mathcal{X}_{i}(\lambda), \quad \forall i=1, \ldots, N
$$

In words, we restrict $\mathcal{X}_{i}$ to the best-responses corresponding to the dual variable $\lambda$. Following the terminology of [21], we call price of decentralization the real number $p=J_{\text {dec }}-J^{*}$.

Proposition 4.9. Let Assumptions $A, B, C$, and $D$ hold true. It holds:

$$
p \leq J_{\mathrm{dec}}-\mathcal{J}^{*} \leq \frac{1}{2 N^{2}}\left(\max _{\substack{Q \subseteq\{1, \ldots, N\} \\|Q|=q \wedge N}} \sum_{i \in Q} \rho\left(\mathcal{Y}_{i}(\lambda)\right)^{2}\right)
$$

Proof. The definition of $J_{\mathrm{dec}}$ and Lemma 4.7 respectively yield:

$$
J_{\mathrm{dec}}=\inf _{y \in \frac{1}{N} \sum_{i=1}^{N} \mathcal{Y}_{i}(\lambda)} \tilde{f}(y) \quad \text { and } \quad \mathcal{J}^{*}=\inf _{y \in \frac{1}{N} \sum_{i=1}^{N} \operatorname{conv}\left(\mathcal{Y}_{i}(\lambda)\right)} \tilde{f}(y)
$$

The announced estimate follows then from Lemma 4.2 and [5, Theorem 2], as in the proof of Theorem 4.4.

Remark 4.10. The randomization gap is bounded from above by $J_{\mathrm{dec}}-\mathcal{J}^{*}$. Moreover, one can show that $\rho\left(\mathcal{Y}_{i}(\lambda)\right) \leq \rho\left(\mathcal{Y}_{i}\right)$. Thus Proposition 4.9 provides a last refinement of the gap estimate (4.1).
4.3. Literature comparison. Let us compare our results and our method with the work of Wang [21]. Our gap estimate, as well as our estimate of the price of decentralization, are of order $\mathcal{O}\left(\min (q, N) / N^{2}\right)$, while the estimates obtained by applying [21, Theorem 3.5] are of order $\mathcal{O}\left(q^{2} / N^{2}\right)$. We emphasize that our first gap estimate, of order $\mathcal{O}(1 / N)$, already improves [21] when $q \gg \sqrt{N}$. Note that the geometric relaxation employed in Section 4.1 is the same as the one used in [21].

Let us compare our algorithmic approaches. At a general level, one can observe that we have a primal approach, while Wang solves the dual problem to the relaxed problem. Our approach is restricted to the case where $f$ is differentiable, while the dual approach allows to tackle the case of hard constraints (for example when $f$ is the indicator function of some convex set). Both approaches leverage the decomposability of the problem into $N$ problems and require that the subproblems can be easily solved. Let us emphasize however that we only need to be able to compute a single solution for those problems, while [21, Algorithm 2] requires to compute the full set of $\xi$-optimal solutions, which may be much more difficult. Our algorithm does not require to perform Shapley-Folkman decompositions, contrary to [21]. This is a major advantage when the dimension of the aggregate $q$ is very large. Also, we do not need to evaluate $f^{*}$. As a counterpart, we are only able to find $\mathcal{O}(1 / N)$-optimal solutions, while the algorithm of [21] can find $\mathcal{O}\left(q^{2} / N^{2}\right)$-optimal solutions. The design of a method for the computation of $\mathcal{O}\left(q \wedge N / N^{2}\right)$-solutions will be the topic of future research.
5. Numerical test. In this section we provide numerical results for a mixedinteger linear quadratic problem of the form (P).

Let $A$ be a real $M \times N$ matrix and $\bar{y} \in \mathbb{R}^{M}$. Consider the following problem:
(MIQP)

$$
\min _{x \in\{0,1\}^{N}} J(x):=\frac{1}{N^{2}}\|A x-\bar{y}\|_{\mathbb{R}^{M}}^{2}=\sum_{j=1}^{M}\left(\frac{1}{N} \sum_{i=1}^{N} A_{j i} x_{i}-\frac{\bar{y}_{j}}{N}\right)^{2}
$$

Problem (MIQP) has the form (P), with $f_{j}\left(y_{j}\right)=\left(y_{j}-\frac{\bar{y}_{j}}{N}\right)^{2}$ for $1 \leq j \leq M$, and $g_{i j}\left(x_{i}\right)=A_{j i} x_{i}$ for $1 \leq i \leq N, 1 \leq j \leq M$. Moreover, Assumption A is satisfied with $\tilde{L}_{j}=2$ and $d_{i j}=\left|A_{j i}\right|$. Thus $C_{1}=\frac{2}{N} \sum_{i=1}^{N} \sum_{j=1}^{M}\left|A_{j i}\right|$. Due to the linearity of $g_{i j}$, the randomized problem coincides with the minimization problem of $J$ on $[0,1]^{N}$, which is a convex linear-quadratic program that can be solved with independent methods; thus it is easy here to obtain a precise estimate of $\mathcal{J}^{*}$.

In the numerical simulation, we set $M=N=100$, and draw the parameters $A_{j i}$ according to the uniform distribution on the interval $[0,1]$ while $y_{j}$ is drawn according to the uniform distribution on $[0, N / 2]$. Thus $C_{1} \approx M$ and the gap estimate is given by $\frac{C_{1}}{2 N} \approx 0.5$. Figure 1 shows the outcome of the basic Frank-Wolfe algorithm 1 with 200 iterations. The left sub-figure shows the evolution of $\gamma_{k}$ for $\omega_{k}=2 /(k+2)$
(green curve) and for $\omega_{k}$ determined by line search (3.6) (red curve). A sub-linear rate of convergence is observed (note that logarithmic scales are employed for both axes). The right sub-figure represents the evolution of $J\left(X^{k}\right)-\mathcal{J}^{*}$, where $X^{k}$ is a random variable with distribution $\mu^{k}$. For both choices of $\omega_{k}$, approximate solutions to the problems are simulated, with a gap smaller than $10^{-3}$, significantly smaller than the gap estimate $\frac{C_{1}}{2 N}$. The line search approach is quicker than the approach with $\omega_{k}=\frac{2}{k+2}$.


Fig. 1: MIQP by Algorithm 1, 200 iterations, with $\omega_{k}=2 /(k+2)$ and line search (3.6).

Figure 2 shows the outcome of Algorithm 2 (with the modification suggested in Remark 3.9), for different (constant) choices of $n_{k}$ with 200 iterations, for two different stepsize rules $\left(\omega_{k}=2 /(k+2)\right.$ on the left, line search on the right). Since the algorithm is stochastic, we have tested it 50 times to evaluate its efficiency; the curves represent the average value of $\gamma_{k}$. The standard deviation (for these 8 instances of the SFW method) is displayed on Figure 3. In all cases, an average value of the gap significantly smaller than $\frac{C_{1}}{2 N}$ can be reached; the standard deviation is also significantly smaller than $\frac{C_{1}}{2 N}$ at the last iterations. There is a benefit (both in expectation and standard deviation) in increasing the number of simulations $n_{k}$ (note that the choice $n_{k}=1000$ is much smaller the rule suggested by Corollary 3.8). Yet the convergence is slower in comparison with the basic Franck-Wolfe algorithm, which can be explained by the use of the selection method at each iteration.
6. Conclusion. We have investigated a large-scale and aggregative optimization problem and its relaxation. New error bounds for the relaxation gap have been obtained. We have proposed a tractable algorithm for its resolution with a detailed convergence analysis relying on concentration inequalities. Assuming that an efficient method for the resolution of the subproblems is available, the implementation of our stochastic Frank-Wolfe method is easy.

Future research will focus on refinements of the selection method, allowing the computation of $\mathcal{O}\left(q \wedge N / N^{2}\right)$-solutions. We also aim at working on more complex problems, involving for example convex constraints on the aggregate. Finally, we intend to apply our method to large-scale optimal control problems, such as nonconvex variants of the problem investigated in [17].

## Appendix A. Concentration inequalities and other technical lemmas.



Fig. 2: MIQP by Algorithm 2 with 200 iterations, expectation of the gap.


Fig. 3: MIQP by Algorithm 2 with 200 iterations, standard deviation of the gap.

Proposition A.1. Consider $T$ real-valued random variables $\left(Y_{t}\right)_{t=1, \ldots, T}$. Let $\left(\mathcal{F}_{t}\right)_{t=1, \ldots, T}$ denote the associated filtration $\left(\mathcal{F}_{0}\right.$ is the trivial $\sigma$-algebra). Let $Z_{t}=$ $\mathbb{E}\left[Y_{t}^{2} \mid \mathcal{F}_{t-1}\right]$ and let $S_{T}=\sum_{t=1}^{T} Y_{t}$. Assume the following:
(i) $\mathbb{E}\left[Y_{t} \mid \mathcal{F}_{t-1}\right]=0$,
(ii) $\quad Y_{t} \leq m$,
(iii) $\quad \sum_{t^{\prime}=1}^{T} Z_{t^{\prime}} \leq v, \quad$ a.s.
for all $t=1, \ldots, T$ and for some constants $m$ and $v$. Then, $\mathbb{E}\left[S_{T}^{2}\right] \leq v$. Moreover, for any $\epsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left[S_{T} \geq \epsilon\right] \leq \exp \left(-\frac{\epsilon^{2}}{2(v+\epsilon m / 3)}\right) \tag{A.2}
\end{equation*}
$$

Proof. The estimate of $\mathbb{E}\left[S_{T}^{2}\right]$ can be easily obtained by induction. For the estimate of $\mathbb{P}\left[S_{T} \geq \epsilon\right]$, see [7, Theorem 7].

As a corollary, we obtain the following McDiarmid's inequality of "variance type".
Corollary A.2. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and let $\left(\Omega_{i}\right)_{i=1, \ldots, n}$ be $n$ measurable subsets of $\Omega$. Let $X=\left(X_{i}\right)_{i=1, \ldots, n}$ be $n$ independent random variables valued respectively in $\left(\Omega_{i}\right)_{i=1, \ldots, n}$. Consider a measurable function $f: \prod_{i=1}^{n} \Omega_{i} \rightarrow \mathbb{R}$
and real constants $m \in \mathbb{R}$ and $\left(v_{i}\right)_{i=1, \ldots, n}$ such that

$$
\operatorname{Var}\left[f\left(X_{i}, x_{-i}\right)\right] \leq v_{i}^{2}, \quad \text { a.s., } \quad\left|f\left(X_{i}, x_{-i}\right)-\mathbb{E}\left[f\left(X_{i}, x_{-i}\right)\right]\right| \leq m, \quad \text { a.s., }
$$

$$
\text { for all } i=1, \ldots, n \text { and for all } x_{-i} \in\left(\prod_{j=1}^{i-1} \Omega_{i}\right) \times\left(\prod_{j=i+1}^{n} \Omega_{j}\right) . \text { Then, for any } \epsilon>0 \text {, }
$$

$$
\begin{equation*}
\mathbb{P}[f(\mathbf{x})-\mathbb{E}[f(\mathbf{x})] \geq \epsilon] \leq \exp \left(-\frac{\epsilon^{2}}{2\left(\sum_{i=1}^{n} v_{i}^{2}+\frac{m \epsilon}{3}\right)}\right) \tag{A.3}
\end{equation*}
$$

Proof. Define $Y_{t}=\mathbb{E}\left[f(X) \mid X_{1}, \ldots, X_{t}\right]-\mathbb{E}\left[f(X) \mid X_{1}, \ldots, X_{t-1}\right]$ and apply Proposition A.1.

Lemma A.3. For all $k \in \mathbb{N}$, denote $\bar{\omega}_{k}=\frac{2}{k+2}$. Let $\left(u_{k}\right)_{k \in \mathbb{N}}$ and $\left(\gamma_{k}\right)_{k \in \mathbb{N}}$ be two sequences of real numbers. Assume that there exists a positive number $C$ such that

$$
\begin{equation*}
\gamma_{k+1} \leq\left(1-\bar{\omega}_{k}\right) \gamma_{k}+C \bar{\omega}_{k}^{2}+u_{k} \tag{A.4}
\end{equation*}
$$

for all $k \in \mathbb{N}$. Then, for all $k \in \mathbb{N}^{*}$,

$$
\begin{equation*}
\gamma_{k} \leq \frac{4 C}{k}+\sum_{k^{\prime}=0}^{k-1} \frac{\left(k^{\prime}+1\right)\left(k^{\prime}+2\right)}{k(k+1)} u_{k^{\prime}} \tag{A.5}
\end{equation*}
$$

Proof. We proof this lemma by induction on $k$. We have $\bar{\omega}_{0}=1$, thus taking $k=0$ in (A.4), we obtain that $\gamma_{1} \leq C+u_{0}$, which proves the claim for $k=1$. Let us assume that the claim holds true for some $k \in \mathbb{N}^{*}$. We deduce from (A.4) that

$$
\begin{aligned}
\gamma_{k+1} & \leq\left(\frac{1}{k+2}+\frac{1}{(k+2)^{2}}\right) 4 C+\frac{k}{k+2}\left(\sum_{k^{\prime}=0}^{k-1} \frac{\left(k^{\prime}+1\right)\left(k^{\prime}+2\right)}{k(k+1)} u_{k^{\prime}}\right)+u_{k} \\
& \leq \frac{4 C}{k+1}+\sum_{k^{\prime}=0}^{k} \frac{\left(k^{\prime}+1\right)\left(k^{\prime}+2\right)}{(k+1)(k+2)} u_{k^{\prime}}
\end{aligned}
$$

Therefore the claim holds for $k+1$. This concludes the proof.
Lemma A.4. Let $A, B$, and $C$ be three random variables. Assume that $B$ is independent of $(A, C)$ and that $B \sim \operatorname{Bern}(\omega)$ for some $\omega \in[0,1]$. Let $F$ be a realvalued function of $(A, B, C)$. Assume that $|F(A, 1, C)-F(A, 0, C)| \leq \delta$, a.s. Finally, define $U=\mathbb{E}[F(A, B, C) \mid A, B]-\mathbb{E}[F(A, B, C) \mid A]$. Then,

$$
\mathbb{E}[U \mid A]=0, \quad U \leq \delta, \quad \mathbb{E}\left[U^{2} \mid A\right] \leq \omega(1-\omega) \delta^{2}, \quad \text { a.s. }
$$

Proof. The equality $\mathbb{E}[U \mid A]=0$ is trivial. We have $U=\mathbb{E}[Z \mid A, B]$, where

$$
Z=F(A, B, C)-\mathbb{E}[F(A, B, C) \mid A, C]
$$

It is easy to verify that $Z \leq \delta$, a.s., which implies that $\mathbb{E}[U \mid A]=\mathbb{E}[Z \mid A] \leq \delta$. The first inequality is proved. For the second inequality, we first note that

$$
\mathbb{E}\left[Z^{2} \mid A, C\right]=\omega(1-\omega)(F(A, 1, C)-F(A, 0, C))^{2}
$$

as can be easily verified. Thus $\mathbb{E}[Z \mid A] \leq \omega(1-\omega) \delta^{2}$. Next by Jensen's inequality, we have $U^{2} \leq \mathbb{E}\left[Z^{2} \mid A, B\right]$. Therefore,

$$
\mathbb{E}\left[U^{2} \mid A\right] \leq \mathbb{E}\left[\mathbb{E}\left[Z^{2} \mid A, B\right] \mid A\right]=\mathbb{E}\left[Z^{2} \mid A\right] \leq \omega(1-\omega) \delta^{2}
$$

as was to be proved.

The following lemma is an elementary property of the conditional expectation. For the sake of simplicity, we only state it (and prove it) with discrete random variables.

Lemma A.5. Let $X, Y$, and $Z$ be three random variables. Assume that $Y$ and $Z$ are discrete and that $Z$ is independent of $(X, Y)$. Then, $\mathbb{E}[X \mid Y, Z]=\mathbb{E}[X \mid Y]$.

Proof. By definition, $\mathbb{E}[X \mid Y, Z]=\phi(Y, Z)$, where $\phi$ is defined as follows: for any pair $(y, z)$ such that $\mathbb{P}[Y=y$ and $Z=z] \neq 0$,

$$
\phi(y, z)=\frac{\mathbb{E}\left[X \mathbf{1}_{Y=y} \mathbf{1}_{Z=z}\right]}{\mathbb{P}[Y=y \text { and } Z=z]}=\frac{\mathbb{E}\left[X \mathbf{1}_{Y=y}\right]}{\mathbb{P}[Y=y]}
$$

since $Z$ is independent of $(X, Y)$. Thus $\phi$ does not depend on $Z$ and the result follows. $\square$
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