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Free cyclic actions on surfaces and the Borsuk-Ulam theorem

DACIBERG LIMA GONÇALVES ∗ JOHN GUASCHI †

VINICIUS CASTELUBER LAASS ‡

2nd April 2022

Abstract

LetM and N be topological spaces, let G be a group, and let τ : G×M −→ M be a proper free
action of G. In this paper, we define a Borsuk-Ulam-type property for homotopy classes of maps
from M to N with respect to the pair (G, τ) that generalises the classical antipodal Borsuk-Ulam
theorem of maps from the n-sphere Sn to Rn. In the cases where M is a finite pathwise-connected
CW-complex, G is a finite, non-trivial Abelian group, τ is a proper free cellular action, and N is
either R2 or a compact surface without boundary different of S2 and RP2, we give an algebraic
criterion involving braid groups to decide whether a free homotopy class β ∈ [M,N ] has the
Borsuk-Ulam property. As an application of this criterion, we consider the case where M is a
compact surface without boundary equipped with a free action τ of the finite cyclic group Zn. In
terms of the orientability of the orbit space Mτ of M by the action τ , the value of n modulo 4 and
a certain algebraic condition involving the first homology group of Mτ , we are able to determine
if the single homotopy class of maps from M to R2 possesses the Borsuk-Ulam property with
respect to (Zn, τ). Finally, we give some examples of surfaces on which the symmetric group acts,
and for these cases, we obtain some partial results regarding the Borsuk-Ulam property for maps
whose target is R2.

1 Introduction

The famous Borsuk-Ulam theorem states that every continuous map from the m-dimensional sphere
to the m-dimensional Euclidean space collapses a pair of antipodal points [2, Satz II]. We can state
this result in terms of a free action of the cyclic group of order 2 in the following way: let Z2 = {0, 1}
be the cyclic group of order 2, and let τ : Z2×Sm −→ Sm be the free action defined by τ(i, x) = (−1)ix
for all i ∈ {0, 1} and x ∈ M . If f : Sm −→ Rm is a continuous map, then there exists x ∈ Sm such
that f(τ(0, x)) = f(τ(1, x)). A very natural generalisation of this theorem is to replace Sm and Rm by
manifolds M and N , and replace the antipodal map by a free involution on M . One may then ask if
any continuous map from M to N collapses an orbit of this Z2-action. We will refer to this question
as the Borsuk-Ulam problem for M and N . We focus our discussion on the case where M and N
are surfaces, for which much progress has been made over the past fifteen years with respect to this
problem. In 2005, classical techniques of algebraic topology were used to obtain a complete answer
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to the problem for every compact surface M without boundary equipped with a free involution and
N = R2 [4]. A few years later, the problem in the case where M and N are compact surfaces without
boundary was studied, and using the theory of surface braid groups, a complete answer to the problem
was given [5]. To our knowledge, this was the first time in the literature that these groups were used to
study Borsuk-Ulam-type problems. In a similar vein, the Borsuk-Ulam problem was solved in the case
where the domain is the product of two compact surfaces with boundary equipped with the diagonal
involution, and the target is Rn [9] or a compact surface without boundary [10], braid theory being
used in the latter case. More recently, another natural and more refined problem that generalises the
Borsuk-Ulam theorem arose, namely the question of the classification of the free homotopy classes of
maps between M and N , where M is equipped with a free Z2-action for which every representative
map of a given homotopy class collapses an orbit of the action. This problem was solved by the authors
in three recent papers in the cases where M and N are compact surfaces without boundary of Euler
characteristic zero [6, 7, 8]. The results depend on the choice of free involution on M , and once more,
braid theory plays an important rôle in the solution of the problem.

In this paper, our aim is to initiate the study of another generalisation of the Borsuk-Ulam theorem
by considering free actions of groups other than Z2 on spaces as follows. Let M and N be topological
spaces, and let G be a non-trivial group for which there exists a free action τ : G×M −→M of G on
M . Following [6, 7, 8], we say that a free homotopy class β ∈ [M,N ] has the Borsuk-Ulam property with
respect to the pair (G, τ) if for every representative map f : M −→ N of β, there exist g1, g2 ∈ G, where
g1 ̸= g2, and x ∈ M such that f(τ(g1, x)) = f(τ(g2, x)), and that the quadruple (M,G, τ ;N) satisfies
the Borsuk-Ulam property if every homotopy class of maps between M and N has the Borsuk-Ulam
property with respect to (G, τ). For technical reasons, we also define the Borsuk-Ulam property for
pointed homotopy classes. More precisely, a pointed homotopy class α ∈ [M,m1;N, n1] has the Borsuk-
Ulam property with respect to the pair (G, τ) if for every representative map f : (M,m1) −→ (N, n1)
of α there exist g1, g2 ∈ G, where g1 ̸= g2, and x ∈M such that f(τ(g1, x)) = f(τ(g2, x)).

The first case that we study is that of free actions of a finite cyclic group on a compact surface M
without boundary, and where N is the Euclidean plane R2. Note that in this situation, there is just
one homotopy class, and in this sense, our results generalise those of [4]. We underline the important
rôle of braid theory in our work.

To state Theorem 1.1, which is the main result of this paper, we first recall some facts and notation.
Given a pathwise-connected CW-complexM and a proper free cellular action τ : G×M −→M , where
G is a non-trivial discrete group, we say that two points x1, x2 ∈M are equivalent if there exists g ∈ G
such that τ(g, x1) = x2. LetMτ denote the quotient space (or orbit space) ofM by this action, and let
pτ : M −→ Mτ denote the natural projection of M onto Mτ . Then pτ is a regular covering map, and
the associated group of deck transformations is G. Thus the space Mτ is also a pathwise-connected
CW-complex whose dimension is that of M , and we have the following short exact sequence (we omit
the basepoints):

{1} // π1(M)
(pτ )# // π1(Mτ )

θτ // π1(Mτ )

(pτ )#(π1(M))
∼= G // {1}, (1)

where θτ is the natural projection.
Suppose now that G is an Abelian group. Then the homomorphism θτ of (1) factors through the

Abelianisation (π1(Mτ ))Ab of π1(Mτ ) that is isomorphic to the first homology group H1(Mτ ,Z) of Mτ

with integral coefficients. We denote this factorisation by (θτ )Ab : H1(Mτ ) −→ G. If Mτ is a compact,
non-orientable surface without boundary, let δ denote the unique element of H1(Mτ ) of order two. The
main goal of this paper is to prove the following theorem.

Theorem 1.1. Let M be a compact surface without boundary, and let τ : Zn ×M −→ M be a free
action. Then the quadruple (M,Zn, τ ;R2) has the Borsuk-Ulam property if and only if the following
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conditions are satisfied:

(1) n ≡ 2 mod 4.
(2) Mτ is non-orientable, and (θτ )Ab(δ) is non trivial.

Notice that for M = S2 and n = 2, Theorem 1.1 is a special case of the classical Borsuk-Ulam
theorem.

Following Theorem 1.1, it is natural to ask what happens for actions of finite non-cyclic groups.
Our techniques may be can be applied in part to this more general case, and in Section 5, we illustrate
their use by giving a solution to the Borsuk-Ulam problem in certain cases where G is the symmetric
group Σn, where n ≥ 2. More precisely, in Proposition 5.1, we show that for all n ≥ 2, there exist
actions of Σn on two compact surfaces M1 and M2 without boundary. In the case of M1, the Borsuk-
Ulam property does not hold for maps into R2, while in the case of M2, we do not know the answer in
general.

Apart from this Introduction, this paper has four sections. In Theorem 2.4 of Section 2, we give an
algebraic criterion involving configuration spaces and braid groups that enables us to decide whether
a given homotopy class of maps from M to N has the Borsuk-Ulam property, where M is a connected
manifold equipped with a free action of an Abelian group G, and N is either the Euclidean plane R2 or
a compact surface without boundary different from the 2-sphere S2 and the real projective plane RP 2.
One implication of the condition of Theorem 2.4 is valid in general, while for the other implication, at
present, we only know that it holds in the case where G is Abelian. This is the reason for which we do
not know presently if the surface M2 of the previous paragraph satisfies the Borsuk-Ulam property. In
Section 3, in Theorem 3.1 we exhibit a presentation for the braid group that arises in the statement of
Theorem 2.4 in the case where G is cyclic of order n and N = R2. Section 4 is devoted to the proof of
Theorem 1.1. Finally in Section 5, we discuss the above-mentioned examples of two surfaces on which
Σn acts freely with regard to the Borsuk-Ulam property.

2 Preliminaries and Generalities

We start by stating and proving the following result that is an algebraic and homotopy theoretical
characterisation of the set of pointed homotopy classes of maps between pairs of CW -complexes. It
generalises [6, Theorem 4] in some sense, and it will be used in the proof of Lemma 2.2.

Theorem 2.1. Let (M,m1) and (N, n1) be pointed pathwise-connected CW -complexes such that πi(N, n1)
is trivial for 2 ≤ i ≤ dim(M). Then the map Γ: [M,m1;N, n1] −→ Hom(π1(M,m1), π1(N, n1)) defined
by Γ ([f ]) = f# is a bijection.

Proof. Let Ñ = K(π1(N), 1) be the first stage of the Postnikov tower of N , and let h : N −→ Ñ
be a map that induces an isomorphism on the level of fundamental groups. By the definition of h
and the hypothesis, the homomorphism h# : πi(N, n1) −→ πi(Ñ , h(n1)) is an isomorphism if 1 ≤
i ≤ dim(M), and it is surjective if i = dim(M) + 1. From these observations, standard arguments
of homotopy theory and [17, Chapter VI, Theorems 6.12 and 6.13], the map Γ1 : [M,m1;N, n1] −→
[M,m1; Ñ , h(n1)] defined by Γ1 ([f ]) = [h◦f ] is a bijection. Further, the map Γ2 : [M,m1; Ñ , h(n1)] −→
Hom(π1(M,m1), π1(Ñ , h(n1))) given by Γ2 ([g]) = g# is a bijection by [17, Chapter V, Theorem 4.3].

Now let Γ3 : Hom(π1(M,m1), π1(Ñ , h(n1))) −→ Hom(π1(M,m1), π1(N, n1)) be the map defined by
Γ3 (φ) = (h#)

−1 ◦ φ. Then Γ3 is a bijection, and the result follows by taking Γ = Γ3 ◦ Γ2 ◦ Γ1.

Let M and N be pathwise-connected CW -complexes, and let G be a non-trivial discrete group
for which there exist proper free cellular actions τ : G ×M −→ M and τ1 : G × N −→ N . A map
f : M −→ N is said to be (τ, τ1)-equivariant if f(τ(g, x)) = τ1(g, f(x)) for all g ∈ G and all x ∈ M .
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Given a pointed homotopy class α = [f ] ∈ [M,m1;N, n1], let α# = f# : π1(M,m1) −→ π1(N, n1).
Note that the homomorphism α# is independent of the choice of the representative map f of α. The
following result provides an algebraic criterion to decide whether a pointed homotopy class has an
equivariant representative map, and it generalises [6, Lemma 5].

Lemma 2.2. Let (M,m1) and (N, n1) be pointed pathwise-connected CW -complexes (resp. compact
surfaces without boundary) such that πi(N, n1) is trivial for 2 ≤ i ≤ dim(M), let G be a non-trivial
group for which there exist proper free cellular actions τ : G×M −→M and τ1 : G×N −→ N , and let
α ∈ [M,m1;N, n1] be a pointed homotopy class. Then the following conditions are equivalent:

(a) there exists a representative map (resp. homeomorphism) f : (M,m1) −→ (N, n1) of α that is
(τ, τ1)-equivariant.
(b) there exists a homomorphism (resp. isomorphism) ψ : π1(Mτ , pτ (m1)) −→ π1(Nτ1 , pτ1(n1)) such
that the following diagram is commutative:

π1(M,m1)
α# //

(pτ )#
��

π1(N, n1)

(pτ1 )#
��

π1(Mτ , pτ (m1))
ψ //

θτ &&

π1(Nτ1 , pτ1(n1))

θτ1ww
G.

(2)

Proof. We first prove that condition (a) implies condition (b). Let f : (M,m1) −→ (N, n1) be a
(τ, τ1)-equivariant representative map of α. Then the map f : (Mτ , pτ (m1)) −→ (Nτ1 , pτ1(n1)) between
the corresponding orbit spaces defined by f(y) = pτ1 ◦ f(x) for all y ∈ Mτ , where x ∈ p−1

τ (y), is well
defined, and the following diagram is commutative:

(M,m1)
f //

pτ

��

(N, n1)

pτ1
��

(Mτ , pτ (m1))
f // (Nτ1 , pτ1(n1)).

(3)

Let ψ : π1(Mτ , pτ (m1)) −→ π1(Nτ1 , pτ1(n1)) denote the homomorphism induced by f . The diagram (3)
then gives rise to the upper square of the diagram (2). It remains to show that θτ = θτ1 ◦ ψ. To see
this, let a ∈ π1(Mτ , pτ (m1)), let α be a loop in Mτ based at pτ (m1) such that a = [α], let α′ be the
loop in Mτ based at pτ (m1) given by α′ = f ◦ α, let g = θτ (a), and let ξ : [0, 1] −→ M be the lift
of α to M for which ξ(0) = m1. By commutativity of (3), α′ = f ◦ pτ ◦ ξ = pτ1(f ◦ ξ), and since
f(ξ(0)) = f(m1) = n1, f ◦ ξ : [0, 1] −→ N is the lift to N of α′ whose initial point is n1. Using the
construction of the short exact sequence (1), we have ξ(1) = τ(g,m1). It follows from the fact that f
is (τ, τ1)-equivariant that f ◦ ξ(1) = f(τ(g, ξ(1))) = τ1(g, f ◦ ξ(1)), and so θτ1([α

′]) = g, from which we
see that θτ1 ◦ ψ([α]) = θτ1([α

′]) = g = θτ (g) as required. Further, if f is a homeomorphism, then f is
too, and ψ = f# is an isomorphism.

We now prove that condition (b) implies condition (a). Since pτ1 : N −→ Nτ1 is a covering map,
the triviality of πi(N, n1) for 2 ≤ i ≤ dim(M) implies that of πi(Nτ1 , pτ1(n1)) for all 2 ≤ i ≤ dim(M).
It follows from Theorem 2.1 that there exists a map f : (Mτ , pτ (m1)) −→ (Nτ1 , pτ1(n1)) such that
f# = ψ, and so by (2), there exists a lift f : (M,m1) −→ (N, n1) of the map f ◦pτ for the covering pτ1 ,
from which we obtain the commutative diagram (3). The injectivity of (pτ1)# implies that α# = f#,
and so f is a representative map of α by Theorem 2.1. Let us show that f is (τ, τ1)-equivariant. We
will do this in two steps. We first claim that f(τ(g,m1)) = τ1(g, f(m1)) for all g ∈ G. To see this, let
γ : [0, 1] −→M be a path such that γ(0) = m1 and γ(1) = τ(g,m1). Then α = pτ ◦ γ is a loop in Mτ
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based at pτ (m1) such that θτ ([α]) = g. The commutative diagrams (2) and (3) imply that f ◦ α is a
loop in Nτ1 based at pτ1(n1), and that:

θτ1([f ◦ α]) = (θτ1 ◦ f#)([α]) = θτ ([α]) = g.

So if γ1 : [0, 1] −→ N is the lift of f ◦α by the covering pτ1 such that γ1(0) = n1, then γ1(1) = τ1(g, n1).
Now (f ◦ γ)(0) = f(m1) = n1 and:

pτ1 ◦ (f ◦ γ) = f ◦ pτ ◦ γ = f ◦ α = pτ1 ◦ γ1.

It follows from the path lifting property that f ◦ γ = γ1, and hence:

f(τ(g,m1)) = (f ◦ γ)(1) = γ1(1) = τ1(g, n1) = τ1(g, f(m1)), (4)

which proves the claim. Now let x ∈ M , let g ∈ G, let ξ : [0, 1] −→ M be a path from m1 to x, and
let ξ1, ξ2 : [0, 1] −→ N be the paths defined by ξ1(t) = f(τ(g, ξ(t))) and ξ2(t) = τ1(g, f ◦ ξ(t)). Then:

ξ1(0) = f(τ(g, ξ(0))) = f(τ(g,m1))
(4)
= τ1(g, f(m1)) = τ1(g, f ◦ ξ(0)) = ξ2(0). (5)

Using (3) and the definition of pτ and pτ1 , for all t ∈ [0, 1], we have:

pτ1 ◦ ξ1(t) = pτ1 ◦ f(τ(g, ξ(t))) = f ◦ pτ (τ(g, ξ(t))) = f ◦ pτ (ξ(t)) = pτ1(f ◦ ξ(t)) = pτ1(τ1(g, f ◦ ξ(t)))
= pτ1 ◦ ξ2(t).

Thus ξ1 and ξ2 are lifts of the path pτ1 ◦ ξ1 by the covering pτ1 that have the same initial point by (5),
and therefore ξ1 = ξ2 by the path lifting property. From this, we conclude that:

f(τ(g, x)) = f(τ(g, ξ(1))) = ξ1(1) = ξ2(1) = τ1(g, f ◦ ξ(1)) = τ1(g, f(x)),

and f is indeed (τ, τ1)-equivariant. Finally, if M and N are compact surfaces without boundary and
ψ is an isomorphism, it follows from the classification theorem for surfaces and [18, Theorem 5.6.2]
that ψ is induced by a homeomorphism. So we may take f to be a homeomorphism, in which case f
is also a homeomorphism.

Let S be either the Euclidean plane or a compact surface without boundary. Recall that Fn(S) =
{(x1, . . . , xn) ∈ Sn | xi ̸= xj if i ̸= j} is the nth ordered configuration space of S. It is a pathwise-
connected 2n-dimensional manifold, and if S is different from the 2-sphere S2 or the projective plane
RP 2, then by [3, Corollary 2.2], πi(Fn(S)) is trivial for all i ≥ 2. The fundamental group π1(Fn(S)),
denoted by Pn(S), is the n-string pure braid group of S. Let Σn be the symmetric group on the set
{1, . . . , n}. We adopt the convention that a product of permutations is read from left to right. Note
that the map τ1 : Σn × Fn(S) −→ Fn(S) defined by τ1(σ, (x1, . . . , xn)) = (xσ−1(1), . . . , xσ−1(n)) is a free
action. Using the notation and the constructions given in the Introduction, Fn(S)τ1 is the orbit space
corresponding to this action, and the group π1(Fn(S)τ1), which we will denote by Bn(S), is the n-string
(full) braid group of the surface S. Let ι1 = (pτ1)# : Pn(S) = π1(Fn(S)) −→ π1(Fn(S)τ1) = Bn(S)
and let π1 = θτ1 : Bn(S) = π1(Fn(S)τ1) −→ π1(Fn(S)τ1)/ Im ((pτ1)#)

∼= Σn. Now let G be a finite
group of order n, and let i : G −→ Σn be a monomorphism. Let τ2 : G × Fn(S) −→ Fn(S) be
the free involution defined by τ2(g, x) = τ1(i(g), x). We may regard G as a subgroup of Σn, and τ2
as the restriction of τ1 to G × Fn(S). Let the fundamental group of the corresponding orbit space
Fn(S)τ2 be denoted by BG(S), and let ι2 = (pτ2)# : Pn(S) = π1(Fn(S)) −→ π1(Fn(S)τ2) = BG(S)
and π2 = θτ2 : π1(Fn(S)τ2) −→ π1(Fn(S)τ2)/ Im ((pτ2)#)

∼= G. For j, k ∈ {1, 2}, we may regard i and
ιj as inclusions, πk as a natural projection, and τ2 as the restriction of τ1 to G × Fn(S). The map
h : Fn(S)τ2 −→ Fn(S)τ1 that sends a τ2-orbit to the corresponding τ1 orbit is well defined, satisfies
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h ◦ pτ1 = pτ2 , and induces an injective homomorphism h# : π1(Fn(S)τ2) −→ π1(Fn(S)τ1). Using the
construction of (1), we obtain the following commutative diagram of short exact sequences:

1 // Pn(S)
ι2 // BG(S)

π2 //
� _

h#
��

G //� _

i

��

1

1 // Pn(S)
ι1 // Bn(S)

π1 // Σn
// 1.

(6)

Identifying G with i(G) and π1(Fn(S)τ2) = BG(S) with Im (h#), we see that BG(S) ⊂ π−1
1 (G), and it

follows from (6) that BG(S) = π−1
1 (G).

Remark 2.3. Given a finite group G = {g1, g2, . . . , gn} of order n, the set of bijections ΣG from G to
G equipped with the operation of composition is a group that is isomorphic to Σn, and that we will
identify in what follows. Note that composition in ΣG is read from right to left, but as we mentioned
above, a product of permutations will be read from left to right. For all g ∈ G, the map ig : G −→ G
given by ig(g

′) = g. g′ for all g′ ∈ G is a bijection, and the map i : G −→ Σn that assigns g to ig
is an embedding of G in Σn. With respect to the homomorphism i, and with the notation of the
previous paragraph, Fn(S) may be described as Fn(S) = {(xg1 , . . . , xgn) ∈ Sn | xgj ̸= xgk if gj ̸= gk},
and τ2(g, (xg1 , . . . , xgn)) = (xg.g1 , . . . , xg.gn).

As for the Artin braid groups, the elements of Bn(S) may be described geometrically as follows
(other equivalent geometric constructions may be found in [1, 11, 15] for example). Pick n distinct
points P1, . . . , Pn in S. A geometric n-braid is a n-tuple β = (b1, . . . , bn) where b1, . . . , bn : [0, 1] −→
S × [0, 1] are paths (called strings of β) satisfying the following conditions:

(i) bi(0) = Pi × {1} for all i = 1, . . . , n.
(ii) there exists a permutation π̃(β) ∈ Σn, called the permutation of β, such that bi(1) = Pπ̃(β)(i)×{0}
for all i = 1, . . . , n.
(iii) for all t ∈ [0, 1], the intersection (S × {t}) ∩ {b1(t), . . . , bn(t)} consists of n distinct points.

Two geometric n-braids β0 and β1 are said to be equivalent if there exists a continuous family of
paths bs1, . . . , b

s
n : [0, 1] −→ S × [0, 1], s ∈ [0, 1], such that h0 = β0, h1 = β1, and hs = (bs1, . . . , b

s
n)

is an n-braid for all s ∈ [0, 1]. This defines an equivalence relation on the set of geometric n-braids,
and the equivalence class of a geometric n-braid is called simply an n-braid. Notationally, we do not
distinguish a geometric n-braid from its equivalence class. If β = (b1, . . . , bn) and γ = (c1, . . . , cn) are
geometric n-braids, then we define the product of β and γ by βγ = (b1 ∗cπ̃(β)(1), . . . , bn ∗cπ̃(β)(n)), where
the symbol ∗ denotes concatenation of paths. This induces a group structure on the set of n-braids,
and the resulting group is isomorphic to Bn(S). Up to this isomorphism, we may identify π1 and π̃.
The pure braid group Pn(S) (resp. the group BG(S)) consists of those n-braids whose permutation is
the identity (resp. belongs to the subgroup G of Σn).

The following theorem is the main result of this section. It establishes a connection between the
Borsuk-Ulam property and the braids groups of a surface, thus generalising [6, Theorem 7].

Theorem 2.4. Let (M,m1) be a pointed, pathwise-connected CW -complex, and suppose that there
exists a proper free cellular action τ : G ×M −→ M , where G is a finite group of order n ≥ 2 that
we embed in Σn as in Remark 2.3. Let (S, s1) be a pointed surface, where S is either R2 or a compact
surface without boundary different from S2 and RP2.

(a) Let α ∈ [M,m1;S, s1] be a pointed homotopy class. Suppose that there exist homomorphisms
φ : π1(M,m1) −→ Pn(S) and ψ : π1(Mτ , pτ (m1)) −→ BG(S) for which the following diagram is com-

6



mutative:

π1(M,m1)
φ //

(pτ )#
��

α#

))
Pn(S)

ι2
��

(p1)# // π1(S, s1)

π1(Mτ , pτ (m1))
ψ //

θτ
&&

BG(S)

π2
||

G,

(7)

where p1 : Fn(S) −→ S denotes projection onto the first coordinate. Then α does not have the Borsuk-
Ulam property with respect to (G, τ). Conversely, if G is an Abelian group and α does not have the
Borsuk-Ulam property with respect to (G, τ), then there exist homomorphisms φ : π1(M,m1) −→ Pn(S)
and ψ : π1(Mτ , pτ (m1)) −→ BG(S) for which the diagram (7) is commutative.
(b) Let β ∈ [M,S] be a free homotopy class, and let α ∈ [M,m1;S, s1] be a pointed homotopy class
such that every representative map of α is also a representative map of β when we forget the basepoints.
If β has the Borsuk-Ulam property with respect to (G, τ), then so does α. Conversely, if G is an Abelian
group and α has the Borsuk-Ulam property with respect to (G, τ), then so does β.

Remarks 2.5. By applying [17, Chapter V, Theorem 4.3 and Corollary 4.4], if S is either R2 or a
compact surface without boundary different from S2 and RP2 and G is an Abelian group, Theorem 2.4
provides us with an algebraic criterion to decide whether a homotopy class has the Borsuk-Ulam
property or not. The cases where S = S2 or RP2 is the subject of work in progress, and the techniques
required are somewhat different. In the general case, for the time being we have not been able to
remove the restriction that G is Abelian in the converse of parts (a) and (b) in the statement of
Theorem 2.4.

Proof of Theorem 2.4. In what follows, for all g ∈ G and x ∈M , we will denote τ(g, x) simply by gx.
With respect to Remark 2.3, by permuting the elements of G if necessary, we may suppose that g1 is
its trivial element.

(a) First suppose that there exist homomorphisms φ : π1(M,m1) −→ Pn(S) and ψ : π1(Mτ , pτ (m1)) −→
BG(S) for which the diagram (7) is commutative. Since Fn(S) is aK(Pn(S), 1)-manifold, [17, Chapter V,
Theorem 4.3] and Lemma 2.2 imply that the homomorphism φ is induced by a (τ, τ2)-equivariant map
F : M −→ Fn(S), so F# = φ. For i = 1, . . . , n, let fgi : M −→ S be a map such that:

F (x) = (fg1(x), fg2(x), . . . , fgn(x)) (8)

for all x ∈ M . Since F is (τ, τ2)-equivariant, for all i = 1, . . . , n and x ∈ M , by (8) and Reamrk 2.3,
we have:

(fg1(gix), fg2(gix), . . . , fgn(gix)) = F (gix) = τ2(gi, F (x)) = (fgi.g1(x), fgi.g2(x), . . . , fgi.gn(x)) (9)

Now let f = fg1 . Since g1 is the trivial element of G, we see from the first coordinate of (9) that
fgi(x) = f(gix) for all i = 1, . . . , n and x ∈M . We conclude from (8) that

F (x) = (f(x), f(g2x), . . . , f(gnx)).

Since F (x) ∈ Fn(S), then by definition, the pointed homotopy class [f ] does not have the Borsuk-Ulam
property. Again, by (7) and [17, Chapter V, Theorem 4.3], we have α = [f ], and thus α does not have
the Borsuk-Ulam property as required.

7



Conversely, suppose that G is an Abelian group, and that α ∈ [M,m1;S, s1] does not have the
Borsuk-Ulam property with respect to (G, τ). Then there exists a map f : (M,m1) −→ (S, s1) such
that α = [f ], and for which the elements f(g1x), . . . , f(gnx) are pairwise distinct for all x ∈ M . For
i = 1, . . . , n, let fgi : M −→ S be the map defined by fgi(x) = f(gix). Then the map F : M −→ Fn(S)
given by F (x) = (fg1(x), . . . , fgn(x)) for all x ∈M is well defined, and it satisfies p1 ◦F = f . We claim
that F is (τ, τ2)-equivariant. Indeed, using the fact that G is Abelian, for all g ∈ G and x ∈ M , we
have:

F (τ(g, x)) = F (gx) = (fg1(gx), . . . , fgn(gx)) = (f(g1(gx)), . . . , f(gn(gx)))

= (f((g. g1)x), . . . , f((g. gn)x)) = (fg.g1(x), . . . , fg.gn(x))

= τ2(g, (fg1(x), . . . , fgn(x))) = τ2(g, F (x)).

If φ : π1(M,m1) −→ Pn(S) is the homomorphism induced by F , then (p1)# ◦ φ = (p1)# ◦ F# =
(p1 ◦ F )# = (fg1)# = f# = α#, and applying Lemma 2.2 to the pointed homotopy class [F ], there
exists a homomorphism ψ : π1(Mτ , pτ (m1)) −→ BG(S) for which ψ ◦ (pτ )# = ι2 ◦ φ and π2 ◦ ψ = θτ ,
which yields the commutative diagram (7).
(b) Clearly, if β has the Borsuk-Ulam property, then α does too because every representative map of α
is also a representative map of β. Conversely, assume that G is an Abelian group, and suppose that β
does not have the Borsuk-Ulam property. So there exists a map f : M −→ S such that β = [f ] and for
which the cardinality of the set {f(g1x), . . . , f(gnx)} is equal to n for all x ∈M . By [16, Lemma 6.4],
there exists a homeomorphism H : S −→ S that is homotopic to the identity such that H(f(m1)) = s1.
Thus the map H ◦f is a representative map of β, the cardinality of the set {H ◦f(g1x), . . . , H ◦f(gnx)}
is equal to n for all x ∈ M , and the pointed homotopy class α′ = [H ◦ f ] ∈ [M,m1;S, s1] does not
have the Borsuk-Ulam property with respect to (G, τ) (as a pointed homotopy class). By part (a),
there exist homomorphisms φ′ : π1(M,m1) −→ Pn(S) and ψ′ : π1(Mτ , pτ (m1)) −→ BG(S) such the
following diagram is commutative:

π1(M,m1)
φ′

//

(pτ )#
��

α′
#

))
Pn(S)

ι2
��

(p1)# // π1(S, s1)

π1(Mτ , pτ (m1))
ψ′

//

θτ
&&

BG(S)

π2
{{

G.

(10)

By [17, Chapter V, Theorem 4.3 and Corollary 4.4], there exists γ ∈ π1(S, s1) such that the homomorph-
isms α#, α

′
# : π1(M,m1) −→ π1(S, s1) satisfying α#(v) = γα′

#(v)γ
−1 for all v ∈ π1(M,m1). Further,

by [1, Theorem 1.4], there exists b ∈ Pn(S) such that (p1)#(b) = γ. We define φ : π1(M,m1) −→ Pn(S)
(resp. ψ : π1(Mτ , pτ (m1)) −→ BG(S)) by φ(v) = bφ′(v)b−1 for all v ∈ π1(M,m1) (resp. ψ(w) =
ι2(b)ψ

′(w)ι2(b)
−1 for all w ∈ π1(Mτ , pτ (m1))). Using the commutativity of (10), it follows that the

diagram (7) is also commutative, and therefore α does not have the Borsuk-Ulam property as a pointed
homotopy class.

The following corollary will be used in the proof of Propositions 4.2–4.4, which is the restriction of
Theorem 2.4 to the case where S = R2.

Corollary 2.6. Let M be a compact surface without boundary, let G be a finite Abelian group of order
n ≥ 2, and let τ : G×M −→M be a free action. Then (M,G, τ ;R2) does not have the Borsuk-Ulam
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property if and only if there exists a homomorphism ψ : π1(Mτ ) −→ BG(R2) such that the following
diagram is commutative:

π1(Mτ )
ψ //

θτ ##

BG(R2)

π2
{{

G.

(11)

Proof. First of all, since R2 is contractible then there is only one homotopy class α ∈ [M,R2], and
α# : π1(M) −→ π1(R2) is trivial. So by Theorem 2.4, (M,G, τ ;R2) does not have the Borsuk-Ulam
property if and only if there exist homomorphisms φ : π1(M) −→ Pn(R2) and ψ : π1(Mτ ) −→ BG(R2)
for which the diagram (7) is commutative. In particular, if (M,G, τ ;R2) does not have the Borsuk-
Ulam property then the lower triangle of (7) is the commutative diagram (11). Conversely, given the
commutative diagram (11), the exactness of (1) and the upper row of (6) allow us to obtain (7).

3 The group BZn(R2)

Let n ≥ 2. We denote the cyclic group of order n by Zn = {0, 1, . . . , n− 1}. With respect to
Remark 2.3 and the paragraph that precedes it, we fix an embedding i : Zn −→ Σn of Zn in Σn, given
by i(1) = (1, n, . . . , 2), and we identify BZn(S) with its image in Bn(S) under h#. The aim of this
section is to give a presentation of the group BZn(R2). Recall that if n ∈ N, the Artin braid group Bn

on n strings is generated by the Artin generators σ1, . . . , σn−1, subject to the following Artin relations :

σiσj = σjσi if |i− j| ≥ 2, where 1 ≤ i, j ≤ n− 1 (12)

σiσi+1σi = σi+1σiσi+1 for i = 1, . . . , n− 2. (13)

Geometrically, σi and its inverse correspond to the braids illustrated in Figure 1.

· · · · · · · · · · · ·

1 i− 1 i i+ 1 i+ 2 n 1 i− 1 i i+ 1 i+ 2 n

σi σ−1
i

Figure 1: The braid σi and its inverse.

Theorem 3.1. The group BZn(R2) admits the following presentation:

generating set: {g} ∪ {Ai,j}1≤i<j≤n.
relations:

(I) A−1
r,sAi,jAr,s =


Ai,j if r < s < i < j or i < r < s < j

Ar,jAi,jA
−1
r,j if r < i = s < j

Ar,jAs,jAi,jA
−1
s,jA

−1
r,j if i = r < s < j

Ar,jAs,jA
−1
r,jA

−1
s,jAi,jAs,jAr,jA

−1
s,jA

−1
r,j if r < i < s < j.

(II) gAi,jg
−1 =

{
Ai+1,j+1 if 1 ≤ i < j ≤ n− 1

A1,n · · ·An−1,nA1,i+1A
−1
n−1,n · · ·A−1

1,n if 1 ≤ i ≤ n− 1 and j = n.
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(III) gn =
n∏
j=2

(
j−1∏
i=1

Ai,j

)
.

Remarks 3.2.

(a) In terms of the Artin generators of Bn, we take g = σ1 · · · σn−1, and:

Ai,j = σj−1 · · · σi+1σ
2
i σ

−1
i+1 · · ·σ−1

j−1 for 1 ≤ i < j ≤ n. (14)

One may check using (12) and (13) that:

Ai,j = σ−1
i · · ·σ−1

j−2σ
2
j−1σj−2 · · · σi for 1 ≤ i < j ≤ n. (15)

Geometrically, Ai,j corresponds to the braid illustrated in Figure 2.
(b) The element gn that appears in relation (III) is the well-known full-twist braid, denoted by ∆2

n,
that generates the centre of Bn(R2) if n ≥ 3.
(c) With respect to the lower row of (6), we have π2(g) = (1, n, . . . , 2). Taking S = R2 and G = Zn,
where we identify Zn with the cyclic subgroup ⟨(1, n, . . . , 2)⟩ of Σn in the manner described at the
beginning of this section, it follows that g ∈ BZn(R2).
(d) Considering the permutation homomorphism π2 : BZn(R2) −→ Zn of the upper row of (6), and
up to the identification of BZn(R2) (resp. Zn) with Im (h#) (resp. with Im (i)), we have π2(g) = 1 and
π2(Ai,j) = 0 for all 1 ≤ i < j ≤ n. Further, for all a ∈ BZn(R2), there exist unique 0 ≤ m ≤ n− 1 and
w ∈ Pn(R2) for which a = wgm.

· · · · · · · · ·

1 i− 1 i j j + 1 n

Figure 2: The element Ai,j of Bn.

Proof of Theorem 3.1. We apply the method of [12, Chapter 10, Proposition 1] to the short exact
sequence of the upper row of (6), where we take S = R2, G = Zn, and g and Ai,j, where 1 ≤ i < j ≤ n,
as in Remarks 3.2(a). We identify the cyclic subgroup ⟨(1, n, . . . , 2)⟩ of Σn with Zn as in Remarks 3.2(c).
With respect to the upper row of (6), it follows that g is a coset representative of the generator 1 of Zn.
Since (Ai,j)1≤i<j≤n is a generating set of Pn(R2) by [11, Chapter 1, Lemma 4.2,], it follows from [12,
Chapter 10, Proposition 1] that {g} ∪ {Ai,j}1≤i<j≤n is a generating set for BZn(R2). From the same
proposition, the following three types of relation form a complete set of relations of BZn(R2):

(i) the relations emanating from Pn(R2). By [11, Chapter 1, Lemma 4.2], these are the relations (I)
of the statement.
(ii) the conjugates of the generators of Pn(R2) by g, rewritten in terms of the generators of Pn(R2).
Suppose first that 1 ≤ i < j ≤ n − 1. Using (12) and (13), we see that that gσkg

−1 = σk+1 for all
k = 1, . . . , n − 2, and it follows from (14) that gAi,jg

−1 = Ai+1,j+1, which is the first relation of (II).
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Assume now that 1 ≤ i ≤ n − 1 and j = n. One may check (by induction on n for example) that
σ1 · · ·σn−1σn−1 · · · σ1 = A1,n · · ·An−1,n, and it follows from this and (15) that:

gAi,ng
−1 = σ1 · · · σn−1. σn−1 · · ·σi+1σ

2
i σ

−1
i+1 · · · σ−1

n−1. σ
−1
1 · · ·σ−1

n−1

= σ1 · · · σn−1σn−1 · · ·σ1. σ−1
1 · · ·σ−1

i σ2
i σi · · ·σ1. σ−1

1 · · ·σ−1
n−1σ

−1
1 · · · σ−1

n−1

= A1,n · · ·An−1,nσ
−1
1 · · ·σ−1

i−1σ
2
i σi−1 · · ·σ1A−1

n−1,n · · ·A−1
1,n

= A1,n · · ·An−1,nA1,i+1A
−1
n−1,n · · ·A−1

1,n,

which is the second relation of (II).
(iii) the lift of the relation n. 1 = 0 of Zn in terms of generators of Pn(R2). Since gn = ∆2

n by

Remarks 3.2(b), relation (III) of the statement follows by noting that ∆2
n =

∏n
j=2

(∏j−1
i=1 Ai,j

)
.

4 Proof of Theorem 1.1

Let M be a compact surface without boundary, and let Zn = {0, 1, 2, . . . , n− 1} denote the cyclic
group of order n ≥ 2. If τ : Zn×M −→M is a free action, to simplify the notation, we will consider τ
to be the continuous map τ : M −→M defined by τ = τ(1, ·), that satisfies τn = Id and for which the
cardinality of the set {x, τ(x), τ 2(x), . . . , τn−1(x)} is equal to n for all x ∈M . Then the orbit spaceMτ

is also a compact surface without boundary. In what follows, we will distinguish the following three
possibilities, and in each case, we define an element δ̂ of π1(Mτ ):

(I) Mτ is orientable, π1(Mτ ) = ⟨a1, . . . , a2m | [a1, a2] · · · [a2m−1, a2m]⟩, and δ̂ = 1.
(II) Mτ is non-orientable of odd genus, π1(Mτ ) = ⟨c, a1, a2, . . . , a2m−1, a2m | c2[a1, a2] · · · [a2m−1, a2m]⟩,
and δ̂ = c.
(III) Mτ is non-orientable of even genus, π1(Mτ ) = ⟨u, v, a1, . . . , a2m | uvuv−1[a1, a2] · · · [a2m−1, a2m]⟩,
and δ̂ = u.

Remark 4.1. Let G = Zn, and consider the homomorphism θτ : π1(Mτ ) −→ Zn defined by (1). IfM is

a compact surface without boundary, then θτ (δ̂) = 0 ifMτ is orientable or if n is odd. In other words, if

θτ (δ̂) ̸= 0, thenMτ is non-orientable, n is even, and θτ (δ̂) = n/2. Since the target of the homomorphism
θτ : π1(Mτ ) −→ Zn is Abelian, the homomorphism θτ factors through the Abelianisation π1(Mτ )Ab via

the homomorphism that we denote (θτ )Ab : π1(Mτ )Ab −→ Zn, and for which θτ (δ̂) = (θτ )Ab(δ).

In order to establish Theorem 1.1, by Remark 4.1, it suffices to prove the following three proposi-
tions.

Proposition 4.2. Let M be a compact surface without boundary that admits a free action τ of Zn.
With the notation of (I)–(III) above, suppose that θτ (δ̂) = 0. Then (M,Zn, τ ;R2) does not have the
Borsuk-Ulam property.

Proposition 4.3. Let M be a compact surface without boundary that admits a free action τ of Zn.
With the notation of (I)–(III) above, suppose that Mτ is non-orientable, n = 4k for some k ∈ N, and
θτ (δ̂) = 2k. Then (M,Zn, τ ;R2) does not have the Borsuk-Ulam property.

Proposition 4.4. Let M be a compact surface without boundary that admits a free action τ of Zn.
With the notation of (I)–(III) above, suppose that Mτ is non-orientable, n = 4k + 2 for some k ∈ N,
and θτ (δ̂) = 2k + 1. Then (M,Zn, τ ;R2) has the Borsuk-Ulam property.

To prove Propositions 4.2–4.4, we will apply Corollary 2.6 to the case where G is the finite cyclic
group {0, 1, 2, . . . , n− 1}. In what follows, we shall identify G with the subgroup of Σn generated by
the n-cycle (1, n, . . . , 2), and the generator 1 of G with this n-cycle.
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Proof of Proposition 4.2. We will define a homomorphism ψ : π1(Mτ ) −→ BZn(R2) for which the
diagram (11) is commutative, from which it will follow by Corollary 2.6 that (M,Zn, τ ;R2) does not
have the Borsuk-Ulam property. With respect to the cases (I)–(III), let ψ : π1(Mτ ) −→ BZn(R2) be
the map defined on the generators of π1(Mτ ) as follows:

(a) ψ(ai) = gbi for i = 1, . . . , 2m, where g ∈ BZn(R2) is as defined in Remark 3.2(a), and 0 ≤ bi ≤ n−1
is such that θτ (ai) = (1, n, . . . , 2)bi .

(b) ψ(δ̂) = 1 in cases (II) and (III).
(c) ψ(v) = gw, where 0 ≤ w ≤ n− 1 is such that θτ (v) = (1, n, . . . , 2)w in case (III).

Noting that θτ (δ̂) is trivial by hypothesis and π2(g) = (1, n, . . . , 2), one may check in each of the three
cases (I)–(III) that ψ defines a homomorphism for which the diagram (11) is commutative.

Although the conclusion of Proposition 4.3 is the same as that of Proposition 4.2, its proof is
somewhat different in nature. We first give a geometric proof of Proposition 4.3 in a specific case.
This will then enable us to give an algebraic proof in the general case. We regard T2 as the quotient
space R2/Z2. Notationally, we shall not distinguish between an element of R2 and its image under the
canonical projection in T2. Let x and y denote the pointed homotopy classes of the loops in T2 given
by (t, 0)t∈[0,1] and (0, t)t∈[0,1] respectively. Then π1(T2) = ⟨x, y |xyx−1y−1⟩.

Lemma 4.5. Given k ∈ N, let τ : T2 −→ T2 be the map defined by τ(a, b) = (−a, a + b + 1
4k
) for all

(a, b) ∈ T2. Then τ defines a free action of Z4k on T2 such that the orbit space is the Klein bottle
K2, and for which induced short exact sequence (1) associated to the covering pτ : T2 −→ K2 is of the
form:

1 // π1(T2) = ⟨x, y | xyx−1y−1 = 1⟩
(pτ )# // π1(K2) = ⟨u, v | uvuv−1 = 1⟩ θτ // Z4k

// 1, (16)

where:

(pτ )# :

{
x 7−→ uv2k

y 7−→ v4k
and θτ :

{
u 7−→ 2k

v 7−→ 1.
(17)

Moreover, (T2,Z4k, τ ;R2) does not have the Borsuk-Ulam property.

Proof. Let k ∈ N, and let τ : T2 −→ T2 be the map defined by τ(a, b) = (−a, a + b + 1
4k
) for all

(a, b) ∈ T2. For each 0 ≤ i ≤ 4k, we have:

τ i(a, b) =

{
(a, b+ i

4k
) if i is even

(−a, a+ b+ i
4k
) if i is odd.

(18)

One may check that if 1 ≤ i < j ≤ 4k, then τ i(a, b) ̸= τ j(a, b) (note that if a = 1/2 and a + j−i
4k

∈ Z
then i and j have the same parity), and since τ 4k = IdT2 , it follows that τ defines a free action
of Z4k on T2. Let g : T2 −→ K2 be the double covering map whose non-trivial associated deck
transformation τ1 : T2 −→ T2 is given by τ1(a, b) = (−a, b + 1

2
), so g ◦ τ1 = g, and let u and v be

the homotopy classes determined by the loops (g(t, 0))t∈[0,1] and (g(0, t/2))t∈[0,1] respectively. Then
π1(K2) = ⟨u, v |uvuv−1 = 1⟩, and the induced homomorphism g# : π1(T2) −→ π1(K2) is given by
g#(x) = u and g#(y) = v2. Let f : T2 −→ T2 be defined by f(a, b) = (a, ka + 2kb) for all (a, b) ∈ T2.
The induced homomorphism f# : π1(T2) −→ π1(T2) is given by f#(x) = xyk and f#(y) = y2k.
Notice that f is a 2k-sheeted covering of T2, and that f# is injective. By construction, the map
g ◦ f : T2 −→ K2 is a 4k-sheeted covering of K2 by T2, and consequently the deck transformation
group associated to the covering g ◦ f is of order 4k. We claim that τ is a deck transformation for the
covering map g ◦ f . If this is the case, since τ defines a free action of Z4k on T2, it follows that group
of deck transformations for the covering map g ◦f is isomorphic to Z4k and is generated by τ , thus the
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associated orbit space T2
τ is homeomorphic to K2, and the corresponding quotient map pτ is equal, up

to homeomorphism, to g ◦ f . To prove the claim, for all (a, b) ∈ T2, we have:

(g ◦ f)(τ(a, b)) = (g ◦ f)
(
−a, a+ b+

1

4k

)
= g

(
−a,−ka+ 2k

(
a+ b+

1

4k

))
= g

(
−a, ka+ 2kb+

1

2

)
= (g ◦ τ1) (a, ka+ 2kb) = g(a, ka+ 2kb) = (g ◦ f)(a, b).

This proves the claim. Thus (pτ )# : π1(T2) −→ π1(K2) is injective, and satisfies the first equality
of (17). Let θτ : π1(K2) −→ Z4k be the map defined by (17). One may check that θτ is a well-defined
surjective homomorphism. Let us show that the sequence (16) is short exact. To do so, it remains to
show that Im((pτ )#) = Ker (θτ ). First let z ∈ Im((pτ )#). Then there exist m,n ∈ Z such that z =
(pτ )#(x

myn) = (uv2k)m(v4k)n, and thus θτ (z) = m(2k + 2k) + n. 4k = 0, hence Im((pτ )#) ⊂ Ker (θτ ).
Conversely, let y ∈ Ker (θτ ). Now y ∈ π1(K2), so there exist m,n ∈ Z such that y = umvn, and
0 = θτ (y) = m. 2k+ n. 1. Thus 2mk+ n ≡ 0 mod 4k, and there exists l ∈ Z such that n = 2mk+ 4lk.
Since vuv−1 = u−1, we see that v2uv−2 = u, so u and v2 commute, and thus:

y = umvn = um(v2k)m(v4k)l = (uv2k)m(v4k)l = ((pτ )#(x))
m((pτ )#(y))

l = (pτ )#(x
myl) ∈ Im((pτ )#).

Therefore Ker (θτ ) ⊂ Im((pτ )#). Hence Ker (θτ ) = Im((pτ )#), and we conclude that the sequence (16)
is short exact. We conclude that the short exact sequence associated to the covering pτ : T2 −→ K2

given by (1) is (16).
It remains to show that (T2,Z4k, τ ;R2) does not have the Borsuk-Ulam property. It suffices to

exhibit an explicit map h : T2 −→ R2 such that h(τ i(a, b)) ̸= h(τ j(a, b)) for each (a, b) ∈ T2 and
0 ≤ i < j ≤ 4k − 1. First note that by (18), the orbit of a point (a, b) ∈ T2 by the action of Z4k

generated by τ belongs to the union of the vertical circles ((a, t))t∈[0,1] and ((1− a, t))t∈[0,1], and these
two circles coincide if a ∈ {0, 1

2
}. Let C ⊂ R2 be the annulus defined with respect to polar coordinates

by C = {(r, θ) | 1 ≤ r ≤ 2 and θ ∈ [0, 2π)}, and let h : T2 −→ R2 be defined by h(a, b) = (r(a), 2πb)
for all (a, b) ∈ T2 (we take 0 ≤ a, b ≤ 1), where:

r(a) =


(3− 4a)/2 if 0 ≤ a ≤ 1

4

(1 + 4a)/2 if 1
4
≤ a ≤ 3

4

(7− 4a)/2 if 3
4
≤ a ≤ 1.

One may check that h is well defined and continuous. Further, its restriction to each circle ((a, t))t∈[0,1]
of T2, where 0 ≤ a ≤ 1, is injective, and that if a ∈ (0, 1) \ {1

2
} then the two circles (h(a, t))t∈[0,1] and

(h(1−a, t))t∈[0,1] are disjoint. We conclude that the restriction of the map h to each orbit of the action
τ of Z4k is injective, and this completes the proof of the lemma.

Lemma 4.6. Given k ∈ N, there exist α, β ∈ BZ4k
(R2) such that π2(α) = 2k, π2(β) = 1 and

αβαβ−1 = 1 in BZ4k
(R2).

Proof. Let θτ : π1(K2) −→ Z4k be the homomorphism defined in (17). By Corollary 2.6 and Lemma 4.5,
there exists a homomorphism ψ : π1(K2) −→ BZ4k

(R2) such that the following diagram is commutative:

⟨u, v |uvuv−1 = 1⟩ ψ //

θτ ''

BZ4k
(R2)

π2zz
Z4k.

It then suffices to take α = ψ(u) and β = ψ(v).
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Proof of Proposition 4.3. We will define a homomorphism ψ : π1(Mτ ) −→ BZ4k
(R2) for which the dia-

gram (11) is commutative, from which it will follow from Corollary 2.6 that (M,Z4k, τ ;R2) does
not have the Borsuk-Ulam property. For this, we make use of the elements α and β given in
Lemma 4.6 and the element g given in Remark 3.2(a). We endow π1(Mτ ) with one of the present-
ations of cases (II) and (III) given at the beginning of this section. To simplify the analysis, we

write π1(Mτ ) =
〈
δ̂, v, a1, a2, . . . , a2m−1, a2m

∣∣∣ δ̂vδ̂v−1[a1, a2] · · · [a2m−1, a2m] = 1
〉
, where we take v = 1

in case (II). By hypothesis, θτ (δ̂) = 2k. Let 0 ≤ z ≤ 4k− 1 be such that θτ (v) = z (so z = 0 if v = 1).
For i = 1, . . . , 2m, let bi ∈ Z be such that θτ (ai) = bi, and let ψ(v) = βz. If z is odd, we define ψ on
the remaining generators of π1(Mτ ) as follows:

ψ :

{
δ̂ 7−→ α

ai 7−→ gbi , where 1 ≤ i ≤ 2m.
(19)

If z is even, then by the surjectivity of θτ there exist 1 ≤ j ≤ 2m and l ∈ Z odd such that θτ (aj) = l.
If j is odd (resp. even), let ȷ̂ = j + 1 (resp. ȷ̂ = j − 1). Then we define ψ on the remaining generators
of π1(Mτ ) as follows:

ψ :


δ̂ 7−→ α(−1)j

aj 7−→ βl

aȷ̂ 7−→ α−1βbȷ̂+2k

ai 7−→ gbi if i ̸= j, ȷ̂.

(20)

Let us show that ψ extends to a homomorphism from π1(Mτ ) to BZ4k
(R2). If z is odd, then we are in

case (II), and by (19), we have:

ψ(δ̂vδ̂v−1[a1, a2] · · · [a2m−1, a2m]) = ψ(uvuv−1) = α. βzαβ−1 = α. α−1 = 1,

where we have used Lemma 4.6 and the fact that z is odd. If z is even, then by (20), we have:

ψ(δ̂vδ̂v−1[a1, a2] · · · [a2m−1, a2m]) = ψ(δ̂vδ̂v−1[aj, aȷ]
(−1)j+1

)

= α(−1)j . βzα(−1)jβ−z(βlα−1βbȷ̂+2kβ−l. β−bȷ̂−2kα)(−1)j+1

= α2(−1)j . α(−1)j+1

= 1,

where we have used Lemma 4.6 and the fact that z is even and l is odd. This proves that ψ is a
homomorphism. One may check that π2 ◦ ψ = θτ , and hence the diagram (11) is commutative. The
result then follows from Corollary 2.6.

Proof of Proposition 4.4. Suppose on the contrary that (M,Z4k+2, τ ;R2) does not have the Borsuk-
Ulam property. Then by Corollary 2.6 there exists a homomorphism ψ : π1(Mτ ) −→ BZ4k+2

(R2)
such that the diagram (11) is commutative. Suppose that Mτ is non-orientable of odd (resp. even)
genus, so that π1(Mτ ) is as in case (II) (resp. case (III)) given at the beginning of this section. By

hypothesis, θτ (δ̂) = 2k + 1, where δ̂ = c (resp. δ̂ = u). From Theorem 3.1, for i = 1, . . . , 2m, there
exist wi ∈ P4k+2(R2) and 0 ≤ bi < n, wδ̂ ∈ P4k+2(R2) (resp. wv ∈ P4k+2(R2) and 0 ≤ b < n) such that

for i = 1, . . . , 2m, θτ (ai) = bi and ψ(ai) = wig
bi , ψ(δ̂) = wδ̂g

2k+1, and if Mτ is of even genus, θτ (v) = b
and ψ(v) = wvg

b. The evaluation map ε : P4k+2(R2) −→ Z defined on the generating set (Ai,j)1≤i<j≤n
of P4k+2(R2) by ε(Ai,j) = 1 for all 1 ≤ i < j ≤ n extends to a well-defined homomorphism that satisfies
ε(gwg−1) = ε(w) for all w ∈ P4k+2(R2). For all i = 1, . . . ,m, it follows that:

ε ◦ ψ([a2i−1, a2i]) = ε
(
w2i−1. g

b2i−1w2ig
−b2i−1 . gb2iw−1

2i−1g
−b2i . w−1

2i

)
= ε([w2i−1, w2i]) = 0. (21)
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Applying (21) and relation (III) of Theorem 3.1, if Mτ is of odd genus, we obtain:

0 = ε ◦ ψ
(
c2[a1, a2] · · · [a2m−1, a2m]

)
= ε ◦ ψ(c2) = ε(wc. g

2k+1wcg
−2k−1.∆2

4k+2) = 2ε(wc) + ε(∆2
4k+2),

while if Mτ is of even genus, we see that:

0 = ε ◦ ψ(uvuv−1[a1, a2] · · · [a2m−1, a2m]) = ε ◦ ψ(uvuv−1)

= ε
(
wu. g

2k+1wvg
−2k−1. g2k+1+bwug

−2k−1−b.∆2
4k+2. w

−1
v

)
= 2ε(wu) + ε(∆2

4k+2).

Combining the two cases of odd and even genus, we see that:

2ε(wδ̂) + ε(∆2
4k+2) = 0. (22)

It follows from relation (III) of Theorem 3.1 that ε(∆2
4k+2) = ε

(∏4k+2
j=2

(∏j−1
i=1 Ai,j

))
= (2k+1)(4k+1).

Taking equation (22) modulo 2, we obtain a contradiction, and hence (M,Z4k+2, τ ;R2) has the Borsuk-
Ulam property.

5 Two cases where G is the symmetric group

Let N be a compact surface without boundary, and let G be a non-trivial finite group for which there
exists a surjective homomorphism θ : π1(N) −→ G. Let ι : Ker (θ) −→ π1(N) denote the inclusion.
By standard covering space arguments, there exists a compact surface without boundaryM and a free
action τ : G×M −→M such that the associated exact sequence given by (1) is of the following form:

1 // π1(M) = Ker (θ)
(pτ )#=ι

// π1(Mτ ) = π1(N)
θτ=θ // G // 1. (23)

We say that the surfaceM and the action τ arise from θ. This construction provides us with a method
to construct a compact surface without boundary on which G acts freely. We will consider examples
where G is either Σn or Zn, where n > 2.

Let N1 = T2#T2 be the connected sum of two copies of T2, let N2 = RP2#T2 be the connected
sum of RP2 and T2, and let θ1 : π1(N1) = ⟨a1, b1, a2, b2 | [a1, b1][a2, b2] = 1⟩ −→ Σn and θ2 : π1(N2) =
⟨c, a1, b1 | c2[a1, b1] = 1⟩ −→ Σn be given by:

θ1(a1) = θ1(b1) = (1, 2), and θ1(a2) = θ1(b2) = (1, n, . . . , 2) (24)

θ2(c) = (1, 2), and θ2(a1) = θ2(b1) = (1, n, . . . , 2). (25)

Note that θ1 and θ2 define surjective homomorphisms. For i = 1, 2, let Mi and τi : Σn ×Mi −→ Mi

be the compact surface without boundary and the free action arising from θi respectively.
The following result suggests that there are many possibilities to be explored in the generalisation

of the Borsuk-Ulam theorem to actions of finite groups on surfaces.

Proposition 5.1. Let n > 2. With the above notation, we have the following:

(a) the quadruple (M1,Σn, τ1;R2) does not have the Borsuk-Ulam property.
(b) for the quadruple (M2,Σn, τ2;R2), there does not exist a homomorphism ψ for which the lower
triangle of the diagram (2) is commutative.
(c) the quadruple (M2,Zn, τZn ;R2), where the action of Zn is given by the restriction of the action of
Σn corresponding to the action of the cyclic subgroup ⟨(1, n . . . , 2)⟩, does not have the Borsuk-Ulam
property.
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Remark 5.2. If n = 2, a stronger version of Proposition 5.1 may be found in [4]. Note that
the quadruple (M1,Σ2 = Z2, τ1;R2) does not have the Borsuk-Ulam property, while the quadruple
(M2,Σ2 = Z2, τ2;R2) does have the Borsuk-Ulam property.

Proof of Proposition 5.1. By construction, first note that for i = 1, 2, π1(Mτi) = π1(Ni).

(a) Let ψ : π1(Mτ1) −→ Bn(R2) be the homomorphism defined on the generators of π1(Mτ1) by
ψ(a1) = ψ(b1) = σ1 and ψ(a2) = ψ(b2) = g, where g is as defined in Remarks 3.2(a). Using (23)
and (24), we may check that π ◦ψ = θτ1 , and Corollary 2.6 implies that (M1,Σn, τ1;R2) does not have
the Borsuk-Ulam property.
(b) Suppose on the contrary that there exists a homomorphism ψ for which the lower triangle of the
diagram (2) is commutative. From the lower short exact sequence of (6) and (25), there exist x, y, z ∈
Pn(R2) such that ψ(c) = xσ1, ψ(a1) = yg and ψ(b1) = zg, where g is as defined in Remarks 3.2(a).
Taking the image of the relation of π1(Mτ2) and using (14), we obtain:

1 = ψ
(
c2[a1, b1]

)
= xσ1xσ1ygzy

−1g−1z−1 = x. σ1xσ
−1
1 . A1,2. y. gzg

−1. gy−1g−1. z−1. (26)

Note that σ1xσ
−1
1 , gzg−1 and gy−1g−1 belong to Pn(R2) because Pn(R2) is a normal subgroup of Bn(R2).

Let ε : Pn(R2) −→ Z be the evaluation homomorphism defined in the proof of Proposition 4.4. By [14,
Lemma 3.1] and Theorem 3.1, we have ε(σ1Ai,jσ

−1
1 ) = ε(gAi,jg

−1) = ε(Ai,j) = 1 for all 1 ≤ i < j ≤ n.
So applying ε to (26), we obtain 0 = 2ε(x) + 1 in Z, which yields a contradiction.
(c) If n ̸≡ 2 mod 4, the result is clear by Theorem 1.1. So let us assume that n ≡ 2 mod 4, so
n = 4k+2 for some k ∈ Z. We claim that the covering spaceM2 is non-orientable, thereforeMτZn

is non-
orientable. To see thatM2 is non-orientable, for i = 1, . . . , 2k+1, the transposition (1, 2) is conjugate in
Σ4k+2 to the transposition (i, 2k+1+i), so there exists λi ∈ Σ4k+2 such that λi(1, 2)λ

−1
i = (i, 2k+1+i).

For i = 1, . . . , 2k + 1, let λ̃i ∈ π1(N2) be such that θ2(λ̃i) = λi. Now let w =
(∏2k+1

i=1 λicλ
−1
i

)
a2k+1
1 .

Since c represents a non-orientable loop in N2, 2k + 1 is odd and a1 is orientable, it follows that
w represents a non-orientable loop in N2. One may check that w ∈ Ker (θ2), from which it follows
that M2 is non-orientable, and thus (M2)τZn is also non-orientable. We claim that the homomorphism
(θτZn )Ab : H1((M2)τZn ,Z) −→ Z4k+2 induced by θ2 satisfies (θτZn )Ab(δ) = 0, where δ is the unique
non-trivial torsion element of H1((M2)τZn ). This being the case, it follows from Theorem 1.1 that
the Borsuk-Ulam property does not hold for the quadruple (M2,Zn, τZn ;R2). To prove the claim, if
p : (M2)τZn −→ N2 is the covering map such that p◦pτZn = pτ2 , it suffices to show that δ ∈ Ker ((p#)Ab),
where (p#)Ab : π1((M2)τZn )Ab −→ π1(N2)Ab (or equivalently the homomorphism p∗ : H1((M2)τZn ) −→
H1(N2) on the level of first homology) is the homomorphism induced by p. To see this, observe that
the induced homomorphism p∗ : H2(N2) −→ H2((M2)τZn ) in cohomology with integral coefficients is
trivial since H2(N2) and H

2((M2)τZn ) are isomorphic to Z2, and the homomorphism p∗ is multiplication
by (4k+1)!, which is the cardinality of Σn divided by n. Since n > 2, the homomorphism p∗ is trivial.
Using the universal coefficient formula, it follows that the torsion of H1((M2)τZn ) is sent to zero, and
the result follows from Theorem 1.1.

An immediate consequence of the Proposition 5.1(a) is the following.

Corollary 5.3. Given any finite group G, there exists a quadruple (M,G, τ ;R2) for which the Borsuk-
Ulam property does not hold.

Given a finite group G, it is not true in general that there exists a quadruple (M,G, τ ;R2) satisfying
the Borsuk-Ulam property. Theorem 1.1 provides many examples of this. For example, if G is cyclic of
odd order, the quadruple (M,G, τ ;R2) does not satisfy the Borsuk-Ulam property. It is thus a natural
problem to classify the finite groups G for which there exists a quadruple (M,G, τ ;R2) satisfying the
Borsuk-Ulam property.
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177–190.

[3] E. Fadell, L. Neuwirth, Configuration Spaces, Math. Scand. 10 (1962), 111–118.
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