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In an Anderson localized system, a quantum particle with a nonzero initial velocity returns, on average, to its origin. This recently discovered behavior is known as the quantum boomerang effect. Time reversal invariance was initially thought to be a necessary condition for the existence of this phenomenon. We theoretically analyze the impact of the symmetry breaking on the phenomenon using a one-dimensional system with a spin-orbit coupling and show that the time reversal invariance is not necessary for the boomerang effect to occur. We explain this behavior giving sufficient symmetry conditions for the boomerang effect to occur when time-reversal symmetry is broken.

Introduction— Anderson localization (AL), the inhibition of transport due to the destructive interference of partial waves [1], is one of the most important phenomena in disordered systems. AL was successfully observed in quantum systems [2–6], as well as for acoustic [7] and electromagnetic waves [8, 9]. While several manifestations of AL were discussed over the years, an entirely new phenomenon was recently discovered – the quantum boomerang effect (QBE) [10]: The center of mass (CoM) of a quantum particle launched with a nonzero velocity in a disordered potential returns, on average, to its initial position when AL is present. In stark contrast, a classical particle will end, on average, at a finite distance (one transport mean free path) from its initial position. The phenomenon appears as a smoking gun of AL in quantum systems [2–6], as well as for acoustic [7] and electromagnetic waves [8, 9]. While several manifestations of AL were discussed over the years, an entirely new phenomenon was recently discovered – the quantum boomerang effect (QBE) [10]: The center of mass (CoM) of a quantum particle launched with a nonzero velocity in a disordered potential returns, on average, to its initial position when AL is present. In stark contrast, a classical particle will end, on average, at a finite distance (one transport mean free path) from its initial position. The phenomenon appears as a smoking gun of AL in quantum systems [2–6], as well as for acoustic [7] and electromagnetic waves [8, 9].

Consider a one-dimensional Hamiltonian $H = p^2 / 2m + V(x)$, where $V(x)$ is a disordered potential, e.g. a Gaussian uncorrelated disorder [10]. For a wave packet with some initial velocity $\psi_0(x) = N \exp(-x^2/2\sigma^2 + ik_0x)$, the temporal evolution of the CoM is computed using $\langle x(t) \rangle = \int x \overline{\psi(x,t)}^2 dx$, where $\langle \cdots \rangle$ denotes the average over disorder realizations. The QBE assures that the CoM returns to the origin, $\langle x(t=\infty) \rangle = 0$. Until now, the existence of the QBE has been supported by time reversal invariance (TRI) arguments. In our work, we study the QBE in a system which breaks TRI. We show that the QBE may exist in such a situation. First we show it on a simple example, both numerically and using the perturbative Berezinskii expansion. Later we formulate the sufficient conditions for QBE to occur when TRI is broken.

The model— We consider a one-dimensional single-particle system with spin-orbit (SO) coupling and Zeeman splitting as the minimum ingredient to break TRI and all anti-unitary symmetries. For this purpose, we use the following well-known Hamiltonian [13, 14]:

$$H_0 = \frac{p^2}{2m} + \gamma \hat{p}\sigma_z + \frac{\hbar\delta}{2}\sigma_x + \frac{\hbar\Omega}{2}\sigma_z,$$

where $\sigma_i$ are the standard Pauli matrices. The Hilbert space is spanned by 2-component complex-valued spinors. A specific experimental realization has been presented in [13, 14], using a Raman coupling between two atomic states. $\gamma$ is the strength of the SO coupling, $\Omega$ the Rabi frequency of the Raman coupling and $\delta$ its detuning. Due to translational invariance of $H_0$ the eigenstates can be labeled by wavenumbers $k$. The
spectrum of the Hamiltonian $H_0$ consists of two bands, $E_\pm(k) = \hbar^2k^2/2m \pm \hbar/2\sqrt{(2\gamma k + \delta)^2 + \Omega^2}$, shown in Fig. 1. In the numerical simulations, we assume $\hbar = 1$ and $m = 1$. Every dimensional quantity is expressed through a chosen unit of length $a$, i.e. energies are in units of $\hbar m^{-1}a^{-2}$, times are in units of $\hbar^{-1}ma^2$, disorder strength $\eta$ in units of $\hbar^2m^{-2}a^{-3}$, velocities in units of $\hbar m^{-1}a^{-1}$, wave numbers in units of $a^{-1}$, etc.

To study the QBE, we add to the Hamiltonian a disordered potential, $H = H_0 + V(x)$, similarly to [15]. For the disorder, we choose a Gaussian uncorrelated disorder: $V(x) = 0$, $V(x)V(x') = \eta \delta(x-x')$, where $\eta$ denotes the disorder strength. The disorder is the same for both spin components.

**Condition for QBE**—Can we observe the QBE for our model? In [10], it was proved that time reversal invariance of the Hamiltonian was a sufficient condition for the QBE to exist [16].

For a spin-1/2 particle, the standard anti-unitary time reversal operator is $T = i\sigma_y K$, where $K$ denotes the the time reversal operator for a spinless particle, that is complex conjugation in configuration space [17] such that $x \rightarrow -x, t \rightarrow -t, p \rightarrow -p, K\psi(x) = \psi^*(x)$. If $\gamma \neq 0$, the disordered Hamiltonian $H$ breaks time reversal invariance $THT^{-1} \neq H$. This is however not the end of the story. As discussed in [11, 12], there are cases – such as the kicked rotor – where another anti-unitary symmetry, e.g. the product $TP$ of the conventional time reversal, $T$, with spatial parity, $P$, such that $x \rightarrow -x, t \rightarrow t, p \rightarrow -p$, is sufficient to imply the QBE.

In our model, we have found that, for $\delta = 0$, the Hamiltonian is invariant under the generalized anti-unitary operator $T = i\sigma_y K$. The disorder $V(x)$ breaks all the possible spatial symmetries. As a consequence, when $\delta, \Omega, \gamma$ are all non-zero, any generalized time reversal symmetry is broken, and the Hamiltonian belongs to the unitary symmetry class represented by Gaussian Unitary Ensemble (GUE) (instead of the Gaussian Orthogonal Ensemble (GOE) appropriate for $PT$ or $T$ symmetric case) [17].

As a numerical evidence, the inset in Fig. 1 displays distributions of gap ratio $\tilde{r} = \min(\delta_n/\delta_{n-1}, \delta_{n-1}/\delta_n)$, where $\delta_n$ is the spacing between neighboring energy levels [18, 19]. The figure shows a very good agreement of numerical data with the theoretical prediction for the GUE [19], proving that all anti-unitary symmetries are broken.

Weak disorder couples disorder-free eigenstates with the same energy, but different momenta and spin states. We first study the 2-state scenario, see Fig. 1. There are 2 momenta $k_{\pm}$ and 2 corresponding spinors $|\chi_{\pm}\rangle$ such that $|k_{\pm}\rangle \otimes |\chi_{\pm}\rangle$ are eigenstates of the disorder-free Hamiltonian (1) with the same energy $E_0$. Note that $k_+ \neq -k_-$, that the associated velocities $v_\pm = \frac{1}{\hbar} \frac{dE(k_\pm)}{dk_\pm}$ are not opposite and that the spin states $|\chi_{\pm}\rangle$ are not orthogonal.

For the initial wavepacket, we use either one of the two states $|\Psi_0^\pm\rangle = |\psi_0^+(x)\rangle \otimes |\chi_{\pm}\rangle$, where $\psi_0^\pm(x) = \mathcal{N}\exp(-x^2/2\sigma^2 + ik_{\pm}x)$, $\mathcal{N}$ is a normalization constant. We distinguish results calculated for the two initial states by denoting them $(x_\pm)$. In our simulations, we have used $\sigma = 50$. The states $|\Psi_0^\pm\rangle$ are not exact eigenstates of $H_0$, they are approximations to monochromatic waves. However, based on the results of [10, 20], we can safely assume that, as long as the initial state does not contain too many momentum components and disorder is weak, the results are essentially independent of $\sigma$.

During the temporal evolution, only the two degenerate states are coupled by the weak disorder. The wavepacket can thus be written: $|\psi(t)\rangle = |\psi_+(t)\rangle \otimes |\chi_+\rangle + |\psi_-(t)\rangle \otimes |\chi_-\rangle$, where $\psi_{\pm}(x, t) = \langle x | \psi_{\pm}(t) \rangle$ are the wave functions of the of the components propagating to the right (positive velocity, + sign) and the left (negative velocity, - sign). This allows us to compute the CoM as:

$$\langle x(t) \rangle = \int x \left( |\psi_+(x, t)|^2 + |\psi_-(x, t)|^2 \right) dx .$$

Due to non-orthogonality of the spinors $|\chi\rangle$, there exists also an interference term $\psi_+(x, t)\psi_-(x, t) + c.c.$ This term, however, is quickly oscillating, hence its contribution can be neglected in Eq. (2).

There are in total four possible elastic scattering events: $+ \rightarrow +, + \rightarrow -, - \rightarrow +$ and $- \rightarrow -$. The forward scattering events $+ \rightarrow +, - \rightarrow +$ do not affect the dynamics of the CoM. Hence, in the further analysis, we use only the two scattering events where the direction of motion is changed. The associated scattering mean free times $\tau_+ = \tau_{+\rightarrow -}$ and $\tau_- = \tau_{-\rightarrow +}$ can be computed at weak disorder from the Fermi golden rule or, equivalently,
from the Born approximation [21, 22]:
\[
\frac{1}{\tau_+} = \frac{\eta \kappa}{\hbar^2 |v_+|}, \quad \frac{1}{\tau_-} = \frac{\eta \kappa}{\hbar^2 |v_-|},
\]
(3)
where \( \kappa = |\langle x_+ | x_- \rangle|^2 \) is the spin-state overlap.

Classical solution— The classical problem is governed by coupled Boltzmann equations \( \partial_t f_{\pm} = -v_{\pm} \partial_x f_{\pm} + f_+/\tau_+ \pm f_-/\tau_- \), where \( f_{\pm}(x,t) \) are the population densities. The subscripts \( \pm \) denote the direction of propagation. These Boltzmann equations are easily solved [23]. We obtain:
\[
\langle x_{\pm}(t) \rangle_{\text{class.}} = v_{\pm} \tau \left[ 1 - \exp(-t/\tau) \right],
\]
with \( \tau = \tau_+ \tau_- / (\tau_+ + \tau_-) \), a result very similar to the one obtained in the TRI case [10]. The particles, on average, travel a distance \( |v_{\pm}| \tau \), then stop their evolution.

Quantum numerics— We take a system with \( \gamma = 0.4 \) and \( \delta = \Omega = 0.4 \). The solution is obtained in a box large enough for the wavepacket not to touch the edges, \( L = 10000 \), with a sufficiently small discretization \( \Delta x = 0.2 \). The initial state’s energy is chosen \( E_0 = 0 \), so that \( k_- = -0.6453 \) and \( k_+ = 1.1850 \). This also means that \( \kappa = 0.505 \) and the velocities are \( v_- = -0.5340 \) and \( v_+ = 0.8014 \). We have used disorder strength \( \eta = 0.0049 \), so that \( \tau_- = 323.61 \), \( \tau_+ = 215.66 \), \( \tau = 129.42 \), and the transport mean free path [23] is \( \ell_t = \tau \sqrt{|v_-|v_+} = 84.67 \). For the time propagation, we have used the Chebyshev kernel method [24–27].

The results of the simulations are presented in Fig. 2. Even though TRI is broken, we observe a perfect QBE. Similarly to the TRI case, the CoM returns to the origin after the initial ballistic motion. The figure also includes classical solutions (dashed lines) obtained using Boltzmann equations. For a very short time, the classical solutions agree with quantum simulations. Then Born approximation is sufficient to describe the quantum dynamics. However, from \( t \approx 3\tau \), classical and quantum outcomes split, and the quantum particle returns to the origin.

The data displayed in Fig. 2 constitute a major result of this paper—presence of the full QBE without TRI. All previous studies of the boomerang effect [10–12, 28] insisted on the importance of TRI (in addition to Anderson localization) for the boomerang effect. Here, we can give a negative answer to the question whether TRI is a necessary condition for the QBE existence.

Diagrammatic approach— In addition to a purely numerical solution, Fig. 2 displays theoretical predictions, described below, which perfectly agree with numerics. We use an approach very similar to the one used for the TRI case in [10]: the Berezinskii diagrammatic technique [29]. The main difference with respect to earlier works [29–32] is that there are more different scattering vertices due to the lack of TRI in our case. The results are found as a Taylor series in powers of \( t \) for the CoM positions [23, 33].

Here, for simplicity, we present solutions only for the positive initial velocity state. We obtain:
\[
\langle x_+(t) \rangle = v_+ \tau \left[ \frac{t}{\tau} - \frac{t^2}{2\tau^2} + \frac{t^3}{6\tau^3} - \frac{t^4}{24\tau^4} \right] + O(t^5),
\]
(5)
with \( \Delta = |v_- - v_+| \).

This quantum solution agrees with the classical one up to third order:
\[
\langle x_+(t) \rangle_{\text{class.}} = v_+ \tau \left[ \frac{t}{\tau} - \frac{t^2}{2\tau^2} + \frac{t^3}{6\tau^3} - \frac{t^4}{24\tau^4} \right] + O(t^5),
\]
(6)
similarly to the TRI boomerang [10]. Likewise, we find a finite radius of convergence for the series in Eq. (5), which seems to slightly depend on the value of \( \Delta \).

A significant difference between our solution and the TRI case is that \( \langle x_+(t) \rangle \) is no longer universal. Starting from the fourth order, all terms explicitly depend on \( \Delta \). Of course, the TRI solution is fully recovered when \( \Delta = 1 \).

To describe the center of mass evolution for intermediate times, we use a Padé approximant [34] of the Taylor series. The long-time scaling should be similar to the TRI system, i.e. \( \langle x(t \gg \tau) \rangle \propto t^{-2} \), as also supported by the numerical evidence. While, in the TRI case, there is a more accurate asymptotic expression [10]:
\[
\langle x(t \gg \tau) \rangle \sim \ln(\tau) / (\tau t^2)^2,
\]
the derivation is much more difficult when TRI is broken [33], so we only know for sure the leading \( t^{-2} \) behavior. Thus, we compute the CoM at any time as:
\[
\langle x_+(t) \rangle = \frac{\tau v_+}{t} \left( \frac{\tau}{t} \right)^2 \lim_{n \to \infty} R_n(t),
\]
(7)
where \( R_n(t) \) is a diagonal Padé approximant [34], whose coefficients are calculated from the short-time Taylor series, Eq. (5). To obtain high accuracy of the approximation, we use \( n = 30 \). There is however no visible difference with results obtained for lower \( n \), e.g. \( n = 20 \).

We compare the theoretical results with the numerical data in Fig. 2. The agreement is outstanding. We have performed a slight adjustment of the scattering rates \( 1/\tau_\pm \), given in the weak disorder limit by Eq. (3) [23]. Indeed, higher order terms in the disorder strength \( \eta \) are known to exist [21], but they are small (of the order of 1%) and do not affect the structure of the Berezinskii method. Even without the adjustment, using the fully analytic expression (3), the agreement between the Berezinskii theory and the numerical results is excellent [23]. This shows that the boomerang effect not only survives the breaking of TRI, but also that the time evolution of the CoM can be computed theoretically.

The QBE also exists in the 4-state scenario, when \( H_0 \) has 4 eigenstates with the same energy \( E_0 \), see Fig. 1. As
In an Anderson localized system, the infinite-time CoM position after evolving with Hamiltonian $H$ so that:

$$x^H(t = \infty) = -x^H(t = \infty).$$

For a single disorder realization, $x^H(t = \infty)$ is generically nonzero. However, because $H$ and $\tilde{H}$ belong to the same statistical distribution of disorder with the same weight, after disorder averaging, we obtain

$$\langle x(t = \infty) \rangle = x^H(t = \infty) = -x^H(t = \infty) = 0,$$

implying the full QBE.

The Hamiltonian $H$ has no generalized TRI and is in the GUE symmetry class but still displays a full QBE, as exemplified in the inset of Fig. 1.

Summary. We have demonstrated the presence of the QBE in an exemplary spin-orbit system where all anti-unitary symmetries – especially time reversal invariance – are broken. We can give a sufficient condition for the appearance of the QBE in a general setting. The full QBE, i.e. $\langle x(t = \infty) \rangle = 0$, is present if there exists an unitary or antiunitary transformation $U$ satisfying the following conditions: (i) the position operator is odd under the action of $U$: $U x U^{-1} = -x$, (ii) the disorder-free part of the Hamiltonian is symmetric under this transformation, $U H_0 U^{-1} = H_0$, (iii) the transformed disorder $\tilde{V} = U V U^{-1}$ is a valid disorder realization with the same weight; (iv) and the initial state is symmetric under the transformation, $U |\psi_0\rangle = |\psi_0\rangle$. For our Hamiltonian (1), such transformation is the product of the parity and spinless time reversal operators $U = PT$.

By generalizing the Berezinskii diagrammatic approach to a system without TRI, we have computed the time evolution of the CoM in a quasi-analytic way. The theoretical result is in perfect agreement with the numerical data for the spin-orbit coupled model. Although in our work we have studied a one-dimensional system, similarly to the TRI counterpart of the phenomenon, we believe that the QBE is also present in higher-dimensional unitary systems.

After the original submission of this work, the preprint [35] appeared which had a partial overlap with our finding and generalizes QBE to certain non-Hermitian systems.
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In [12], it was shown that the initial state also has to be time reversal invariant, a condition implicitly met by the initial states considered in [10] and in the present paper.

[16] In [12], it was shown that the initial state also has to be time reversal invariant, a condition implicitly met by the
SUPPLEMENTARY MATERIAL FOR QUANTUM BOOMERANG EFFECT IN SYSTEMS WITHOUT TIME REVERSAL SYMMETRY

Summary

We give below a detailed treatment of the coupled Boltzmann equations governing the classical dynamics, the essential steps for the calculation of the center of mass of the quantum wavepacket, and a component by component comparison of the classical and quantum results.

Classical calculation of the center of mass

In the two-state scenario, the Boltzmann equations for the population densities \( f_\pm(x,t) \) (where the \( \pm \) index refers to atoms propagating with positive or negative velocity) are:

\[
\begin{align*}
\frac{\partial f_+}{\partial t} &= -v_+ \frac{\partial f_+}{\partial x} + \frac{f_+}{\tau_+} - \frac{f_-}{\tau_-}, \\
\frac{\partial f_-}{\partial t} &= -v_- \frac{\partial f_-}{\partial x} + \frac{f_+}{\tau_+} - \frac{f_-}{\tau_-}.
\end{align*}
\]

(S12)

By integrating over the position \( x \), one obtains the populations themselves \( n_\pm(t) = \int f_\pm(x,t) \, dx \) which obey the coupled equations:

\[
\begin{align*}
\frac{dn_+}{dt} &= \frac{n_-}{\tau_-} - \frac{n_+}{\tau_+}, \\
\frac{dn_-}{dt} &= \frac{n_+}{\tau_+} - \frac{n_-}{\tau_-}.
\end{align*}
\]

(S13)

In the following, we consider the case of particles launched with a positive velocity. The case of initial negative velocity can of course be treated in a similar manner. The solution of Eq. (S13) is given by:

\[
\begin{align*}
n_+(t) &= \frac{\tau}{\tau_-} + \frac{\tau}{\tau_+} e^{-t/\tau}, \\
n_-(t) &= \frac{\tau}{\tau_+} \left(1 - e^{-t/\tau}\right)
\end{align*}
\]

(S14)

with:

\[
\tau = \frac{\tau_+ \tau_-}{\tau_++\tau_-}.
\]

(S15)

The average velocity is \( \langle v(t) \rangle = v_+ n_+(t) + v_- n_-(t) = v_+ e^{-t/\tau} \), from which one obtains \( \langle x(t) \rangle \), Eq. (4) of the main text.

For the comparison with the quantum results, it is useful to split the center of mass \( \langle x(t) \rangle \) into the right and left propagating components \( \langle x(t) \rangle_\pm \), which can be computed from the population densities:

\[
\langle x(t) \rangle_\pm = \int f_\pm(x,t) \, x \, dx
\]

(S16)

A simple integration by parts gives the following set of equations:

\[
\begin{align*}
\frac{d\langle x(t) \rangle_+}{dt} &= v_+ n_+(t) - \frac{\langle x(t) \rangle_+}{\tau_+} + \frac{\langle x(t) \rangle_-}{\tau_-}, \\
\frac{d\langle x(t) \rangle_-}{dt} &= v_- n_-(t) + \frac{\langle x(t) \rangle_+}{\tau_+} - \frac{\langle x(t) \rangle_-}{\tau_-}.
\end{align*}
\]

(S17)

whose solution is:

\[
\begin{align*}
\langle x(t) \rangle_+ &= \tau v_+ \left(\frac{-2v_--v_+}{v_+ - v_-} \left(1 - e^{-t/\tau}\right) - \frac{v_+ + v_-}{v_+ - v_-} \left(\frac{t}{\tau}\right) e^{-t/\tau}\right), \\
\langle x(t) \rangle_- &= \tau v_+ \left(\frac{v_+ + v_-}{v_+ - v_-} \left(1 - e^{-t/\tau}\right) - \frac{t}{\tau} e^{-t/\tau}\right).
\end{align*}
\]

(S18)

Note that the sum \( \langle x(t) \rangle_+ + \langle x(t) \rangle_- \) is of course given by Eq. (4) of the Letter.

Using the same set of equations, one can also compute the expectation values of \( \langle x^2(t) \rangle \). It involves the integrals \( \int f_\pm(x,t) x^2 \, dx \) which can again be calculated with a simple integration by part. Not surprisingly, one obtains a diffusive behavior at long time \( d\langle x^2(t) \rangle/dt = 2D \) with a diffusion coefficient given by \( D = \tau \sqrt{|v_+ v_-|} \). This makes it possible to define a transport mean free path \( \ell_t \) such that \( D \tau = \ell_t^2 \) and:

\[
\ell_t = \tau \sqrt{|v_+ v_-|}
\]

(S19)

The four-state scenario can be investigated along the same lines, by splitting the density in four components associated with the four possible velocities. The calculation are straightforward but boring. For simplicity, one can compute only the temporal evolution of the populations. They are governed by four coupled Boltzmann equations – replacing the two coupled equations (S13) of the two-state scenario – conveniently written using the scattering matrix \( S \): \( d\mathbf{n}/dt = S \mathbf{n}(t) \), where \( \mathbf{n}(t) = (n_1(t), n_2(t), n_3(t), n_4(t)) \). Among the four eigenvalues of \( S \), one is zero and corresponds to the conservation of the total population. The three remaining eigenvalues are negative and control the relaxation towards the long-time steady state. The total center of mass is computed as \( \langle x(t) \rangle = \int_0^t \mathbf{n}(t') \cdot \mathbf{v} \, dt' \), where \( \mathbf{v} = (v_1, v_2, v_3, v_4) \) is the vector of population velocities.
Quantum calculation of the center of mass

To compute the center of mass of the quantum wavepacket, we express it using the retarded and advanced Green’s functions, starting from the general formula for the center of mass:

\[
\langle x(t) \rangle = \int dx \, |\psi(x,t)|^2.
\]  

(S20)

Let \(G^{R/A}(x, x', E)\) denote the retarded/advanced Green’s functions at energy \(E\). We can conveniently express the center of mass, Eq. (S20), in the frequency space [21]:

\[
\langle x(\omega) \rangle = \frac{1}{2\pi} \int dx \, dx' \, d\omega \, dE \times G^R(x, x', E)G^A(x', x, E-\omega)\Psi_0(x)\Psi_0^*(x'),
\]  

(S21)

where \(\Psi_0(x)\) is the initial state of the system. The central object of interest in Eq. (S21) is the average product of the Green’s functions, which describes the transport properties of the system. Equation (S21) is general and does not depend on the details of the system, e.g., the TRI breaking or spin.

To compute the product of Green’s functions, we start from the Born series [21],

\[
G^{R/A}(x, x', E) = G_0^{R/A}(x, x', E) + \int dx_1 G_0^{R/A}(x, x_1, E)V(x_1)G_0^{R/A}(x_1, x', E) + \ldots
\]  

(S22)

so that \(G^R(x, x', \epsilon)G^A(x'', x, E-\omega)\) involves only products of free Green’s functions \(G_0^{R/A}(x, x', E)\) and disordered potentials, that is multiply scattered paths.

The average product of the Green’s functions includes all possible multiply scattered paths. In the Born approximation and beyond the standard diagrammatic approach used for weakly disordered systems [21, 22], as it incorporates diagrams which are neither ”ladder” diagrams, nor ”maximally crossed” ones. In our model, we assume that the disordered potential is a Gaussian uncorrelated disorder. Thanks to the Wick theorem, only diagrams with paired scattering events contribute, greatly simplifying calculations. Note however that this pairing does not necessarily involves one retarded and one advanced Green functions – as is the case for the standard diagrammatic approach [21, 22] – but may involve two Green functions of the same kind.

The complete calculation involves many details which will be presented in a separate forthcoming publication [33]. We here briefly describe the important steps.

To sum all diagrams, we analyze their structure. The most important ingredient are so-called scattering vertices, which describe all possible scattering events in the system. The scattering vertices are system dependent, i.e., they depend on the details of the system like the lack of TRI. The final analysis of the diagrams leads us to:

\[
\langle x(t) \rangle_+ = \tau_+ \int \frac{d\omega}{2\pi} e^{-i\omega t} \sum_m (L_m S_m^0 + L_{m+1} S_m^1),
\]

\[
\langle x(t) \rangle_- = -\tau_- \int \frac{d\omega}{2\pi} e^{-i\omega t} \sum_m (L_m S_m^2 + L_{m+1} S_m^3),
\]  

(S23)

where \(S_m^i\) and \(Q_m^i\) obey the system of equations (S24) with \(\nu = \omega(v_+ - v_-)/(\kappa \eta), \quad s = 2 - \frac{2}{\kappa} + iv, \quad \beta_m = (2km^2 + 2m + 1)/(v_+v_-), \quad \ell^* = [v_+v_-]/(\kappa \eta),\) and \(\Lambda_m(s) = -s\Gamma(m+1)\Psi(m+1, 1, 2, -s)\), where \(\Psi(a, b; z)\) is the confluent hypergeometric function of the second kind [36].

At short times, \(S_m^i(\omega)\) and \(Q_m^i(\omega)\) can be found with the help of expansions \(S_m(\omega) = \sum_n s_m n/(i\omega)^n\), and \(Q_m(\omega) = \sum_n q_m n/(i\omega)^n\). The series can be computed to arbitrary order in \(1/\omega\), enabling calculation of \(\langle x(t) \rangle\) as a Taylor expansion in powers of \(t\). In Fig. S4, we present a comparison of the numerical results with classical and quantum (calculated up to the \((t/\tau)^{11}\) order) theoretical solutions. For very short times, the data and both theoretical approaches agree very well. At longer time, around \(t = 1.5\tau\), the classical prediction starts to differ from both the quantum one and the numerical data. Due to the finite radius of convergence of the series, the quantum expansion deviates from the data for longer times, \(t > 2.5\tau\).
Quantum solutions with Padé approximant

From the short time expansion, we can compute the center of mass at any time by using a Padé approximant, as explained in the main text of the Letter. The same technique is used to compute the forward and backward scattered components of the center of mass. It turns out that, in the studied case with $\Delta = |v_-/v_+|$, the total center of mass $\langle x_+ (t) \rangle$ does not differ significantly from the TRI boomerang curve. For stronger TRI violation (smaller $\Delta$), the difference becomes larger, see Fig. S5. This, once again, shows that contrary to the TRI case, the center of mass time dependence $\langle x_\pm (t) \rangle$ is no longer universal.

From previous works on the QBE [10, 11, 28], it is known that the boomerang curves need a very high number of disorder realizations to have small error bars. Moreover, the theoretical calculation is valid only in the weak disorder limit. The net difference between the theoretical and numerical results appears as a difference between the exact mean free time and length (present in the simulations) and their values computed with the Born ap-
The differences are very small, on the order of a few %. The largest ones are observed for the backscattered parts, i.e. \( \langle x+ \rangle - \rangle \) and \( \langle x- \rangle + \rangle \). This is because the backscattering processes are intrinsically of higher order, and higher differences between exact and Born parameters are expected. Figure S6 presents a full comparison of all contributions to the total center of mass for both initial states.

It is clear that even without any adjustment of the time and length scales, that is using all quantities analytically computed with the Born approximation, the agreement between the numerical results and the quantum theoretical solutions is very good.