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ABSTRACT
Recent advances in Representation Learning have discovered a
strong inclination for pre-trained word embeddings to demonstrate
unfair and discriminatory gender stereotypes. These usually come
in the shape of unjustified associations between representations of
group words (e.g., male or female) and attribute words (e.g. driving,
cooking, doctor, nurse, etc.) In this paper, we propose an iterative
and adversarial procedure to reduce gender bias in word vectors.
We aim to remove gender influence from word representations that
should otherwise be free of it, while retaining meaningful gender
information in words that are inherently charged with gender polar-
ity (male or female). We confine these gender signals in a sub-vector
of word embeddings to make them more interpretable. Quantitative
and qualitative experiments confirm that our method successfully
reduces gender bias in pre-trained word embeddings with minimal
semantic offset.

CCS CONCEPTS
• Computing methodologies → Lexical semantics; Learning
latent representations; • Security and privacy → Social aspects
of security and privacy;

KEYWORDS
reducing gender bias, word embeddings, adversarial training

ACM Reference Format:
Yacine Gaci1, Boualem Benatallah2, Fabio Casati3,4, Khalid Benabdeslem1.
2022. Iterative Adversarial Removal of Gender Bias in Pretrained Word
Embeddings. In The 37th ACM/SIGAPP Symposium on Applied Computing
(SAC ’22), April 25–29, 2022, Virtual Event, . ACM, New York, NY, USA,
8 pages. https://doi.org/10.1145/3477314.3507274

1 INTRODUCTION
Word embedding models have met tremendous success in the Rep-
resentation Learning community thanks to their ability to automat-
ically learn effective semantic features for the predictive task at
hand [26, 29]. However, they allow next to no human control into
their learned representations, taking directions exclusively from
the training data. This fogs our attempts at trying to figure out
what is truly encoded in these embeddings, thus the challenge of
understanding how embedding models arrange the semantic pieces
of language remains wide open. Fortunately, recent studies started
to expose undesirable patterns that word embeddings inherit from
textual data [2, 5]. One of these patterns is that embedding models
exhibit significant levels of sexist, racist, unfair and discriminatory
biases [5]. For instance, Bolukbasi et al. [2] found that occupation
words such as doctor, lawyer and programmer are much closer in
the vector space to male than female words, whereas occupations
such as nurse and receptionist display the opposite behavior.

In addition to the representational harm [1] brought forward by
these biased embeddings, the inconvenient effects of stereotyping
seep into the downstream applications in which these word vec-
tors are used. Zhao et al. [39] and Rudinger et al. [32] show that
co-reference resolution systems rely on stereotypical associations
for their predictions. Stanovsky et al. [35] find that machine trans-
lation models are sexist due to the underlying word embeddings.
The effects of gender bias are perpetuated when these biased word
embedding models are used in high-stakes settings such as resume
filtering systems which may discriminate against some candidates
based on gender alone, as reflected in their names; or job recom-
mendation systems which may rank male applicants higher than
their female competitors.

Given the wide adoption of word embeddings and the serious
threat they pose toward fairness across gender, there is an ur-
gent need to debias them before they are applied to downstream
NLP tasks. In this spirit, we propose a method to reduce binary
gender bias1 in word embeddings based on adversarial learning
[11]. We can classify existing debiasing methods as projection-
based [2, 24], encoding-based [14] or adversarial learning-based
[22, 38] approaches. The first class of methods, pioneered by the

1We consider two classes in binary gender: male and female. Althoughwe acknowledge
that this definition does not reflect the wider scope of gender, and recognize that there
are many important ethical design principles and considerations when studying human
beings in NLP [19], in this paper, we follow existing research and limit our study to
binary gender

https://doi.org/10.1145/3477314.3507274
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work of Bolukbasi et al. [2] and later expanded by others (e.g.
[17, 24, 30, 36]) debias word vectors by making them orthogonal to
a pre-constructed gender direction through linear projections. The
main limitation of these methods is that debiasing is linear. Thus,
they might miss hints of gender bias that are manifested in non-
linear representations. We propose a new bias reduction scheme
capable of recognizing non-linear bias forms. Second, encoding-
based approaches [14, 15] employ autoencoders to learn debiased
latent representations, that they use to reconstruct the original
embeddings for the preservation of semantic properties, as per the
autoencoder requirements [33]. This objective introduces a strain
to the debiasing pipeline because in one hand the latent represen-
tations must be free of any gender bias influence. On the other
hand, they must encode enough of it to be able to reconstruct the
original embeddings. We also use an autoencoder in this work,
but we learn two latent representations instead of one. We map
each word vector𝑤 to two sub-vectors𝑤 (𝑔) and𝑤 (𝑎) ; the former
must capture all gender information while the latter must be free
of it. We provide the decoder with both sub-vectors in order to
reconstruct the original embedding𝑤 . Therefore, we can focus on
debiasing 𝑤 (𝑎) without worrying too much about correct recon-
struction since gender information is already confined in𝑤 (𝑔) and
given to the decoder.

Finally, adversarial training approaches have long been used in
the literature to remove sensitive information from neural repre-
sentations [22, 23, 38]. However, research shows that although it
is possible to hide sensitive information (gender in our case) from
an adversary during training, another adversary trained post-hoc
can still recover most, if not all, cues about the protected sensitive
attribute [9]. Elazar and Goldberg [9] argue that adversarial train-
ing alone is not enough for such a task. To overcome this problem,
we propose an iterative method for debiasing word embeddings,
where we train a new adversary in each iteration, and encourage
the embedding model to learn how to fool these adversaries, such
that gender bias information is incrementally distilled from differ-
ent perspectives, a few bits at a time. By the end of this iterative
adversarial procedure, we would learn to map each word vector
into two coherent sub-vectors: 𝑤 (𝑔) which encodes gender, and
𝑤 (𝑎) which is free of it. Debiasing becomes thus straightforward
by setting the𝑤 (𝑔) component of gender-free words to 0, and using
the decoder to go back to the original embedding space. We use
existing lexical dictionaries as external knowledge bases to decide
which words to debias.

To summarize, we make the following contributions:

• We propose a new post-processing method for reducing
binary gender bias in word embeddings. Our method is iter-
ative and reduces bias incrementally in each iteration2.
• We make word vectors more interpretable by confining gen-
der information into a subset of the embedding model’s
dimensions.
• We evaluate our method using a stack of qualitative and
quantitative experiments aiming to assess both stereotypical
and semantic properties of the resulting embeddings.

2We release our code and data at https://github.com/YacineGACI/ADV-Debias

2 RELATEDWORK
2.1 Bias Detection in NLP systems
A lot of research has been directed toward studying the nature of
social stereotypes in word embeddings. Caliskan et al. [5] found
that popular word embedding models such as Glove [29] recover a
wide array of stereotypical associations from the data it has been
trained on. They introduced the Word Embedding Association Test
(WEAT) which is a statistical permutation test for measuring bias
in word vectors given sets of group and attribute terms. They re-
vealed a strong inclination of word vectors to encode prejudice and
biases in their embedded semantics, and paved the path for exten-
sive research to be conducted in the field of stereotype in Natural
Language Processing (NLP). Similar to WEAT test, May et al. [25]
introduced Sentence Embedding Association Test (SEAT) which
generalizes WEAT to sentence embeddings, also using cosine simi-
larity to detect biases. Kurita et al. [18] took another approach for
looking at bias by investigating differences in word likelihoods in
language models. For example, given the masked sentence "[MASK]
is a doctor", if the language model provides different probabilities
for the words he and she to fill in the mask, this means that the
language model exhibits gender bias in the first place. Also on this
lead, StereoSet [27] and Crows-Pairs [28] are two recent bench-
marks to quantify the extent of different types of prejudice (gender,
race, religion, age, sexual orientation...) in language models.

Apart from investigating social biases at representation level
as depicted in the embeddings, other works [7, 21, 32, 34, 35, 39]
probed downstream NLP tasks for their tendency to encode harm-
ful stereotypes. In co-reference resolution systems, Zhao et al. [39]
introduced a new benchmark to test for gender bias, an found that
current co-reference resolution systems are prejudiced in associat-
ing certain occupation words to one gender at the detriment of the
other. Parallel to this work, Rudinger et al. [32] proposed another
benchmark for gender bias, and experimented with three different
types of co-reference resolution systems: rule-based, statistical and
neural, finding them all to behave contrary to a gender-neutral
fashion. Similarly, other works identified bias manifestations in ma-
chine translation systems [35], language inference [7, 8], question
answering [21] and automatic language generation [34].

Independently, Brunet et al. [3] developed a methodology based
on influence functions [6, 16] to address the question of understand-
ing how biases arise during training. Their proposed technique per-
turbs the training data and quantifies the difference of bias in the
resulting embedding model. Interestingly, their approach allows to
trace the origins of bias back to the original training data. In doing
so, one can remove the subsets of data leading to the most dramatic
bursts of bias. However, their method is costly and time-consuming
as it involves retraining the word embedding models from scratch.
In this work, we also aim to reduce gender bias in word embeddings.
The difference is that our method does not assume retraining, but
alters already existing word vectors such that bias is minimized
without too much harm to the general semantics.

2.2 Bias Reduction in Word Embeddings
A major part of NLP research community focused on reducing gen-
der stereotypes. Bolukbasi et al. [2] manually determined the vector
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direction that captures most of gender information in the embed-
ding space by taking the first principal component of difference
vectors relating to gendered pairs (e.g.,

−→
ℎ𝑒 − −−→𝑠ℎ𝑒 , −−−→𝑚𝑎𝑛 − −−−−−−→𝑤𝑜𝑚𝑎𝑛,

−−→
𝑏𝑜𝑦 − −−→𝑔𝑖𝑟𝑙 ...). They proposed two post-processing debiasing strate-
gies: Hard-Debias which projects gender-neutral words onto a sub-
space that is orthogonal to the gender direction, and Soft-Debias
which applies a linear transformation that (1) preserves pairwise
inner products between word vectors, and (2) minimizes the projec-
tion of gender-neutral words on the gender direction. Both Hard-
Debias and Soft-Debias require identifying which words in the vo-
cabulary are neutral with regards to gender and should therefore be
debiased. The authors of [2] train a Support Vector Machine (SVM)
for debiasing decisions. Therefore, if the SVM predicts a word not
to be gender-neutral, it will not get debiased.

In the same spirit, a myriad of other works [14, 17, 24, 36], uti-
lized the notion of gender direction for debiasing pre-trained word
vectors. Manzini et al. [24] generalized the work of [2] to cater for
multiclass bias types such as race, religion or non-binary gender
by identifying bias subspaces rather than bias directions. Wang
et al. [36] argue that discrepancies in word frequency significantly
impact the geometry of word embeddings and can twist the gender
direction. Consequently, they propose to project word embeddings
into an intermediate subspace by subtracting components related
to word frequency before they apply the pipeline described in [2].
Similarly, Ravfogel et al. [30] suggest a data-driven approach to
learn a set of gender directions on which to project word embed-
dings. Instead of relying on gendered word lists, they train a linear
classifier and iteratively project word vectors on the null space of
the classifier’s matrix.

Also relying on linear projections but taking another approach,
Kumar et al. [17] alter the spatial distributions of word embeddings
with attraction and repulsion mechanisms. The intuition behind
repulsion is that words which are clustered together due to stereo-
typical constructs must be disassociated. For example, −−−−→𝑛𝑢𝑟𝑠𝑒 and
−−−−−−−−−−→
𝑟𝑒𝑐𝑒𝑝𝑡𝑖𝑜𝑛𝑖𝑠𝑡 are semantically dissimilar but stereotypically close
to each other because they are both believed to be more feminine
than masculine. Consequently, they have to be repulsed from each
other. Attraction on the other hand, minimizes the loss of seman-
tic information by attracting each word to its new vector. Kaneko
and Bollegala [14] train an autoencoder to learn latent word rep-
resentations that keep gender information for gender-definitional
words (male or female) but remove it from gender-neutral words.
We also use an autoencoder in our work to do the same. However,
we reduce gender bias in a non-linear fashion through training
non-linear adversaries to recognize gender, and then adjusting the
autoencoder to fool these adversaries.

Unlike the aforementioned post-processing approaches, Zhao
et al. [40] proposed Gender-Neutral Global Vectors (GN-GloVe) by
adding a new constraint to GloVe’s objective function such that gen-
der information is confined in a sub-vector. GN-GloVe maximizes
the 𝑙2 distance between gendered sub-vectors while it minimizes
GloVe’s original objective. This method trains word embeddings
from scratch and cannot be used to debias existing embedding mod-
els. We use an equivalent trick to steer gender information into a
subset of the vector dimensions while we encourage the remaining
dimensions to be free of gender influence with multiple adversaries.

3 ITERATIVE ADVERSARIAL DEBIASING OF
WORD EMBEDDINGS

3.1 Overview
In this work, we choose binary gender as the bias type to mitigate.
Although we use GloVe [29] in this paper, our solution neither
assumes knowledge about the learning algorithm of the under-
lying embedding model nor the linguistic resources with which
pretraining has been conducted. Thus, our method can be applied
off-the-shelf on other static embedding models.

Given a pretrained set of d-dimensional word embeddings {𝑤𝑖 } |V |
𝑖=1

over a vocabulary V , our goal is to learn a transformation E:
R𝑑 → R𝑎+𝑔 that projects the original word embeddings into a
latent space where gender information is controlled and word se-
mantics are minimally altered. In this new space, a word vector
𝑤 comprises two parts: 𝑤 (𝑎) ∈ R𝑎 and 𝑤 (𝑔) ∈ R𝑔 such that 𝑤 (𝑔)
monopolizes gender information whereas𝑤 (𝑎) should be devoid of
any hint about gender. In this case, 𝑔 is the number of dimensions
reserved for gender information3.

In this section, we give a high-level description of our approach.
We use an autoencoder with multiple adversaries to train our debi-
asing model. The encoder part E projects an input word vector into
two separate representations 𝑤 (𝑎) and 𝑤 (𝑔) as discussed before.
We remove all gender information from 𝑤 (𝑎) by first training a
non-linear classifier (that we call 𝐶1) to classify the gender of a
word given its𝑤 (𝑎) component. Intuitively, if the classifier is able
to correctly recognize gender, we can assume that gender infor-
mation is still rife within 𝑤 (𝑎) . For this reason, we finetune the
autoencoder in the following step to produce latent representations
for𝑤 (𝑎) such that𝐶1 is unable to correctly predict gender. In other
words, we train the autoencoder in an adversarial way to fool 𝐶1
and prevent it from accessing gender information.

Most previous works based on adversarial training stop at fool-
ing one classifier [9, 23]. However, as discussed in the Introduction,
even though𝐶1 has chance-level accuracy in predicting gender, it is
still possible to train another classifier𝐶2 capable of drawing pretty
good decision boundaries when it comes to predicting gender in
the new space. This limitation owes to the fact that the adversarial
setup discussed so far compels the autoencoder to change its encod-
ings to fool𝐶1 exclusively, but not every gender classifier. It is likely
that gender information is still hiding in𝑤 (𝑎) , only inaccessible to
𝐶1, but potentially easily recoverable by other classifiers. Therefore,
we propose an iterative debiasing method wherein we train sub-
sequent non-linear classifiers 𝐶𝑖 to detect gender from𝑤 (𝑎) , and
then adjust the autoencoder to fool all the classifiers. Thus, step by
step, all gender information is incrementally eliminated from𝑤 (𝑎)

until no classifier can recover it. The iterative adversarial process
of disentangling gender from general semantics is formalized in
Algorithm 1 and illustrated in Figure 1

It should be noted that gender information is not lost entirely.
While𝑤 (𝑎) would be free of it after enough iterations, the autoen-
coder is trained to steer gender signals into𝑤 (𝑔) sub-vectors, such
that the decoder would be able to correctly reconstruct the origi-
nal word. To do that, we first categorize the training vocabulary

3In practice we set 𝑔 = 1 and 𝑑 = 𝑎 + 𝑔
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Algorithm 1: Iterative Adversarial Removal of Gender in
Word Embeddings
Input 1 : (X,Y): a training set of word vectors and their

gender labels
Input 2 :n: number of iterations
Result: An encoder model E
𝐸, 𝐷 ← 𝑝𝑟𝑒𝑡𝑟𝑎𝑖𝑛_𝑎𝑢𝑡𝑜𝑒𝑛𝑐𝑜𝑑𝑒𝑟 (𝑋 );
𝑐𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑒𝑟𝑠 ← [] ;
for 𝑖 ← 1 𝑡𝑜 𝑛 do

𝑋 (𝑎) , 𝑋 (𝑔) ← 𝐸 (𝑋 ) ;
𝐶𝑖 ← 𝑡𝑟𝑎𝑖𝑛_𝑐𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑒𝑟 (𝑋 (𝑎) , 𝑌 ) ;
𝑐𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑒𝑟𝑠 .𝑎𝑝𝑝𝑒𝑛𝑑 (𝐶𝑖 ) ;
𝐸, 𝐷 ← 𝑡𝑟𝑎𝑖𝑛_𝑎𝑢𝑡𝑜𝑒𝑛𝑐𝑜𝑑𝑒𝑟 (𝑋,𝑌, 𝑐𝑙𝑎𝑠𝑠𝑖 𝑓 𝑖𝑒𝑟𝑠) ;

end
Return E ;

Figure 1: Iterative adversarial disentanglement of gender
from general semantics in pretrained word embeddings

into three non-overlapping subsets: male-definition Ω𝑀 , female-
definition Ω𝐹 and gender-neutral Ω𝑁 . The component 𝑤 (𝑔) of
every word embedding should verify the following:

• for𝑤𝑖 ∈ Ω𝑀 ,𝑤
(𝑔)
𝑖
≈ 1

• for𝑤𝑖 ∈ Ω𝐹 ,𝑤 (𝑔)𝑖 ≈ −1
• for𝑤𝑖 ∈ Ω𝑁 ,𝑤 (𝑔)𝑖 ≈ 0

Finally, debiasing becomes straightforward. Given that every
word embedding is disentangled nicely into coherent gender and
semantics sub-vectors, we conduct debiasing by setting 𝑤 (𝑔) of
a supposedly gender-free word embedding to 0, thus eliminating
gender bias completely from such words. Then, we use the decoder
to return to the original embedding space. We do not change𝑤 (𝑔)
of words that are inherently gendered such as beard or pregnant in
order not to lose useful gender information. We remind that our

goal is to remove gender bias from words that should be free of it,
and not eliminate gender from all words.

To select the set of words to be debiased, we extract gender
identity of words from existing lexical knowledge bases. Specifically,
we use dictionaries and follow Kumar et al. [17] gender assumption.
Namely, we define a word 𝑤 to be gender-specific if there exists
a dictionary 𝑑 such that its definition corresponding to 𝑤 (𝑑 [𝑤])
contains a gender-specific reference 𝑠 ∈ Ω𝑀 ∪ Ω𝐹 such as man, he
or mother. We believe that the existence of these references in the
dictionary definition of a word is a telltale sign that the word is
inherently gendered. We only debias words whose definitions lack
such references. In the following, we provide mathematical details
about our debiasing method.

3.2 Formulation
The classifiers are trained using weighted cross entropy loss. How-
ever, the minimization objective of the autoencoder training proce-
dure has three components:

L = _𝑅L𝑅 + _𝐺L𝐺 + _𝐴L𝐴 (1)

Here, _𝑅 , _𝐺 and _𝐴 are non-negative hyperparameters that
determine the relative importance of each component in Equation 1
compared to the others.

In the following, let us denote Ω as the set of word vectors
available at training (Ω = Ω𝑀 ∪ Ω𝐹 ∪ Ω𝑁 ), E is the encoder model
and D the decoder model. For every word 𝑤 in Ω, the encoder E
splits the latent representation in two sub-vectors as mentioned
above.

𝑤 (𝑎) ,𝑤 (𝑔) = 𝐸 (𝑤) (2)
The first component L𝑅 in Equation 1 is the standard recon-

struction loss of autoencoders, which preserves the semantic and
analogical properties of word vectors.

L𝑅 =
∑︁
𝑤∈Ω
| |𝐷 (𝑤 (𝑎) ,𝑤 (𝑔) ) −𝑤 | |22 (3)

This is important since debiasing is likely to alter the new em-
beddings. L𝑅 prevents the autoencoder from changing the latent
structure too much because it forces the decoder to still be able to
reconstruct the orginal embedding given the two sub-vectors of
the latent space.

Debiasing is ensured by the following two terms in Equation 1.
L𝐺 encodes gender information in𝑤 (𝑔) . Masculine words are en-
couraged to store a value of 1 in their gender sub-vectors, while
feminine words that of -1. L𝑁

𝐺
forces gender-neutral words to have

no gender information.

L𝐺 = L𝑀𝐺 + L
𝐹
𝐺 + L

𝑁
𝐺 (4)

L𝑀𝐺 =
∑︁

𝑤∈Ω𝑀

| |𝑤 (𝑔) − 1| |22 (5)

L𝐹𝐺 =
∑︁
𝑤∈Ω𝐹

| |𝑤 (𝑔) + 1| |22 (6)

L𝑁𝐺 =
∑︁
𝑤∈Ω𝑁

| |𝑤 (𝑔) | |22 (7)
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Finally, the last term L𝐴 in the minimization objective protects
𝑤 (𝑎) from any gender influence in an adversarial fashion. We mini-
mize the Kullback–Leibler divergence between the softmax logits
produced by the set of all classifiers that have been trained before
timestep 𝑖 , and a discrete uniform distribution with three values
(male, female and neutral). The rationale is to make the classifiers
clueless about the gender identity of words encoded in𝑤 (𝑎) bymak-
ing them unsure about whether to classify inputs as male, female,
or neutral; hence a uniform distribution of classifiers’ predictions
across these three classes.

L𝐴 = 𝐷𝐾𝐿 (
𝑖∑︁
𝑗=1

𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝐶 𝑗 (𝑤 (𝑎) )) | | 𝑢) (8)

where𝐶 𝑗 is a trained classifier at iteration 𝑗 ( 𝑗 <= 𝑖), 𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (.)
is a function that gives the softmax logits of the classifier’s pre-
diction, and 𝑢 ∼ U(3) is a 3-class uniform distribution. Therefore,
the autoencoder learns a new representation for 𝑤 (𝑎) such that
all gender classifiers trained thus far fail to recognize the gender
identity of words.

4 EXPERIMENTS
4.1 Implementation Details
4.1.1 Training data and models. In our work, both the encoder E,
the decoder D and the adversarial classifiers 𝐶𝑖 are implemented
as feed-forward neural networks with two hidden layers. The acti-
vation functions we used are the hyperbolic tangent (tanh) for the
autoencoder, and Rectified Linear Unit (ReLU) for the classifiers.

We picked the training data from previous work. We use the fem-
inine and masculine words compiled by Zhao et al. [40] comprising
of 223 words each. As for the gender-neutral wordlist, we utilize
that created by Kaneko and Bollegala [14] consisting of 1031 words
manually verified for their gender-neutrality. Finally, we use GloVe
embeddings [29] with 300 dimensions and 322636 unique tokens,
pretrained on 2017 January dump of English Wikipedia.

4.1.2 Training Details. We used Adam optimizer with a learning
rate of 1𝑒−6 for the autoencoder and 1𝑒−5 for the classifiers. To
overcome overfitting, we used dropout with a ratio of 20% neurons
to be deactivated. We conducted the debiasing procedure described
in Algorithm 1 for 30 iterations, and we selected the training coeffi-
cients as follows: _𝑅 = 1, _𝐺 = 0.9, _𝐴 = 0.9 before normalization.
We conducted hyperparameter search manually.

4.2 Baselines
In our experiments, we compare our method against several base-
lines from literature.

4.2.1 GloVe: is a word embedding model pre-trained on 2017 Jan-
uary dump of English Wikipedia. This represents the non-debiased
baseline of word embeddings.

4.2.2 Hard-GloVe: The authors of Hard-Debias [2] evaluated their
method on word2vec [26]. We use their implementation4, and apply
it on GloVe embeddings for meaningful comparisons.
4https://github.com/tolga-b/debiaswe

4.2.3 GP-GloVe: We use the gender-preserving debiased version
of GloVe using an autoencoder, proposed and released5 by [14].

4.2.4 RAN-GloVe. : This method debiased the original GloVe em-
beddings by altering the vector space with Repulsion and Attraction
mechanisms. The authors [17] released their embeddings6, that we
use off-the-shelf.

4.2.5 ADV-GloVe: We apply the proposed debiasing methodology
presented in this paper to reduce gender bias from the original
GloVe embeddings. We call it ADV-GloVe owing to the use of ad-
versarial training.

We purposefully exclude GN-GloVe [40] from this discussion
since it incurs greater costs by retraining word embeddings from
scratch. On the other hand, all baselines presented above have
similar costs to our method (ADV-GloVe) in that they are all based
on finetuning. Therefore, comparisons against these baselines are
meaningful and fair.

4.3 Debiasing Performance
To evaluate the extent of gender bias in word embeddings, we use
the popular dataset SemBias created by Zhao et al. [40]. Each in-
stance in SemBias contains four word pairs: a gender-definition
word pair (Definition; e.g., "gentleman - lady"), a gender-stereotype
word pair (Stereotype; e.g., "doctor - nurse"); the two other pairs
consist of words similar in meaning but irrelevant to gender (None;
e.g., "cat - dog", or "flour - sugar"). SemBias contains 440 instances
which have been constructed by the Cartesian product of 22 gender-
definition word pairs and 20 gender-stereotype word pairs. Among
the gender-definition word pairs, Zhao et al. [40] excluded 2 of
them from their training procedure, and used them to test the gen-
eralization properties of their model. In the same spirit, we use
SemBias-Subset which contains 40 instances associated with the
excluded 2 pairs. In each instance, we look for the word pair whose
relation is most similar to that of he and she. Here, word relations
are defined by vector differences. Specifically,

−→
ℎ𝑒 − −−→𝑠ℎ𝑒 defines a

gender relation since the only difference between he and she is
gender. Ideally, a non-biased embedding model would find that the
vector difference of the gender-definition pair is always the most
similar to (he, she) among the four pairs in each instance, meaning
that the gender-definition pair is the one that encodes gender more
than the other pairs. To measure similarity between (he, she) and
a pair (a, b) from SemBias, we use cosine similarity between the
vectors

−→
ℎ𝑒 − −−→𝑠ℎ𝑒 and −→𝑎 − −→𝑏 utilizing the embedding model under

evaluation. We select the class (Definition, Stereotype or None)
of the pair having the highest cosine similarity with the gender
direction in each instance as the predicted answer. Table 1 reports
the percentages where an instance in SemBias (or SemBias-Subset)
is correctly classified as Definition, Stereotype or None. As men-
tioned above, an ideal embedding model maximizes the accuracy
of Definition while it minimizes that of the other classes.

Table 1 confirms that the original GloVe embeddings are indeed
biased with respect to gender since they have the lowest accuracies
in Definition and highest accuracies in Stereotype and None.
As can be seen, all baselines from the literature manage to reduce
5https://github.com/kanekomasahiro/gp_debias
6https://github.com/TimeTraveller-San/RAN-Debias
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Table 1: Comparison of gender relational analogy on SemBias dataset. ↑ (↓) indicate that higher (lower) values are better.

Embeddings SemBias SemBias-Subset
Definition ↑ Stereotype ↓ None ↓ Definition ↑ Stereotype ↓ None ↓

GloVe 80.22 10.91 8.86 57.5 20.0 22.5
Hard-GloVe 76.36 15.91 7.73 2.5 62.5 35.0
GP-GloVe 84.32 7.95 7.73 65.0 15.0 20.0
RAN-GloVe 92.73 1.14 6.14 97.5 0.0 2.5
ADV-GloVe 95.45 0.91 3.64 100.0 0.0 0.0

Table 2: Spearman correlations between cosine similarity and
human ratings.

Embeddings RG WS MTurk MEN SimLex
GloVe 75.30 61.12 64.87 72.99 34.72

Hard-GloVe 76.35 61.13 65.05 72.82 34.99
GP-GloVe 75.36 59.01 63.91 70.82 33.88
RAN-GloVe 76.22 60.92 64.31 72.81 34.22
ADV-GloVe 75.75 65.68 65.17 73.14 36.73

gender bias in GloVe embeddings7. Interestingly, our method out-
performs the baselines in both versions of SemBias. We believe
that these excellent results are owed to the fact that we remove
non-linear bias (through the use of non-linear adversaries) whereas
most previous works we compare our method against stop at linear
bias removal (due to linear projections on the gender direction).

4.4 Semantic Similarity Test
While debiasing word embeddings, it is important to only remove
information related to inappropriate and biased gender connota-
tions, and preserve the general semantics of the embedding model
in order for it to be usable in downstream NLP tasks. In this ex-
periment, we evaluate how much debiasing alters the semantic
space. Following previous work [2, 14, 17, 40], we define semantic
accuracy as Spearman’s correlation between the cosine similarity
of a pair of words with its human-annotated rating. The higher the
correlation, the better the underlying embedding model is at pre-
serving semantic properties. We conduct this experiment with five
similarity benchmarks: Rubenstein-Goodenough dataset (RG) [31],
Word Similarity 353 dataset (WS) [10], MTurk [12], MEN [4] and
SimLex dataset [13]. It is important to note that in this experiment,
we do not aim to score state-of-the-art semantic accuracies, but we
are interested in quantifying semantic loss after debiasing. Table 2
shows the results.

Compared with others, our method achieves high correlation
with ground-truth similarity, indicating that we introduce minimal
semantic disturbance. Indeed, as with the previous experiment,
ADV-GloVe is the best in most similarity tasks. What’s more, we
note that debiasing improves the semantic offset of the original
GloVe embeddings by a relative margin of up to 7.46%.

7Apart from Hard-GloVe which was originally tested on Word2vec

Table 3: F1 score (%) on the coreference task

Embeddings OntoNotes PRO ANTI Avg |Diff|
GloVe 71.99 74.34 50.15 62.25 24.19

Hard-GloVe 71.90 75.03 52.46 63.75 22.57
GP-GloVe 71.67 75.90 51.06 63.48 24.84
RAN-GloVe 71.56 73.51 53.04 63.28 20.47
ADV-GloVe 71.70 72.82 52.82 62.82 20.0

4.5 Co-reference Resolution Test
We investigate the performance of the newly constructed word vec-
tors in their capacity to assist a co-reference resolution model with-
out skewing it toward biased decisions. In this experiment, we use
the model proposed by Lee et al. [20], which counts among the best
co-reference resolution models in the literature. We train it using
OntoNotes 5.0 dataset [37], and the embedding models presented
in Section 4.2, one at a time. We keep the same hyperparameters
as in the original paper, and train the co-reference model for 70k
steps. To assess the degree of gender stereotype exhibited by the
downstream co-reference system, we utilize WinoBias dataset [39],
which comprises pro-stereotypical (PRO) and anti-stereotypical
(ANTI) subsets. In the PRO subset, gender pronouns (he or she) re-
fer to occupation terms in line with the same pronoun’s gender. On
the other hand, the gender connotations of occupation terms and
pronouns are opposite in the ANTI subset. For example, consider
the sentence: “The physician hired the secretary because [Blank]
was overwhelmed with clients". The blank is replaced by he in PRO
subset because the occupation of physician is stereotyped to be
rather masculine than feminine. Likewise, it is replaced by she in
ANTI subset. In this sentence, the blank refers to the physician
no matter the gender of the pronoun that would replace it. Fol-
lowing the same example, a biased co-reference model might be
enticed to refer the pronoun she (in ANTI subset) to the occupation
secretary rather than physician because of gender bias influence.
Consequently, we would expect a biased co-reference model to have
a considerably harder time to predict correct answers for ANTI
than for PRO. Table 3 reports the F1 scores of the resulting models
trained with the respective word embeddings on OntoNotes test
set, PRO and ANTI subsets. We also report the average F1 score,
and their difference (|𝐷𝑖 𝑓 𝑓 |) between PRO and ANTI since it works
as a direct proxy for quantifying gender bias. A smaller Diff value
indicates less bias.

Results show that our method reduces gender bias when the
resulting embeddings are applied in a co-reference resolution con-
text (4.19% decrease in the difference metric). We also show that
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(a) GloVe (b) GP-GloVe

(c) RAN-GloVe (d) ADV-GloVe

Figure 2: Cosine Similarity between gender-definition, gender-neutral and gender-stereotype words and the gender direction
defined by

−→
ℎ𝑒 −−−→𝑠ℎ𝑒. X-axis: cosine similarities (positive values lean to masculinity while negative values lean toward femininity).

Y-axis: Random values to separate the datapoints in the visualizations.

the usability of the embeddings after debiasing is not hindered as
F1 scores on OntoNotes test set has decreased only slightly from
the undisturbed embeddings. Finally, we want to emphasize that
in spite of this and the previous experiments which demonstrated
that the new embeddings are certainly less biased with regard to
gender, we are still unable to eliminate all unfair gender cues com-
pletely (the |𝐷𝑖 𝑓 𝑓 | scores are still significant8). More effort and
investigation are still called for in this area.

4.6 Visualization of Debiased Word Embeddings
In this experiment, we aim to visualize the effect of debiasing. To do
that, we compute cosine similarity of every word with the gender
direction defined by the vector difference

−→
ℎ𝑒 − −−→𝑠ℎ𝑒 . Intuitively, a

high positive similarity score indicates a strong inclination of the
word under evaluation to lean toward the masculine side, whereas
negative scores suggest feminine interpretations. A cosine similarity
centered around zero implies perpendicularity of the word vector

8These high |𝐷𝑖𝑓 𝑓 | scores can also be due to biased training data, not only biased
word embeddings

in question with the gender direction, hence neutrality of gender.
We collect four sets of words from Kaneko and Bollegala [14]: male-
oriented, female-oriented, gender-neutral and gender-stereotyped
words. The latter comprises words that should be free of gender
influence but have been established as stereotyped because they
pick a side in the gender spectrum (e.g., occupation words which
should be neutral but are substantially associated with one gender
more than the other: doctor → male, nurse → female). We plot
the cosine similarities of these four sets of words with the gender
direction in Figure 2, where the x-axis represents the similarities,
and the y-axis random values to separate the words vertically.

We see that in the original GloVe vectors, the spread of gender-
stereotype words is wider than that of gender-neutral, which means
that gender-stereotype words still encode gender cues. Besides,
male-oriented and female-oriented words are, to some extent, clus-
tered around the middle, indicating a poor representation of gender
in GloVe embeddings. We observe that debiasing baselines also
suffer from these two limitations, apart from RAN-GloVe which
brings the spread of gender-neutral and gender-stereotype words
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to the same width, but still struggles to clearly differentiate be-
tween male-oriented and female-oriented words. In contrast, the
aforementioned issues are solved by ADV-GloVe which reduces
the spread of gender-neutral and gender-stereotype words to the
same width (i.e., removing unfair and illegitimate gender cues).
Also, ADV-GloVe pushes each gendered cluster to its expected
whereabouts in Figure 2: male words share high positive cosine
similarities with the gender direction, and female words take on
negative similarities (i.e., retaining and emphasizing meaningful
gender information in word embeddings).

5 CONCLUSION
Despite recent findings, we showed that adversarial training can
be effective in removing sensitive information from neural repre-
sentations if used in an iterative way. We applied our method in
the context of reducing unfair and illegitimate gender bias from
word embeddings while we retain meaningful gender information
in inherently gendered words, all with minimal semantic offset.
Experimental results demonstrate that our post-processing method
outperforms existing approaches. As future work, we plan to extend
our studies to non-binary gender, and other demographic attributes
such as race, religion or ethnicity. Finally, we caution against trust-
ing debiasing methods for completely mitigating gender bias in
word embeddings. Although the bias under study is certainly re-
duced, chances are it is still lurking in shapes and forms that our
experimental lenses failed to detect.
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