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Levels of representation and levels of analysis for the description of intonation systems.
Daniel Hirst, Albert Di Cristo & Robert Espesser

Abstract

It is argued that a satisfactory global theory of intonation will require four levels of analysis : (i) physical
(acoustic, physiological) (ii) phonetic (iiisurface phonological and (iv) deep phonological. The
theoreticaland cognitive status o&achlevel is discussedand specific proposalsare madefor a model
respecting such an overalichitecture asvell as a condition of interpretability whidgkequiresthat each

level of representation be interpretable in terms of adjacent levels. The level of phepretentation is
conceived of agproviding aninterface between abstracbgnitive representationand their physical
manifestations. This level is alsssumed to provide an interface betweenstraints on production and
perception. Forfundamentalfrequency analgorithm, MOMEL, for the automaticderivation of a
representation as a sequence of target-points is presented. The kw#hadphonologicalrepresentation

is seen as the prosodigjuivalent ofthe International Phonetic Alphabet for phonemic representation. A
symbolic coding system forfundamentafrequencypatterns (INTSINT) isdescribedwhich is currently

being used for the automatic coding of fundamental frequency patterns for continuous texts in a number of
different languages. The level of deep phonological representation is described as thditeyaistitally
significant choices which interaetith a number oflanguage-specific prosodic parametersgemerate
observed intonation patterns.

1. Introduction

The linguistic description of the intonation systems of different languages, like that of any other aspect of
language,can bethought of as arather indirect process of extractidigguistic information from
measurable physical data. As Hasg beenknown, there is no automatitechnique for performinghis
operation. As Chomsky (1964) has pointed out, there is no general 'discovery procedure' we can appeal to.
The development of large corpus-based studies and the introduction of widely available automatic
modelling techniquesdo, however, bring the hope that dkmowledge ofthese systems mamcrease
significantly over the next few years. One of the reasons for this is that as we increase our database we are
able to formulateandtest moreandmore empirical predictions about tliata. The comparison of the
predictionswith the observed data iturn leads us tdormulate moreconstrainechypotheses about the
nature of the phonological representations we hope to bring to light.
At the same time, thelevelopment of studies dealingith inter-speakerand intra-speaker
variability will teach usmoreandmore about the way in whigbrosodicsystemscan varywithin the
same language or dialect. Similarly it can be expected that the availability of comparable datdrderived
descriptions of a number differentlanguages or dialectsill enable us to separateit with more and
more confidence the language-specific from the universal characteristics of pmysidimsandthis will
allow us once more to formulate considerable constraints on the nature of these systems.
It must be emphasised that this continuous dialogue between emgaiaadndinguistic theory
is at each step a process of formulating hypotheses on the basis of adatatdad otesting these on
new dataAll hypothesesnvolved are, naturallypnly provisionaland ardiable to bequestioned at all
times. The higher thdegree ofabstraction of a hypothesibowever, thegreaterthe quantity ofdata
necessary before we call it into question and look for a better hypothesis to replace it. This means that the
fact that different teams ofresearchersvork with different theoretical backgroundgar from being a
handicap, is in fact a guarantee thegearch isot confined towhat mayafterall turn out to be #lind
alley.
In this paper we formulate general picture of an overglhonologicaland phoneticdescription
of intonation and we then make a number of specific proposalmfilementing thedifferentlevels of
representation. Much of this material Heesenpresented elsewhéréut wearegrateful to theeditor for
this opportunity to present an overall synthesis here.

2. Levels of representation and levels of analysis

It is obvious that we need to distinguish at least two levels of represer{tdtibhlart & Collier 1975).
At the mostabstractlinguistic level we want to be able t@presentsomehow theknowledgethat a
speaker needs tacquirewhen he learns a language. At the other extreme, we wardldt®e such a
representation to the physical manifestations of this linguistic knowledge : the corresponding acoustic and
physiological characteristics of utterance#\lthough the distinctionbetween abstractlinguistic
representations and concrete physical representations is fairly uncontrodéfer@int approaches tend to
differ in the relative importance which they attachetch ofthese two levelgcf discussion inLadd &
Cutler 1983).

We cannote that in these twoaseghe term 'representation’ it beingused in strictly the
same way.When werefer to linguistic representations, we assume that ame describing, however
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imperfectly, the way in whiclspeakers othe language themselvespresenthe information in their
mind. With physical representations, we are rather descrithigvay in which we, ascientists,choose
to analyse the data. In order to distinguish these two types of representatianwge the specific terms
cognitive representationand analytical representatianin many cases of representationghich are
intermediate betweetine purely physicadndthe purely cognitive extremes, it is an empirigalestion
whether they should beconsideredcognitive or analytical. Henceforth, when wefer simply to
'representations' without any qualifying term, it can be assumed that we areléldiegately vague as to
which of the two meanings istended. It could barguedthat one of the principal aims of linguistic
investigation is to provide a satisfactory theory of how analytical and cognitive representations are related.
While the existence of an abstract cognitive representation is fairly widely accepted, fiitdee is
Or Nno consensus as to its nature. For many linguists, linguégiiesentationare composite objects and
the pronunciation of arnutterancemakes use of information from a number different linguistic
components : syntax and semantics as well as phonology as in the following diagram :

I%Sgpm"e Semantic Phonological Syntactic
representation representation representation

/

For others(cf in particular Selkirk 1978, 1984, 1986here exists an autonomous level of
phonological representation which encodes all (and only) the information concémaipgonunciation of
an utterance. Schematically :

Physical Utterance
level

Semantic Syntactic
representation representation
Cognitive \ /
tevel Phonological
representation
Physical Utterance
level

This hypothesis places a very strong constraint on the natuiregafstic representationand in
the absence of convincing evidence against it we sbabequenthassume such an organisation.fdit
many linguists would place even stronger constraints and assume an organisation such as the following :

Semantic_
representation

]

Cognitive ;
level Syntactic
representation

v

Phonological
representation

:

Utterance

Physical
level

where the syntactic component (including the lexicon) dassumed to communicatgith both the

phonologicaland the semantic component buthere there is nddirect link betweensemantics and

phonology. Nothing crucial in the rest of thihapterdepends orthe differencebetweenthis framework

(that of theso-called 'Extended Standaftheory' of generative gramm&homsky 1981)andthe one

mentionedpreviously. A lotdepends orthe preciserole which the theory attributes to the semantic
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componentandits relation topragmatic interpretationhere are aaumber of very importanissues at
stakeherebut whichwould obvously take ugar beyondthe scope othis chapter. For discussion see
Hirst (1987, 1993).

It can be seerfrom the abovediagramsthat a phonologicatepresentatiormust fulfill two
purposes : it musprovide both the informatiomecessary fothe pronunciation of antteranceand the
information necessary for its syntactic and semantic interpretation. THegtiprovides usvith a useful
constraint which we shall refer to as the 'Interpretability Condition' and which states :

Interpretability Condition
Representations at all intermediate levels musinterpretable atboth adjacentlevels : themore
abstract and the more concrete

There isnothing in what wehave said sdar which is specific tointonation. In thecase of
lexical items,for example,this framework embodieshe insights of de Saussui®l6concerning the
double nature of the linguistic sign as an arbitrary association besigrgfiant andsignifié. In the case
of prosody and intonation, we can usefully make a similar distint@tweenfunctional representations
which encode the information necessary for the syntactic and semantic interpretatioprobtity of an
utterance and formal representationswhich encode the prosodic information necessary for its
pronunciation. Most systems of transcription for intonation mix functiandformal characteristics and
it is of course an empirical question whether these shoukhtmed inseparate representationsraot.

The fact that different languages make use different prosodicforms for encodingthe sameprosodic
functions seems to us evidence, though, that they showddfdagated the inventories oprosodic forms
and prosodic functions might then both be part of universal linguistic theory whikpdodic mapping
between forms and functions in any given language would be defined by language specific parameters.

An example of such a difference is the distinction between leaiwhhon-lexical use oprosody
in differentlanguages. It has often beeoted that there are no specific acoustic characteristics which
distinguish languages which make use of lexically distinctive stress and tone from other lamghelges
do not. Thus, there is no obvious acoustic cue whichld allow us to distinguiststressedyllables in
languages with 'free' or 'distinctive' stress (English, Russian etc.) from those in languadsed/itbr
'non-distinctive' stress (French, Polish, Finnish etc). Presumably the (surface) phonoépgesentation
of stress is the same in both types of languages.

Similarly, in tonelanguages (Chinese, Yoruba etc), @am assume that at least some of the
melodic characteristics of utterancee lexically determined. Ithas however becometandard in recent
years to formulatgphonological models ofntonation which derive intonation patterns imon-tone
languages from phonological tones, together with appropriate rules specifying hoardlégnedwith
the accentedsyllables. This suggests the fascinatpugsibility that phonologicalepresentations in all
languagegiraw from a universal set oprosodic characteristioghich are either lexically specified or
which are introduced in conformity with language specific paramatets/hich are subsequentlynapped
onto phonetic characteristics.

Onceagain it is an empirical question whether phonetic representation is a distinct level or
whether, as suggested by PierrehumbeB&&kman(1988), we should think of phoneticather as a
dynamic interpretative processapping phonology directlgnto acousticand physiology. Whatever the
theoretical status of phonetic representation, we believe that it is a useful heuristic strategy to postulate a
distinctive level of phonetic representation whicén then bemapped(following the interpretability
condition)onto both physicsand phonology. AsPierrehumbert &Beckmanthemselves put it ‘the
division of laborbetweenthe phonologyandthe phonetics is an empirical question, whiemonly be
decided byconstructing complete models in which the roleboth in describingthe sound structure is
made explicit." ¢p. cit.p 5).

We can note that the term 'phonetic representation' has atlgeassed to cover aumber of
different phenomena which really need to be distinguished. Phonetics is sometimes used as a synonym for
acousticsand physiology. It should beclear that we wish to distinguish these levels of analysis.
Phonetics is also sometimessed as asynonym for 'surface phonology' as in the terms ‘phonetic
transcription' or the 'International Phonetic Alphabet'. For Trubetskoy (1949), the distibetioeen
phonology and phonetics is onédetween discretand continuous phenomena. In this sense then a
'phonetic transcription' would more appropriately be termed a 'surface phonological transcription'.

Between the underlying phonological representation and the physical representation wWeemvish
to postulate two distinct levels : the level afrfacephonologyandthe level of phonetics. The level of
surface phonology is a level of distinctiveliscrete categoriesvith which we can describesurface
phenomena cross-linguistically. The level of phonetics is the level of continuwariple phenomena
from which we have factored out universal constraints on the production and perception of sounds. We can
illustrate these distinctions with the exampledafational characteristics. Duration is ofteferred to as
one of thethree prosodic acoustic parametehg other two beindqundamentafrequency andntensity.
Unlike the other parameters, however, duration is not purely acoustic : it is impdesiblenachine to
produce something like a 'duration curve' in the same way that madanpsoduceintensity curves or
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fundamentalfrequencycurves. Inorder to measure duration weeed to posit boundarieswhich are
associated with phonological categories such as phonemes or syllablesdu8aims is acontinuously
variable relationship between phonological units and physical parameters it fits precisely the definition we
have given of a phonetic characteristic. Studies of the duration of phonological units of a large humber of
languagesmight well lead us tothe conclusion that only some small finite number dofational
distinctionsare everdistinctive on a cross-languadmasis. Thiscould then lead us toset updiscrete
surface phonological categories and we should then hope to be able to predict the observed range of values
from an even more restricted humber of underlying representations.

The description of the prosody of languages can thus be seen as a continuous praefggagpf
representations atifferentlevels together with constraints on these representations. The mdearmwe
about representations at any one of the different levels wedeseebedabove, the more we shahow
about other levels since we project supplementary constraints via the Interpretability Coonition
adjacent levels. The picture we have built up so far can be illustrated as follows :

Prosodic
functions
Underlying
phonological

. Abstract
representation Prosodic form | prosodic

l T parameters

Surface
phonological
representation

l 4

Phonetic
representation

'

Utterance

Prosodic functionsare mappednto underlying prosodidorms in conformity with language
specific abstract prosodic parameters. These undefflgings are mappednto surfaceforms then onto
phonetic representations before being output as physical correlates of utterances.

To summarise, we argue, then, that a satisfactory global theory of intomalliorequire four
levels of analysis : (i) physical (acoustic, physiological) (ii) phonetic giiffacephonological and (iv)
underlyingphonological, the latter comprising bothrepresentation of prosodfanctions and prosodic
forms.

In the rest of thischapter we present specifiroposals for amodel respectinghe overall
architecture we havjist sketched. Anumber of thefeatures ofthe model are yet to bedevelopped in
particular for the representation of durational and intensity characteristics as well as the exact nature of the
alignment between the tonal categories and the segmental categories. This should in no way be taken as
reflecting a lack of interest in these aspdmitratherour current ignorance athe way in whichthese
characteristics can most appropriately be integrated into representions at different levels.

3. Specific proposals.
3.1. Phonetic representation.

The hypothesidehindthe distinctionbetweenphysicaland phonetic levels of representationtfsat all
languages obey the same physical constraints in the produatidrperception of variations in
fundamental frequencyintensity and duration. A phonetic representation, then, is ovieere such
universal constraints have been factored out (cf Di Cristo 1985 p 31).

Phonetic models ofundamentalfrequency patterns have beedeveloppedwhich attempt to
account for physiological aspects of the production of intonation contours, as in the work of Fujisaki and
colleagues (Fujisaki & Nagashima 196jjisaki 1988, 1997)Otherresearchers, in particultinose of
the 'Dutch school' : 't Hart et al. 1990, Terken 1991, Terken & Hermes this volume as well as Rossi et
al 1980, House 1990d'Allessandroand Mertens 1995 etchave concentrated onmodelling more
particularly theperceptual aspects a@ftonation patterns. If our conception of phonetics (aslekiel
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where constraints on perception and production are resolved) is correct, then neither apjpiesshes is
giving the complete picture : both aspects need to be incorporated into a more general model.

A number of different implementations of phonological/phonetic models of intonlaéieabeen
designed to derive an acoustic outpug (arve)from a symbolic inpuifor an overview cHirst 1992).

As in all fields of speechanalysis, however, it is the inverse problem which is really niost
challenging. Given an d-curve, howcan we recover aymbolic representation®ven if weareable to

perform such symbolicodingautomatically, how should wealidatethe output of such programme?

One way would be to require the symbolic representation to be in such a form that itused lasnput

to a synthesis system, the acoustic output of wbahthen bedirectly compared tothe original FO

curve. The coding problem is thus directly related to the synthesis prabktiim the rest of thissection

we shall reserve the term 'model’ for attempts to solve both the coding problem and the synthesis problem

together :
PN

symbolic FO curve

representation

N

It is obvious that an automatic modelling systamuld be highly desirablefor a humber of
reasons. An efficient algorithm would be extremely useful for colledaigfor improving bothspeech
synthesis and automatic speech recognition. Such avmad also ofcourse be extremely valuable for
obtaining empirical evidence for testing phonological models of intonatioiexamining the variability
in prosodic parameters across languages, dialects and individuals.

Despite its obvious interest, untduite recentlythe modelling problemhad receivedless
attention from workers in the field than might have been expected. An early treatnSaheffers (1988)
who described dechnique forobtaining an automatipiece-wise lineampproximation of an FQurve.
More recent approaches approachesGeoffroi (1993), Jensen et al (1993), tBosch(1993), Bagshaw
(1994), Taylor (1994), Morlec et al. (1995), as well as a numer of contributions to Sagisakgdd) al.
1997.

In the rest of this sectiomgfter discussion of some of theackgroundand assumptionsbehind
our work, we present an algorithm which has been developed in our laboratory in Aix-en-Provence.

Common to many proposafer fundamentalfrequency is the idea that microsegmental
characteristics of curves should fagetoredout (Di Cristo & Hirst 1986) so that the resulticgrve is
similar to that found on a sequence of entirely sonorant segments as found in sdikiencdsolly may
marry Larry." An FO curve, then, is modelled as the superposition of two componenigrogrosodic
componentcaused bythe characteristics othe individual phonematicsegments of theitteranceand a
macroprosodic component reflecting the choice of intonation pattern for the utterance.

3.1.1 The microprosodic component

Di Cristo & Hirst (1986)describe arexperiment in which nonsense syllablémbaba"and "vavava"
were pronounced by a single speaker in three different contexts :

@* , C'est un mot.” (__, it's a word.)
(i) “C'est un mot, " (It's a word, )
(i) “C'est un mot, ?" (Is it a word, ?)

The contextaverechosen to ensurthat the nonsensgords were pronouncedith rising, low
flat and high flat pitch patterns respectively. The fundamental frequency@dritre ofthe consonants of
the nonsense words was compared to that of the mean sfifoeindingvowels. Nicolas (1989%arried
out the same experiment with four subjects (two male, fammale),six voicedconsonants (b d g v z j)
two contexts (high, low) and four repetitions. The relationgiepveenthe FO on the consonaahd on
the surrounding vowels wdsund to befairly linear. Although a logarithmic regression fact gave
slightly better predictions than a linear one fopst speakersand most consonants, thdifferences
between linear and logarithmic predictions were very small. We conclude then that the raw fO curve can be
factoredout into amacroprosodiccomponent onto which isuperimposed a (linear or logarithmic)
microprosodic component.
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3.1.2. The macroprosodic component

It follows from the above that theacroprosodicomponent of an F@urvewill be practicallyidentical
to the raw FO curve observed for utterancessisting entirely of vowelandsonorant consonantsince
theseareknown to havethe smallesimicromelodic effect. Observation sfichcurvesshows thatthey
obey two constraints: they are continuous and #reyymooth. More technically, both theurveand its
first derivative are everywhere continuous. The simplest function which obeys both these constraints is a
quadratic spline function which we have used successfully for many years now for very close modelling of
observed fundamentélequencycurvesand wehave arguedelsewhere(Hirst 1980, 1983, 19871992,
Hirst & Espesser 1993) that a function of this type allows usett asequence ofargetpoints as an
appropriatgohoneticrepresentation for FO curves

A spline function of degree corresponds to aontinuoussequence opolynomials ofdegreen,
the derivatives ofwhich, up toandincluding degreen-1, are everywhereontinuous. Cubic splines are
commonly used for interpolating values in a sequence of whichoamtgin valuesre known. Quadratic
splines, by contrast, interpolate monotonicdtgtweenpoints of thecurve atwhich which the first
derivative is zero. They hauhe advantagehat theyare completely locallydeterminedsince any given
stretch of the curve between two target points is entirely determined by those points. This means that any
erroneous targetsill only affectthe immediatelyadjacentsections of the curveQuadraticsplines are
defined by a sequence of tripketsh, k> wheret andh define the time and frequency of the targeint and
wherek defines the spline-"knot", that is the inflection point of the s-shaped transition betwetangeto
points. In the rest of this paper we assumesfomplicity that these transitiorare symmetrical, that is
that the inflection point is always situated halfway between two adjacent targets

Hans 't Hart (1991) has suggested that our attempt to synthesmeavelwith parabolagather
than with straight lines is misguided since subjects cannot hear the difference anyway. This calls for a few
comments.

Trivially, it is of course possible to approximate any complex function tarhitrary precision
by a sequence dftraight lines. At thdimit, one line segmenper pair of FO valuesvill be exactly
equivalent tothe output of aquadraticspline function. This is not ofourse what 't Hathas in mind.
Note howeverthat the straight line interpolation which hempares to parabolas ot simply linear
interpolationbetweentarget-points.Insteadthe interpolation isbetweenhorizontal plateaux so that a
simple rising pattern which we would code with two target points :

200 T
195 T
190 T
185 T
180 &+
175 &
170 T
165 T
160 4
155 4

150 1t

Figure 1 : Coding an FO rise as a quadratic spline function with two target points.

would need to be coded as a sequence of five straight line sections as in :

200 4 5
195
190
185 3
180
175

170
165 1 2

160
155

150 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

)

Figure 2 : Coding an FO rise as a sequence of five straight lines.

The economy of such a representation is not evident.
We arenot entirelyconvinced by 'tHart's argument that straight line synthesis wailays be
just as good as that using quadratic splines. Since quadratic splines give a closer approximedldrOto
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curves than do straight lines, it seems possible uhdércertain circumstances thediferenceswill be
noticeable. Even the fact that subjects are apparently unable to distingt&hstimuli doesnot prove
that their reactions to these stimuli will always be identical under all conditions.

We might conclude that the very fact that an autonaiding algorithm such as that which we
describe below works at all is a good enough reason for using thensadheé forsynthesis since, as we
suggested above, this means that the output of the anfalgdsslirectly into the synthesis. hvould of
course be possible tadaptthe output tofeedinto staight line synthesis system, giving an output like
that of Figure 2 for examplebut then of course the direct comparison between observedd-thodelled
FO would no longer be possible.

Finally, we entirelyagreewith 't Hart's finding that listenersare much more sensitive to
variations in the temporand frequentialvalues of targepoints than theyare tothe nature of the
transitions between targets. We take this, however, far from being a weakmesssgétem, as a strong
argument in favour of using a sequence of target points as a phonetic representation of the FO curve.

3.1.3. MOMEL : an algorithm for automatic modelling of FO curves

The MOMEL algorithm which we present here consists of four stagescériteal part othe algorithm
(stage 2) is an asymmetric version of what we waltlal regressioras definedoelow. This stagevorks

on the assumption that the only effect of thieroprosodic component of fandamentafrequency curve

is to lower the values of the underlyimgmooth continuousnacroprosodicurve. The onlycasewhere
microprosodic effectactually raise the FCQurve are atthe boundary between voicednd unvoiced
segments. Weonsequentlymplement a preliminary stage (stage 1) to make sure that any potential
raising effects have been eliminated. The second stage then appleedahleregression techniquéthin

a moving window, to provide one optimal estimate of a local fundamental frequency target cemtael on
value of the fundamental frequency curve. The next stage of the algorithm (stage 3) selects a partition of
these targetandidatesThe final stage (stage 4gducesthe candidateswithin each segment of the
partition to a single target.

The technique used in this algorithm is one which we call 'modal regression’ since it bfaats in
the same relation to ordinary regression as the estimation of the mode of a distribution bears to that of the
mean. Both theneanand themodeof a distribution are in some sense the values waielthe closest to
all the items of the distribution. In thease ofthe arithmetic meanthis 'closeness' islefined by
calculating the square of the distance from each item of the distribution and selecting a value such that the
sum of these squared distancesnisimal. By contrast, thenodeof a distributioncan bedefined as the
value which is less than a givahresholdA from the largest possible number of items of the
distribution. While a distribution has only one mean, it haye a number different modes,and even
when there is only one mode, its value may vary in function of the value of the thrAshold

Ordinaryregression is basically the same as the calculation of the exeaptthat instead of
comparing the items of a distribution to a single value, the items of a series are compared to the values of
a well-definedfunction (in thecase oflinear regression to a straighihe, in the case ofguadratic
regression to a parabatdc), theparameters ofvhich are selected toninimise the sum of thequared
distancesfrom the individual items. By contrast, wean define modal regressionas selecting the
parameters of a given function such that the values of the furerédess than a givedistanceA from
the largest possible number of items of a series. Note that whiledfiistion tells us what thaim of
modal regressiors, it doesnot provide uswith a procedurefor selecting theparameters tdulfill this
aim. The task idurther complicated byhe fact that, as with thenode of adistribution, theremay be
more than one value for the optin@drameters of a modedgression. One method festimatingthese
parameters is presented below.

In the case of fundamental frequency curves, we have sugtfestedith the exception of some
local effects linked to the onset and offset of voicamglwhich the first stage of the algorithdescribed
below is designed tceliminate, all othemicroprosodic effectsonsist of a lowering of th&nderlying'
macroprosodic curve which we model as a quadratic spline function. We consequently introdut@ethe
asymmetric constraint that the quadratic spline function we widimdds such thatthereareno values
more than a distan@®above the functiorand asfew values as possible more than the salistanceA
below it.

The four stages:

(1) preprocessing of fO

(2) estimation of target-candidates,

(3) partition of candidates,

(4) reduction of candidates
are described in the rest of this section. The typical values given fopaaheter othe algorithmwere
obtained by a process of optimisation which is described in 3.1.4 below.

-7-
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(i) preprocessing of f0

All values more than a given ratio (typically 5%) higher than both iheirediate neighbours
areset to 0. Sincaunvoiced zonesre coded aszero, this preprocessing has essentially thiect of
eliminating one or two values (which are often dubious) at the onset of voicing, i.e. about 10 to 20ms.

(ii) estimation of target-candidates
The following steps are followed iteratively for each insiant

a. Within an analysisvindow of length A (typically 300ms)centred onx, values ofFO0, (including
values for unvoiced zones)e neutralised ifthey are outside of a rangdefined bytwo thresholds
hzmin and hzmaxand aresubsequentlytreated asmissing values. Thehresholdhzmin is a
constant set to 50 Hz and the adaptative thredmoidaxis set to the mean of the top 5% of the
FO values of the sequence multiplied by 1.3.

b. A quadratic regression is applied within the window to all non-neutralised values.

c. All values of FO which are more than a distadcéelow the value of FCestimated bythe regression
are neutralised. (typical value &ffixed at 5%).
Stepsb andc are re-iterated until no new values are neutralised.

d. for each instant a target poinkt,h> is calculated from the regression equation :

§ =a+bx+c¥

wheret = -b/(2c) and h = a +bt + cf?

If tis outside the current analysis window (i.e. if it is less #éf/2) or greatetthan x+(A/2) )
or if his less thamzminor greater thahzmax thent andh are treated as missing values.

Stepsb, candd are repeated for each instantresulting in one estimated target poith> (or
a missing value) for each original value of Fo.

(iii) partitionning of target candidates
The sequence otfarget candidates ispartionned bymeans of anothemoving window of length R
(typically 200 ms) in which the average value of the targets in the first half of the windmmgared to
the average value in the second half. The boundaries of the paatiithren taken as those valuekich
correspond to a local maximum for this distance and which is greater than the avenadlevalue of the
distances.

Specifically dt(x) anddh(x) are calculated athe absolute meadistances betweethe t and h
values of the targets in the first half of thendow and those in thesecondhalf of the window. A
combined distance(x) is then obtained by weighting these distances:

d(x) = dt(x) * wd + dh(x) *wh

wd + wh

where:

d=——t—— andwh = ——=———
e = hean(dtx)) 2" T mean(dn(x)
The boundaries othe partitionare consequentlyset to eachvalue x respecting the following
three conditions :
d(x) > d(x-1)
d(x) > d(x+1)
d(x) > mean(d(x))

(iv) reduction of candidates
Within each segment of the partition, outlying candidéteswhich eitherdt(x) or dh(x) are greatethan
one standarddeviation from thecorresponding meawalues for the segmengre eliminated. Themean
value of the remaining targets in each segment is ¢htenlated ashe final estimate of andh for that
segment.

The following figures illustrate the application of the algorithm tseatence takefrom the
corpus Euroml1-French.

T

TN *‘Hr“'r—-’-ﬂ-*'l'l_'-"_l"r*«l-""- e By e W iy sl gy

Figure 3 : acoustic wave form for the sentence "Il faut que je sois a Grenoble'SamepiiinHmeures.
(I have to be in Grenoble by Saturdayund 3p.m.) taken from the Frenchecordings ofEUROM1.
Vertical lines correspond to word labels time-aligned to the beginning of each word.
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smemil il pRme

Figure 4 : fundamental frequency for the same sentence as in Figure 3, detected using a comb function.

In figure 5, thedifferenttargetcandidate®stimated bythe algorithmare represented by a grey
line joining the centre of the analysisndow (on theabscissae) tdéhe x,y value of the targe¢stimated
for that window.

| |
Figure 5 : Output of the automatic modelling program. Each target point candidate is visualisgtepy a
line connecting theentre ofits analysiswindow onthe x-axis to the targgioint. Thesecandidates are

then partitioned and the final target points selected are represented by the squares.

The squares inFigure 5correspond tathe final estimates of the targedfter partionning the
different candidates. The resulting modelled curve is illustrated in Figure 6 by the continuous smooth line.

B | EarEmlF i MOEEL

Fi Limli i
B : - -

1
S ow Ar

Figure 6 : The target points of Figure 5 are used to generate a quadratic spline function giving a close fit
to the original curve.

While the algorithmdescribedabove is still somewhat less thaperfect, it does seem to
constitute at least a reasonable first approximation to a working phomadiel of fundamentétequency
curves, incorporating both the coding and the synthesis of such curves. Since its developmemntelthe
has beerusedfor the analysis ofundamentalfrequencycurves in a number oflifferent languages
including English, French, Spanish, Italian and Arabic (Hirst et al. 188@)sapparently fairlyrobust.
Preliminary resultsobtainedwithin the MULTEXT project(Véronis etal. 1994, Strangerand Aasa
1996, Campione et al. 1997) show that the modellewniquegives quite satisfactoryresults for
English, French, Spanisiermanand Swedish. Tests with a number of oth&festernand Eastern
European languages are also in progress.

3.1.4. Evaluation of the phonetic representation

Fundamental frequency was detected every 10 ms using a combination of three methods : a comb-function
(Martin 1981, Espesser 1982), AMDIRand autocorrelation. No manual correctiongre made to the
detected FO values.
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The algorithm described above uses 3 independant parameters :
- analysis windowWA]
- distance threshold]
- reduction windowR]

In order to optimise these parameters, a small corpus was csgulis( VNY consisting of two
sentences, containing all the stops and fricatives (and hence diffénent microprosodic configurations)
of French, spoken by ten subjects (5 male, 5 female).

S1: La pipe de Jean s'est cassée en tombant de ta gabardine.
(John's pipe broke when it fell from your raincoat).

S2 : Lafille de Charles Sablon a voulu un petit chien en guise de cadeau.
(Charles Sablon's daughter wanted a little dog as a present).

The following criteria were adopted :

(a) subjective evaluation

The original fundamental frequency curve and the modelled eueve comparedisually. The number of
manifest errors consisting of eitherissing targets ofalse targets was counted. The origiredordings
were comparedinformally) with the sameecordings resynthesisagsing the SOLA/PSOLAtechnique

(Roucos & Wilgus 1985, Hamon, Moulines & Charpentier 198%9rier tocheckthe relevance of the
visual analysis.

(b) objective evaluation
A mean distance was calulated between the oriimmlamentafrequencycurve fiz ) andthe modelled

curve(hzj ) :
n
_1 hzipg
=h zgl hz [

i=1

During the optimisation of the algorithm good correspondancketweenthe two types of
evaluation was observed.

The minimum value for FO was found to be quite robust so that it was possible to §antkee
value for all ten speakeflszmin] = 50

The maximum valué¢hzmax/wasfixed asthe mean of the top 5% of ttepeaker's FO values
multiplied by 1.3

For the other three parameters the following values were found optimal for the corpus :

-[A] : 300 [D] : 5%[R] : 200

The algorithm was subsequently applied with its parameters fixed as above to four other corpora.

- ATOME: one continuous text in French read by 4 speakers (2 male, 2 female).

- EUROM] English, French and German. For each language, 10 speakers (@hch&ldemale)
read either 15English) 10(French) or 20 (Germarpassages from @tal of 40different passagesach
consisting of 5 semantically related sentences (Ehah 1995)

The following table summarises the results of the analysis for the five corpora.

Table 1 : summary of distance measurements as defined above, number gidiatgetetected andbtal
duration for four different corpora.

corpus mean distance number of total
targets duration

VNV 6.22 % 284 49 s

ATOME 6.28 % 654 220 s

EUROM1 6.00 % 6747 2190 s

French
EUROML1 Emlish 5.60 % 8680 2635 s
EUROM1 German 4.66 % 13995 4419 s

The mean distances recorded in Table 1 can be attributed to a number of different causes :
- erroneous detection of FO (resulting in erroneous target points).
- errors of the algorithm itself i.e. targets either missed, added or displaced.
- microprosodic effects.
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Microprosodic effectsaccording topreliminary estimates, probabBccount for no more than
about one fifth of the distances recorded in Table 1 so that there is obwtilstpom for improvement
of the algorithm.

Subjective evaluation of the application of the MOMEL algorithm to the EUROM1 passages for
a number of different languages is currently in progress. Evaluatsesasked taote cases wherghey
could hear aifferencebetweenthe original recordingand the versionsresynthesisedrom the target
points, restricting attention as far as possibldifferences inintonation. The results of this evaluation,
although not amenable to statistical analysis are expected to provide us with an extremely "eataable
database" which can be used for the evaluation of future versions of the algorithm..

3.1.5 Remaining problems of phonetic representation.

As we mentioned above, we present in this section proposals for a phonetic represenfatidenantal
frequencycurves. Thisrepresentation i®bviously far from constituting a complete phonetigodel of
intonation. Even in the domain of fundamental frequency the model as presented above addresoan
important issue: that of the relative scaling of the target pointspaiiticular when comparindatafrom
different speakers. The problem of normalisation of acoudéia isone whichneeds to beaddressed
seriously if we hope to abstract away from speaker-specific variability. Prosodic charactiifistifom
other phonetic properties in that what is important is generally not the absolute value of the property but
its relative value. What is perceived as loud, long or high for one speaker may in fact be lésagoord
high than what is perceived as soft, short or low for another speaker.

Recentresearchinto theinter-speakewariability of prosodic characteristics (€ampbell1992,
this volume,Hermes & Van Gestel991, Terken & Hermeshis volume) hagprovided anumber of
scaling techniques as a means to obspeaker independergpresentations of prosody. Thdsehniques
provide auseful way of factoringout universal constraints oproductionand perceptionand should
consequently provide aseful step in the process of extracting a phonefizesentation fronacoustic
data.

3.2. Surface phonological representation.

The hypothesis behind the distinction between surdacedeephonological representations tisat there
is a level of description at which wmn describeéhe prosody ofdifferentlanguages cross-linguistically
using a restricted inventory of symbols much in the way that the International Phonetic Alphalset is
to describe the vowels and consonants of different languages.

Our examination of intonation patterdgscribedfor twenty different languages (Hirst & Di
Cristo in press) led us to the conclusion ttiere isindeed auseful level of generalisation at which we
can describe intonation patterns across languages on a surface level.

3.2.1. INTSINT : an INternational Transcription System for INTonation.

We proposed, as a first approximation, a transcripsigstem (INTSINT) by means of which pitch
patterns can beodedusing a limited set o&bstract tonasymbols, {T,M,B,H,S,L,U,D}(standing for :
Top, Mid, Bottom, Higher, Same, LowetJpstepped, Downstepped respectively). Eagmbol
characterisesone of the targetpoints of the phoneticrepresentation. Unlike other systems of
representation such as ToBI (Silverman et al., Pierrehumbert this volume), the use of INIDBENTot
require that the inventory of pitch patterns of a given langaigadybeknown beforetranscriptions can
be made. It can thus be used, like the International Phonetic Alphabet, as a tool for gdtteramthe
basis of which phonological descriptions may be elaborated.

The rationale behind the INTSINT system is that the Fo values of pitch targgtsogrammed
in one of two ways : either absolute tones {T, M, B} whichareassumed taefer to the speaker's
overall pitchrange(at least within thecurrentintonation Unit), or agelative tones{H, S, L, U, D}
assumed to refer only to the value of firecedingtargetpoint. Forrelativetones, a distinction isnade
betweennon-iterative {H, S, L} anditerative {U, D} tones, since in a number afescriptions it
appears that iterative raising or lowering uses a smaller FO interval than non-iterative raising or lowering.
The tone S has no iterativuivalentsince it would bempossible tolocate intermediate S tones
temporally in a sequence of sutdnes. For illustrative purposes we propose iconic symbols which can
be used taalign the tonal symbols with therthographic transcription. The following table gives the
orthographic code followed byhe recommendedconic symbols (all of whiclaretaken from thewidely
available fontSymbaj:
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Table 2 : Orthographic and iconic symbols for the INTSINT coding system.

Positive Neutral Negative
ABSOLUTE T 0O M O B O
RELATIVE Non-Iterative H 1 S - L
Iterative U < . D >

With such a coding, an explicit statistiaabdel can benade ofthe FO patterning of a given
corpusand it ispossible todefine empirical criteria fordecidingwhether agiven transcription isbetter
than another by comparing the mean of square deviations of the modelled data fobisethied data. The
adequacy of the symbolic coding can be further tested by regeneratingptzirget(andhence Fo curves)
from the coded representations. Using PSOLA resynthesisdtggiacy othe modelled utterance can be
compared tahat of the originalrecording. The fact that explicit statistical modelsan becompared
empirically suggests of course the possibility that an optimal coding of a gpemthsegmentcould be
derived automatically. We present a first approximation to such an algorithm in the following section :

3.2.2. An automatic coding algorithm for INTSINT.

The following algorithm represents a first approximation to such an optimal coding :
(i) the highest and lowest target values in the utterance are coded respectively T and B.
(ii) the first targetpoint, as well as any which follow a silepause of more tha@50ms, iscoded M
(unless already coded T or B).
(iii) all other target points are coded witblativetones. A target which is less than a githresholdA
Hz from the previous target is coded S. Otherwise it is coded H, L, Uasc@ding toits configuration
with respect to the preceding and following target points as in the following diagram :

@)

/ O\> Q\?/O o/c:/o O\DO\

Target points before a pause (>250 ms), where there is no relellawing targetpoint, are (somewhat
arbitrarily) coded as either S, H or L depending on the previous target.
(iv) the statistical value of each category of target points is ¢hnlated :for absolute tones theean
value is taken, for relative tones a linear regression on the preceding target is calculated.
(v) Any targetpoints originallycoded H or Lcan berecoded as T, U, B or D ithis improves the
statistical model (i.e. the valymedictedfrom therecodedone is closer to thebservedvalue than that
predicted from the original coding).
(vi) steps (iv) and (v) are then repeated until no more points are recoded.

The fact that only H and L targets are allowed to be recoded in step (v) ensures that the algorithm
converges to a (local) optimum.

The samplesentence analysed isection 3.1above coded in this way corresponds to the
following transcription :

Q) Il faut que je sois a Grenoble Samedi vers quinze heures
o o 1 1+ + 000 L1 0

There are, of course, a great number of other possible statistical modelsnegiicto beested.
The simple model we have described above séewever togive quite goodresults for the material to
which it has been applied (i.e. isolated sentemoelshort passages for a numberdifferent languages)
and it is now a question of collecting more empirical evidenaedar toseehow such anodel can best
be improved.
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3.2.3 Preliminary results for surface phonological representations.

The algorithmdescribed in§3.2.2 wasapplied tothe EUROM1 passages footh Englishand French.
The output of the algorithm is two coefficiemandb for each toneandeach reading of passage which
can then be used to model the value of a given target powittPthe linear equation :

@ P=aRi+b

For 'absolute tonesT (M andB) the coefficiena was set to 0 so that the tonsere modelled
as a constant (the mean for the tone). For 'relative’ tbhes [, U, D) the coefficients werelerived by
linear regression on tharecedingvalue. It wasobservedhat in over 75% of thecaseghe coefficienta
was estimated as a constant with a vddesveen Gand £. This suggests that a mocenstrainednodel
might be appropriate since when a Isetween Oand 1the linear equation (2) applied re-iteratively
converges to an asymptotic value

(3) A =b/(1l-a)
so that equation (2) could be replaced by the following :
4) R=A+a(R1-A)
In other words each time a lowering or raising factor is applied, this isgtigalent ofgoing a
fixed ratio of the distance remaining between the previous target and the asymptotic value. The following

table gives the estimated mean or asymptote for male and female speakers split by language :

Table 3 : mean (T,M,B) or asymptote (H, U, S, D, L) valaglsulatedfor male and female speakers
split by language for the EUROM1 passages analysed with the MOMEL and INTSINT algorithms.

sex: M F
language: English French English French
T 205 200 327 377
H 160 191 287 310
U 184 232 195 336
M 162 140 261 261
S 106 78 284 343
D 53 54 143 215
L 93 111 161 206
B 92 98 139 179

Analysis of variance showed, asight be expectedhighly significanteffects for both toneand sex

(p < 0.0001). Significant interactiorsetweentone andsex (p=0.039gndtone andlanguage (p=0.049)

were also observed but the number of speakers (5 per sex per language) was obviously far too small for us
to propose any interpretation of these results. Ignoring these interactions the folfigwisgillustrates

the means or asymptotes of the different tones expressed in ERB units (cf Terken & tHerwasme)

offset to the mean value of all the tones for male speakers and female speakers respectively :

B male

O female

ERB units

T H U M S L D B

Figure 7 : Mean or asymptote values for each tone expressed in ERBftsetsto the overall mean for
male and female speakers respectively.
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Hirst et al. (1991) suggested the possiblity that the same constants migbgdier modelling
both absolute toneandrelative tones.Underthis interpetation, Tand H might shareone targetvalue
while B and L might share another valtieln thecase ofabsolute tones the target is actuakached
whereas inthe case ofrelative tones the target simply approachedThe dataillustrated in Figure 7
seems compatible with this hypothesis. It is also compatible with the observation that the relationship
between the two constants defining the upper and lower target values is close to that of one octave.
Making a number of simplifying assumptions, the whole systenid in fact bereduced to a
small number ofspeakerdependentvariables :minimally a single parameter related to a speaker's
physiological characteristics. It remains, however, to be seen how suaafimalist prosodic model can
be related to the sort of inter and intra speaker variability discussed above (81).

3.2.4. Remaining problems of surface phonological representation.

One obvious weakness of the modelpassentedibove is thdact that it doesnot takeinto account the
way in which 'absolute’' tones T, Ehd B arghemselvescaledthroughout a morextendeddiscourse.
Nicolas (1995), Nicolas & Hirst (199%howedthat for continuous texts in Frenchppreciably better
results were obtained if some scaling of this sort was introduced. In particular arfetotiee beginning
of an intonation unit tended to be significantly higher than average in the first Intonation Wiigher-
level pargaraph (or "paratone") type structures and significantly lower in the last Intonation theiseof
structures. Final B tones were also significantly lower at the end of units of this type.

Since the scaling is assumed to apply across Intonation Units, one possible solution would be to
use the same set of INTSINT symbols to code not onlyindligidual targetpoints, but also theverall
range and register of the Intonation Units somewhat in there@ynmended byhe IPA workinggroup
on suprasegmental transcripti@ruce 1989). Assuming that Intonation Unitse delimited bysquare
bracketsand that symbols within thesquarebracketsdefine target points whereassymbols in round
bracketsdefinethe pitchrange ofthe following Intonation Unit @equencesuch as example (Igbove
could be transcribed :

(5)a. Il faut que je sois a Grenoble Samedi vers quinze heures

@r o 4ot V> oot m

where the intia[[)) indicates that the pitch range of the first intonation unit is set to an initial(hiag)
value,andthe symbol (>)indicatesthat the entire pitcliange ofthe secondintonation Unit isscaled
somewhat lower than the first. Another possibility would be for the pitch range as descrifs) fior be
the default values so that the sentence could be simply transcribed :

(5)b. Il faut que je sois a Grenoble Samedi vers quinze heures
[ O , 1 VDT O Voo [

where by default the pitch range of the first Intonation Unit is set to Top and that of subseunaked
Intonation Units is Dowstepped.

Needless tasay, wehavenot yetdevelopped amlgorithm which will convert a representation
like (4) above into one like (5a) or (5b). Dividing a signal up into Intonation Units is a problem which is
far from trivial and alot of work remains to belone in this area. Introducingglobal parameters on
Intonation Units such as in thabove example makes ftossible toproduce much moreaccurate
modelling of data but at the expense of introducing a number of degraes of freedomwith the result
that it is not a simple matter wevelopheuristics to choosbetweenpossible alternativeodings of a
given surface realisation.

3.3. Underlying phonological representation.

The level of deep phonological representation cathbaght of as the level of linguistically significant
choices which interactvith a number oflanguage-specific abstract prosodic parametergeerate
observed intonation patterns.

We made distinction abovebetweenfunctionalandformal representations of prosodynd we
mentionedthat most transcription systems combaspects of thewo. Thusfor example the 'tonetic
stress' marking system of the 'British School' @futtenden 1986)ises symbols such §s *; /; 7} to
indicate both the fact that a givavord is highlighted,andthe direction ofthe pitch-movemeninitiated
on thestressedyllable of thatword. Similarly the ToBI system (Silverman et al. 1992) makes use of
symbols such as H* L% corresponding to a high tassociatedvith an accent followed by dow tone
associated with a boundary. The symbolantl % encodéunctional aspects of the transcriptiaereas
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the symbols H and L encode formal aspects. One purely functional system of representatmmatidn
is ordinary punctuation: readers are surprisingly consistent in the way in which they imermtetated
texts even though there is absolutely no formal relationséiweenthe punctuation symbolandtheir
corresponding intonation pattetns

It has longbeenknown that intonation has '@ewildering variety" ofdifferent functions (Ladd
1993 p 12.).Ladd mentions "signalling focus, emphasis, phrasing distinctions, lexical distinctions,
speakenattitude,andmany more" (op. cit.). If we restrict our attention to the more striitiguistic
functions of intonation, followindruce (1985) we cardistinguish two major functions : a weighting
function (foregrounding/backgroundingnd agrouping function(coherence/boundargignalling). Work
on prosodic structure theory has suggested that a fruitful way of thinking of prominent syllables is as the
head of gprosodicconstituent (Selkirk 1978, 1984, 1986). Halle\M&rgnaud(1987) suggest that both
prominenceand grouping can bereduced to asingle relationship of 'governmentdlefined as the
conjunction of two 'conjugate' structures : thee representation dfeads(prominence)and the pure
representation of domains (grouping) - either can be recovered from the other provided that we specify by a
language-specific abstract parameter the left-headed or right-headed nature of metrical constitiénts (p16)

Representations of this sort entail thprediction that in addition to the distinction
accented/unaccented, there can be different positions of the constituent boundary, depending on whether the
head istaken to be at the beginning or tbad of the prosodicconstituent. An example of such a
distinction can bemadebetween accergroups in EnglishandFrench. A number of factare consistent
with the idea that accent-groups in French are "right-headed" - that is they culminaizéntaedsyllable
ratherthan starting with one as in Englisindpresumably many otheBermanic languages (Wenk &
Wiolland 1982; Fant et al. 1991)

Assuming that this is aappropriate distinctiorbetweenEnglish and French at leaswould
mean that phrases like :

(6)a. acupoftea
(6)b.  un verre de vin (a glass of wine)

which presumably have the same syntactic structure in English and French, would be stdiftdteatly
at the prosodic level as in the following:

(Na
%\
[a][ "cup of |[ tea
)b.

lun 'verre| de 'vin |

Holmes (1996) in a contrastive study of English and French monolagnsesved asignificant difference

in the distribution of pauses in the two languages : English speakers may regularly insert pauses within a
syntactic phrase whereas French speakers very rarely do so. When French speakers do pause after an article
or a preoposition, they typicallyepeatthe article or preposition when they resume speaking so that
whereas an English speaker might produce say something like:

(8a. a..cupof...tea
a French speaker is more likely to say:
(8)b. un...unverrre de... de vin.

In terms of prosodic structure these observations can be re-interpreted as saying that tepdakers
more to pause between accent groups rather than within them.

The left/right headed nature of the stress-group is then an example of the sort of piostoalit
parameter which we assume underlies the variability observed diffesmtintonation systems. In the
remainder of this section we present a sketch of the way in which we accothrg ddferences between
the basic intonation systems of English and Fr&n&8ince this sketch draws @haracteristics of French
which are not necessarily widely known we introdtlis comparison by arief account of French non-
emphatic accentuation.

French is traditionally described as having systematia-final accentuation (Halle &ergnaud
1989). Recent studies have shown, however, that the actual accentuation of utterances in spoken French is
considerably more complex than this (Hirst & Di Cristo 1984, Pasdeloup 1990, Di Cristo & Hirst 1997).
In particular, pitch prominence is often given to the initial syllable of a word as well assteadof, to
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the final syllable. This initial prominence, which in the past has dfesn taken fosome type of
emphatic stress, ifact occurs quitesystematically in thespeech ofmany speakers of modern French
without conferringany particular emphatic connotation to therd. Othermore conservativetyles of
French do not give prominence to the initial syllables of words.

There have been maumber of attempts t@ccount forthe "probabilistic" nature ofrench
accentuation (F6nag¥980). A fairly satisfactory first appoximatiazan be obtained byhe following
rules which can be assumed to apply from left to right :

(i) divide the utterance into intonation units
(i) assign an accent to the final syllable of the intonation unit.
(i) assign an accent to (the initial and) final syllable of each accentable word

where the bracketegart of (iii) only applies in the lessonservativestyles mentioned aboveRule (iii)
obviously considerably overgeneratescents. A furtheprinciple, similar to the well known "stress
clash" rule in Englishand many other languagdamits the number of syllables whictare actually
accented by stating :

(iv) Do not assign an accent to a syllable if a 'nearby" syllable within the same Intonation Unit is
already accented.

The term 'nearby’ is deliberately vague and can be made more specific in a number ebeays,
of which wouldresult in adifferentset ofaccentpatterns. To simplify the discussion we shadsume
here that 'nearby’ is interpreted as 'adjacent’ which results in a dhetatceptableset ofaccentpatterns.

It should however be remembered that 'nearbght equallywell be interpreted adess than x syllables
away' or even as 'less than x milliseconds away' where x has some integer value.

To take a few examples :

(9)a. Elle parle. (she speaks)

(9)b.  Elle parlait. (she was speaking)

(9)c. Elle parlait francais. (she was speaking French)

(9)d.  Elle savait trés bien parler le francais. (she could speak French very well)

(9)e. Elle ne savait pas trés bien parler le francais. (she couldn't speak French very well).

The words 'pas' 'trés' and 'bien’ are all accentable in French desdiet that theyarefunction
words. The rules given above generate the following patterns :

(10)a. Elle 'parle.

(10)b. Elle par'lait.

(10)c. Elle 'parlait fran'cais.

(10)d. Elle 'savait 'trés bien 'parler le fran'cais.

(10)e. Elle ne 'savait 'pas trés 'bien par'ler le fran'cais.

The fact that (ii) is ordered before (iii) ensures that the final syllab&adifintonation Unitwill
retain its accent. There is in faodependent evidendbat theaccent assigned tihe final syllable of an
Intonation Unit does not follow the same rules as the word-irgtidword-final accent found elsewhere.
Clitic syllables like "le", "en", "vous" are normally unaccentable as can be seen in (11a, 11b):
(1Da. Je le tra'duis. (I translate it)

(11)b. Vous vous en a'llez. (you are going away)

When these syllables occur in final position, however, #reyassigned prominence as (b2a-
12c).

(12)a. 'Traduis-'le! (translate it!)
(12)b. 'Allez-vous 'en! (Go away!)
(12)c. 'Ou allez-'vous?. (Where are you going?)

We have accounted for unemphatic intonation patterrisniglish and French (Hirst1983, Hirst
& Di Cristo 1984) by assuming that High and Low tones are attached directly sxdbetgroup (which
for this reason we have preferred to call the Tonal Unit) as well as to the bigbeintonation Unit in
accordance with a tonal template with the following form:
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(13)a. French:Tonal Unit  Intonation Unit
/\

L H [H)
L WL

(13)b. English : Tonal Unit  Intonation Unit
/\

H L [H\
- (|

This results in aon-linear prosodic structunghich is submitted to linearisation constraints,
projecting the tonal segments onto a single tonal tier.

A rule of downstepping also appliesderslightly different conditions in Englishand French.
This rule, which can be roughly formulated as follows :

HLH
(14) Downstep: HIN
0D

converts a sequence HLH intosaquence H D (where Eepresents aownstepped (loweredjigh tone?,
The ruleappears to be style/dialedépendent irEnglish: systematiclownstepping is said to bmore
frequent in Standard BritisBnglish (RP) than in eitheBcottish English oAmericanEnglish (Hirst in
press). In French, the downstepping rule seems dependent on the syntactic mode of the sentence, applying
systematically in both yes/no-questicared wh-questiongut only to the final tonal unit irassertions
(Hirst & Di Cristo 1984, Di Cristo in press).

The choice of the final tone in the Intonation Unit seemdejpend orpragmaticand semantic
constraints in both English and French. In English and French a high final tone (final fise)doth
in continuatives and in questions and is genettadligd to bemore common in Yes/No questions than in
WH-questions in both languages.

Applied to sentence (9d) above, assuming the stress-pattern assigned imr{d@dyuming that
a terminal falling pitch is chosen, templatéis3a) will generatethe following non-linearprosodic
structure (where the symbolstands for 'syllable’) :

IV
(15)

L TU TU TU TU 3
R T S A\ S
LogHchHngHL -

elle sa- -vait trés bien par- o g 0o Q

-ler le fran- -cais

whereas the English equivalent :

(16) She could 'speak 'English 'very ‘well.

would be assigned the structure :

U
17)
she could | g T H{G‘\L H/O'O'\L H ol
speak En- -glish ve- -y well
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After application of Downstepndother rules ofsurfacephonological interpretation thesen-
linear structures will be converted to the bi-linear sequence :

{ elle sa- -vait trés bien par- -ler le francais
(18)a. MT LH LH DB

she could speak English  very ell
(18)b. M T D D DB

We have argued elsewhere (Hirst 1994; Hirst and Di Cristo in presefirasentations such as
thesecan subsequently beonvertedinto phoneticreresentations which in tucan be used t@enerate
synthetic fundamentalfrequencycurves. Representations of this typave beenused intwo recent
applications to speech synthesis for French, mased on a&tochastic model (Véronis at. 1997) and
anotherbased on anetrical model of Frenchhythm andintonation (Di Cristo et al. 1997) witkery
encouraging results.

4. Conclusion

The automatic generation of large quantities of symbolic data will wittioubt make it possible in the
next decade todevelop a famore complete description of tipeosody ofdifferent languages than is at
present feasible. It remains to be seen Hamthe description of other languagesawing both on
existing work and on our own future invesigatiooan beaccomodatedvithin a modelsuch as wéave
outlined in this chapter. It appears to us quite probatiiat a number ofcharacteristics of the
phonological models which are current today, (including our own), willstentd up to empiricakesting

by such large quantities aofata. It isalso quite possible that a number characteristics ofhe different
modules which we have outlined above will need to be improved in order to account dbséineed data.

It is, however, our view that a model of intonation such as that which we have sketched above, specifying
explictly different levels of representation, will continue to be an extremely interesting tool for comparing
the prosodic systems of different languages.

CNRS ESA 6057, Laboratoire Parole et Langage

Institut de Phonétique, Université de Provence

13621 Aix en Provence, France

{Daniel.Hirst; Albert.DiCristo; Robert.Espesser}@Ipl.univ-aix.fr

Notes

YIn particular, our thanks for many helpful comments and remarks to participants at a numniiffereof
meetings incuding thést International ESCA conference orspeechsynthesis in AutrangSeptember
1990) the semi-plenary session on prosodic models at ICPhS Xll in ABraeence(August 1991), the
Prosody Seminar at La-Baume-les-Aix (May 1992), the ESCA Workshop on Prosody iSaptedmber
1993), the National Language Instititad InternationalSymposiumin Tokyo (June 1994), thAAAI-

94 Workshop on the Integration of Speectd Natural Languagérocessing in Seattle (August 1994),
the International Symposium on Prosody in Yokohama (September 1994), the IEEE/ESCA meeting on
speech synthesis at New York (September 1994), the COST 233 meetiagsenne (Novembe994),
the Japic First Research Meeting at the National Language Institute in {eddyaary1995), the HCM
Workshop on Dialogand Discourse Prosody istuttgart(February1995) andthe 21stJournéesi'Etude
sur la Parole in Avignon (June 1996), where different parts of this study were presented.

*These "target points" are essentially the "turning poidestribed byGarding1977, 1983 exceptthat,
unlike turning points,target points do notnecessarilyimply a change of directiondownstepped and
upstepped targets can thus be generated directly as described below.

% Experimental evidence (Cavé, Hirst & Rossi 1986) suggests that the exact localisationirdfetttion
point is not crucial for the quality of synthesised speech. In natural speech a certain assymmetgt is in
observed with the inflection point being closer to the higher of the two targets.

4 The "Rise/Fall/Connection" model described by Taylor (1994) is in fact formally identicajuadeatic
spline functionexceptthat it also allows the possibility dinear transitions as well asurvi-linear
transitions between target points with different FO values. We have seen no coneiidergethat this
option isever in fact necessariote thatcurvi-linear transitionsbetween successive targetith the
same FO value will be identical to linear transitions so that no special optioffidst imeeded togenerate
these with a quadratic spline function.

® The closest approximation to quadraticspline function is given by using horizontplateaux of
approximately 1/3 of the duration between two target points.
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Levas a representabn ard andysstor intonaton.

® A similar result has now been obtained for the German recordings of Eurom1.

"Whena is greater than 1 the re-iterated function diverges; when it is less than 0 it oscillates.

8The case of Dand U issomewhatifferent. Phonological arguments (ClementsRrd 1979) suggest
that D is equivalent to a sequence LH from which it generally seems to be derived diachronically. If this is
taken literally, we shouléxpectthe U and Dtargets to be closer to tmaiddle ofthe ptichrange than
those for T or Hand B or Lrespectively. Thalata analysetiere isnot consistent withregard tothis
prediction, perhaps due to the fairly small number of examples of these tones.

° One attempt to provide a system of notation for English intondtased orpurely formal criteria was
that of Hirst (1977) wh@roposed a representatiorsgistembased onfive abstractfeatures :[tstress;
centre; temphasis; tboundary +terminall.

12 More recently, Halle &dsardi(1996) haveclaimedthat grouping is irfact linguistically morebasic
than prominence which should hmnsidered "aby-product ofthe grouping of the elementimto
constituents." (p 439)

! Studies of durational effects, in particular Reis (1995) for Brazilian Portuguegzsheraig1996) for
Spanish, suggest at least the possibility that the left/tightiedness ohccentgroups might be a
parameter which distinguishes Germanic languages from Romance languages in general (Hirst et al 1993;
Hirst & Di Cristo in press).

12 More detailed accounts of theintonation systems of the two languagsihin the samebasic
framework are to be found in Di Cristo (in press) and Hirst (in press).

3 1n line with recent tendancies iphonology thisdownstep "rule'could be reformulated asminciple
stating thatundercertain conditions an underlying tone is delinked from the Tonal Unit, i.e. it no
longer operates as a targett still has theeffect of lowering the following H tone which is
consequentlyinterpreted as a surface D tone.
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