
BETWEEN HISTORY AND NATURAL LANGUAGE
PROCESSING : STUDY, ENRICHMENT AND ONLINE
PUBLICATION OF FRENCH PARLIAMENTARY DEBATES
OF THE EARLY THIRD REPUBLIC (1881–1899)
The AGODA project

Marie Puren, Aurélien Pellet, Nicolas Bourgeois, Pierre Vernus, Fanny Lebreton
20 June 2022

ParlaCLARIN III at LREC2022 - Workshop on Creating, Enriching and Using Parliamentary Corpora,
Marseille



THE AGODA PROJECT

∙ AGODA : Analyse sémantique et Graphes relationnels pour
l’Ouverture et l’étude des Débats à l’Assemblée nationale

∙ Funded by the Bibliothèque nationale de France for a period of
one year

∙ One of the 5 pilot projects supported by the DataLab
∙ Collaboration between Epitech (MNSHS), Inria (ALMAnaCH) and
the University Lumière Lyon 2 (LARHRA)
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https://www.bnf.fr/fr/les-projets-de-recherche#bnf-agoda


PARLIAMENTARY DEBATES DURING THE THIRD REPUBLIC

Figure – Parliamentary sitting
- 14 Nov. 1889

∙ Debates in the lower house of
French Parliament (“Chambre des
députés”) carefully recorded in the
Journal officiel de la République
française. Débats parlementaires
(1881-1940)

∙ Available online on the digital
library of the National Library of
France (Gallica)

∙ Still difficult to work on this corpus :
better if you already know what
you’re looking for !
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https://gallica.bnf.fr/accueil/fr/content/accueil-fr?mode=desktop


A PROOF OF CONCEPT

Working on a sub-part of the corpus : legislature 1889-1893, i.e. 10418
images to be processed

∙ Give easier access to ancient transcriptions of parliamentary
debates

∙ Facilitate research in this corpus
∙ Offer new ways of visualizing the documents
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WORKFLOW

Figure – Workflow
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OCERISE THE DEBATES



THE CASE OF PARLIAMENTARY DEBATES

∙ Retrieval of ocerised texts via Gallica’s API Document => uneven
quality of the OCR

∙ Errors due to :
∙ Document quality : stains and overprinting
∙ Curvature of the page at the level of the binding

Figure – Quality assessment of the OCR provided by Gallica
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https://api.bnf.fr/fr/api-document-de-gallica#/


EFFECT OF CURVATURE ON OCR RESULTS

Figure – 14
May 1890
(p.786)

Figure – OCR result (Gallica)

We took decision to re-ocerise the corpus.
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CONSEQUENCES ON THE PROCESSING AND PUBLISHING CHAIN

1. Incorrect segmentation
2. Poor OCR performance
3. Very curved and even cut text : not very readable by a human

being, even less readable by a machine
4. Automatic annotation in XML-TEI more difficult because linked

to segmentation
5. Text too faulty to publish online
6. Negative influence of OCR errors on the performance of NLP

analyses (NER, topic modeling, word embedding) (cf. Assessing
the Impact of OCR Quality on Downstream NLP Tasks)
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https://www.turing.ac.uk/research/publications/assessing-impact-ocr-quality-downstream-nlp-tasks
https://www.turing.ac.uk/research/publications/assessing-impact-ocr-quality-downstream-nlp-tasks


WHAT SOLUTIONS?

∙ Dewarping solution : unsatisfactory as it can bend the flat parts
and even cut the image

∙ Consider developing a solution that removes the curvature only
for the parts of the image concerned (column at the binding edge)

∙ Use a language model : when the text is not human readable
and therefore not machine readable, use a language model to
predict the missing word(s)

∙ Language model for French : trained on (too much?) contemporary
French - perhaps need to re-train on late 19th century French

∙ Words cut because of the curvature + words ocerised but
appearing in disorder (consequence of the bad segmentation
due to the curvature of the page) : use an AI to restore the text,
as Ithaca of Deep Mind does (cf. Restoring and attributing
ancient texts using deep neural networks)
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https://www.nature.com/articles/s41586-022-04448-z
https://www.nature.com/articles/s41586-022-04448-z


IMAGE CLEANING TOOL DEVELOPED BY ANR SODUCO

(a) Original image (b) Cleaned image

Figure – Demonstration of the SODUCO tool on a page 10



OCR TOOL DEVELOPED BY SODUCO

Tool based on the OCR engine PERO OCR : very efficient on historical
texts

Developed within the framework of the ANR SODUCO

Figure – OCR tool developed by SODUCO 11

https://pero-ocr.fit.vutbr.cz/
https://anr.fr/Projet-ANR-18-CE38-0013


OCR AND NER

(a) OCR (b) NER

Figure – OCR and NER zones
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OUTPUT IN JSON

Figure – Output in JSON (extract)
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POST-CORRECTION

∙ Post-correction dictionary
∙ Use of regular expressions : manage multiple spaces, line
breaks, “-”

∙ Endogenous corrections
∙ CamemBERT language model to correct faulty words (see above)
∙ Automatic translation? “Translate” wrong words into the correct
form

14



THE PRINCIPLES OF THE ENCODING IN XML-TEI



ENCODING IN XML-TEI

Encoding is designed according to 4 principles :

∙ The different uses of texts
∙ The particularities of the source
∙ Similar projects : ParlaClarin and ParlaMint
∙ The automatic tagging process

For more information on this aspect :
https ://github.com/mpuren/agoda/tree/ODD
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https://github.com/clarin-eric/parla-clarin
https://www.clarin.eu/parlamint
https://github.com/mpuren/agoda/tree/ODD


GENERAL STRUCTURE OF TEI FILES

(a) General structure of a corpus file

(b) General structure of a component
file

Figure – Encodings - General structure of corpus and component files
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EXPERIMENTING WITH DIFFERENT SOLUTIONS

(a) Encoding model 1 : semantics and layout

(b) Encoding model 2 : semantics only

Figure – Parliamentary session of 26 November 1889 (extract)
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APPLYING ENCODING

19



PUBLISH AN EDITORIALIZED CORPUS

∙ Using TEI Publisher : a tool for publishing corpora in TEI
∙ Based on Web Components technology : allows the
development of new functionalities

∙ Develop new modes of visualisation : for example, explore
debates according to the subjects they evoke, and not only by
key words
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https://teipublisher.com/index.html


TOPIC MODELING AND WORD EMBEDDING



EXPLORING DEBATES WITH TOPIC MODELING

(a) 3 topics among 40 :
working class (8), army (11)
and infrastructures (15)

(b) Topic’s evolution over time

Figure – Topic modeling with LDA
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WORD EMBEDDING : WORD2VEC AND TOP2VEC

(a) Word vectors projected with t-SNE
(word2vec : CBOW,W=5)

(b) 3 clusters among the 113
topics found by top2vec :
storm (55), divorce (68) and
poste (70)

Figure – Results of word2vec and top2vec
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THANK YOU FOR YOUR ATTENTION !

Nicolas Bourgeois : nicolas.bourgeois@epitech.eu
Fanny Lebreton : fanny.lebreton@chartes.psl.eu

Aurélien Pellet : aurelien.pellet@epitech.eu
Marie Puren : marie.puren@epitech.eu

Pierre Vernus : pierre.vernus@msh-lse.fr

Github repository : https ://github.com/mpuren/agoda
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