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Abstract

The increasingly low prices of virtual reality devices as well as omnidirectional cameras are stimulating the development of serious game applications using interactive 360° videos for the entertainment and training industries. While 360° video production is getting easier and faster, on the other hand, developing interactive content for scenarios of serious games remains time-consuming and manual, and requires a lot of programming knowledge. The lack of an interaction design standard based on a defined architecture can create misunderstandings between game designers and game developers, also making the development process costly and resource-intensive.

As a case study, we present a new design approach dedicated to serious games developed based on interactive panoramic videos which have the special control requirements in both temporal and spatial terms. This design will be introduced as a finite state machine (FSM), suitable for developing multithreaded scenarios.

1. Introduction

Omnidirectional cameras are becoming growingly popular, so producing 360° videos is easy and does not require specialist knowledge or complicated operations. Virtual reality headsets are also becoming cheaper and more accessible to the general public. Moreover, viewing 360° videos on a head mounted display (HMD) device provides a better sense of presence [3].

Traditional 360° videos are enriched by supporting additional interactive elements such as text information, sounds, 2D/3D objects, quizzes and so forth. These types of videos are transforming themselves into interactive 360° videos that not only improve user experiences, but also increase narrative and educational elements. These content-enriched interactions are typically structured to conform to the spatial and temporal dimensions of 360° video. That means they have a scripted fixed behavior. In addition, some other interactions that are based on user behavior, such as those that suggest vision navigation, will behave dynamically. Therefore, unlike editing tools of 2D videos that primarily deal with the temporal dimension, creating interactive 360° videos requires a whole set of tools to handle the combination of spatial and temporal dimensions.

In the production of serious games in general and educational applications in particular, the storyline is extremely important. A number of models have been proposed to help define the main components of this type of application; however, there are additional factors that need to be specifically considered when developing serious games based on the main content of interactive 360° videos.

In this article, we rely on scenario-based design [2] approaches to propose a design approach specific to serious games that uses interactive 360° videos and identifies the core components of a system architecture. In the future, we will explore the interactive modules and tools necessary for a useful authoring tool in this context, where an author can create his application while being totally immersed in virtual reality.
2. Related work

2.1. Interactive 360° videos

Using a virtual reality headset to watch 360° videos allows users to be completely immersed in a virtual scene and see the videos in the direction of their choice by turning their head [1]. Regarding the design tools for 360° videos in virtual reality, the usability of the rapid object creation solution was evaluated [9] through tasks such as adding and removing 3D objects in space and time. The panoramic view provides high-fidelity environments [11] and contributes to a sense of presence [6]. Although much of the work consists of simple interactions, an experiment was performed to assess the continuity of the integration of video animations, 3D interactive objects as well as 3D audio [4]. For the design of immersive panoramic videos, the designer’s assistance is mainly limited to primitive virtual behavior techniques such as selection [7]. When it comes to game mechanics, interaction techniques are also limited to simple tasks such as managing a score [5].

2.2. Serious game designs

Designing an effective and enjoyable serious game requires not only knowledge of learning domain or pedagogy, but also an understanding of scenario design and game design components. In this context, several models of design have been proposed. Stephen Tang and Martin Hanneghan [10] have proposed a Game Content Model which provides definitions of design structure, helping to shed light on important elements of serious game design. Yen-Ru Shi and Ju-Ling Shih [8] investigated 11 important elements of game design, namely purpose, mechanics, fantasy, value, interactivity, freedom, storytelling, sensory, challenge, sociability and mystery. These studies are of great help in the analysis and development of architectural archetypes of serious educational games.

Concerning design methodology, in order to increase the educational value of serious games, it is necessary to add mechanisms that allow the player to interact with the environment. These additional interactions enhance the user's sense of presence as it creates a sense of control and real participation in the scenario [16]. In addition, the content of serious games should be divided into several difficulty levels. The access will be granted according to the results of the previous level [12]. In other words, it is an adaptation that allows the playing environment to change to suit the style or skill level of the player. This further confirms the need to take adaptive mechanics into serious gaming. For this purpose, the scenario of the game can be thought of as a state transition system (finite state machine) and there will be evaluation and adaptation mechanisms based on checking and modifying specific states of the system [13].

2.3. Scenario of serious game based on 360° video

Videos in general and panoramic videos in particular are narrative in themselves. Their content was determined before the production process [14]. In other words, the video itself is part of the serious game storyline. 360° videos can be seen from multiple angles (active) instead of just being observed from the director's point of view (passive) [6]. Therefore, additional interactions are needed to get the player to follow the correct progression of the storyline and watch the video in the right direction at critical times.

Not only the spatial factor, but also the temporal factor must be evaluated when considering the effect of additional interactions on the timeline of the video, and more broadly their effects on the entire timeline of the scenario. The studies by Toro, M. [15] initially confirmed the viability of fixed-time and flexible-time models in conditional branching scenarios. However, they must have certain conditions to be maintained in the scenario.

An example of a scenario is the virtual visit of a museum composed of interactive panoramic videos of each room presented by a guide. The aim is to make a visit more accessible and more adapted to the preferences of each visitor. Thus, it is possible to navigate from room to room quickly and effortlessly. In addition, interactive buttons positioned on the video allow the visitor to get additional information on each work. 3D areas are also positioned on the video to highlight the work evoked by the guide. Finally, a questionnaire can also appear at the end of the video to measure the visitor's understanding.
We examined a few authoring tools that support 360° video and multi thread scenarios to learn about their programming knowledge requirements and operational complexity. Table 1 below lists some typical tools for VR applications, which have been analyzed qualitatively and statistically, including: Amazon Sumerian\(^1\), InstaVR\(^2\), Dataverse\(^3\) and FlowMatic [18]

Table 1: authoring tools for VR experiences

<table>
<thead>
<tr>
<th></th>
<th>360° video support</th>
<th>Authoring tool platform</th>
<th>Multi-thread scenario support</th>
<th>Programming knowledge</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon Sumerian</td>
<td>yes</td>
<td>PC</td>
<td>--</td>
<td>high</td>
<td>high</td>
</tr>
<tr>
<td>InstaVR</td>
<td>yes</td>
<td>PC</td>
<td>no</td>
<td>no need</td>
<td>medium</td>
</tr>
<tr>
<td>Dataverse</td>
<td>yes</td>
<td>PC</td>
<td>no</td>
<td>no need</td>
<td>--</td>
</tr>
<tr>
<td>FlowMatic</td>
<td>no</td>
<td>VR</td>
<td>yes</td>
<td>medium</td>
<td>high</td>
</tr>
</tbody>
</table>

There are very few authoring tools built directly on the virtual reality platform but mainly still authoring tools on PC. The simulated viewpoint (on the 2D screen) of these tools therefore deviates from the actual viewpoint in VR, which can lead to deviations in spatial positioning when designing interactions.

In order to be able to design standard tools suitable for a no-code immersive authoring tool, it is first necessary to have a standard method of design that describes in detail the components of an interactive scenario of a serious game based on 360° videos.

3. Method of design towards a no-code immersive authoring tool

Towards the goal of building an intuitive and easy-to-use immersive authoring tool that allows non-programming savvy authors to easily develop their serious game apps based on 360° videos, firstly, we will introduce in this paper a new method of design for interactive scenario that we find appropriate, considering the characteristics of serious games as well as the special control requirements in both temporal and spatial terms for interactive 360° videos.

In the architectural design for serious games based on 360° videos that we come up with, the most basic unit is the scene (Figure 1). Each scene includes a segment of the video with additional interactions (text, sound, 2D/3D objects and so on.). The video segment is spanning between two time values and therefore additional interaction configuration time parameters are bounded by these two values.

Linear video time is irreversible. Therefore, a special object will allow the video to be paused at a specific time. Interactions installed in this object when the video is paused will behave differently from linear interactions. This design guarantees the possibility of controlling the temporal in the scene, allowing the addition of many interesting gameplay such as answering quizzes without any time limit.
Figure 1: The elements in the scene based on 360° video

This design is distinguishable by its ability to visually depict the occurrence of interactions on the video's timeline, suggesting to the author about the layout arrangement of objects and interactions in the scene, helping to develop a better scenario structure.

The goal is to develop an immersive authoring tool, so the spatial parameters will be adjusted by the author directly in the virtual environment. A preview mechanism will be provided so that the author can "try it out" from the perspective of the end user.

This is essentially a timeline tree model [17] in the interactive scenario. Scenes 2 & 3 are transitions after scene 1 but on the same video. In the design of the operating system (application system), the two Data Manager and Scene Manager modules will work independently but cooperatively to ensure the seamlessness of the video content as well as the multi-threading of the scenario. This architecture also helps to save video storage resources as multiple scenes can be edited on the same video. The author does not need to go through the pre-production process to cut and edit the video for each individual scene.

Using scenes as the basic material for scenario building, we have 3 basic components of an interaction scenario: the scenario segment, the transition and the condition.

Scenes will be placed in scenario segments and can be re-used in the same segment or between segments, depending on the scenario design. The transitions between the segments of a scenario will be made after evaluation of the results on the basis of the binding conditions. Figure 2 will explain the transition state of the finite state machine (FSM) in the system.

All player actions and interactions in the game will be logged in the event log. The analysis of event log data will help determine the state of the system. However, it is not necessary to define the entire state at each evaluation. This design allows the author to build his own evaluation rules at each transition point on the scenario, with a finite number of events analyzed.

The output of each evaluation will be a binary result leading to two different branches of the scenario. The whole scenario will have the structure of a binary network. Therefore, it is necessary to develop algorithms to detect infinite loops in the scenario.

A segment can also reside within another segment, which increases the possibility of designing multi-threaded scenarios. But at the same time this multi-tier architecture also poses an ergonomic design challenge on the development of authoring tools.
The design approach we propose has integrated a FSM, suitable for interactive scenarios where user interactions in the scene will affect scenario progress.

![Diagram of FSM](image)

**Figure 2 : The transition state of FSM in the system**

A loose link between condition and interaction means that the evaluation conditions of the scene will be analyzed based on the results of user interactions in the scene. It could be for example the results of answering the questions, the time it took to answer the questions, or the total time spent in the scene and the like. Thus, we have just introduced an overview of the design approach for the interactive scenario of serious games based on panoramic videos. This approach is suitable to help the author develop his game by describing scenarios using storyboards. It should be noted that for this part of the architecture, the multithreading scenario is purely mechanical, which means that the system has a finite state and the state changes are only based on the results of real-time user interaction. In the future, a larger architecture based on adaptive learning models [21][22] will be developed, using the resources of this design approach in combination with artificial intelligence techniques, for example machine learning and deep learning to analyze data profile and user behavior to offer appropriate suggestions.

4. **Conclusion**

This article proposes a new method of design that enables authors to build serious gaming applications based on interactive 360 videos. The proposed model follows scenario-based design, which is the result of a serious analysis of different game architectures, considering the particular properties of 360 video and additional interactions.

Encapsulation of video segment within the scene ensures the integrity of the story in the video. This design gives the author more control over the video's timeline. Additionally, using video segments instead of the entire video, along with FSM integration, makes it easier for authors to build multi-threaded scenarios with additional interactions in the scene.

Based on this architecture, we are developing an immersive authoring tool that allows users to create applications directly in a virtual reality environment without the need for programming knowledge. Our challenge was to study ergonomics in order to develop a suitable storyboard interface in virtual reality.

In the next stage, based on the scenario classification [19][20], after finalizing the authoring tool, we will design and conduct certain appropriate experiments to test the adaptability of this design to different scenario types.

In the future, we will study the possibility of integrating artificial intelligence as well as machine learning, deep learning to complete the adaptive learning model for this architecture.
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