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ABSTRACT The quality of a Knowledge Graph (also known as Linked Data) is an important aspect to
indicate its fitness for use in an application. Several quality dimensions are identified, such as accuracy,
completeness, timeliness, provenance, and accessibility, which are used to assess the quality. While many
prior studies offer a landscape view of data quality dimensions, here we focus on presenting a systematic
literature review for assessing the completeness of Knowledge Graph. We gather existing approaches
from the literature and analyze them qualitatively and quantitatively. In particular, we unify and formalize
commonly used terminologies across 56 articles related to the completeness dimension of data quality
and provide a comprehensive list of methodologies and metrics used to evaluate the different types of
completeness. We identify seven types of completeness, including three types that were not previously
identified in previous surveys. We also analyze nine different tools capable of assessing Knowledge Graph
completeness. The aim of this Systematic Literature Review is to provide researchers and data curators
a comprehensive and deeper understanding of existing works on completeness and its properties, thereby
encouraging further experimentation and development of new approaches focused on completeness as a
data quality dimension of Knowledge Graph.

INDEX TERMS Assessment, completeness, data quality, KG, knowledge graph, linked data, LOD, metrics,
survey, systematic literature review.

I. INTRODUCTION
The development of Semantic Web technologies like the
Resource Description Framework (RDF)1 has led to unprece-
dented volumes of data published on the internet as Linked
Open Data (LOD)2 [1]. The collection and publication of
such vast amounts of data into a Knowledge Base (KB) is
certainly a progression in the right direction towards theWeb
of Data. However, the evolution of KBs exposed as Linked
Data such as in the LODCloud3 is generally unrestrained [2],
which leads to a variety of quality issues, at various lev-
els; for example, at the schema or at the instance level.
An empirical study carried out by Debattista et al. [2] shows
that datasets published in the LOD cloud have a reasonable
overall quality, but significant issues remain concerning some

The associate editor coordinating the review of this manuscript and

approving it for publication was Wajahat Ali Khan .
1https://www.w3.org/RDF/
2http://linkeddata.org/
3http://lod-cloud.net/

quality dimensions, such as data provenance and complete-
ness. Therefore, by studying only one dimension such as
completeness, we have the ability to explore completeness
quality issues more thoroughly. For instance, we can detect
whether the completeness problem is better dealt with during
data collection or integration process.

The Semantic Web promotes the reuse and sharing of
this data, as well as its automatic processing by computer
agents. The data represented in this way make sense and
allow, in theory, for consensual interpretation by all actors
(producers and consumers). Linked Data is sometimes called
Knowledge Graph as referenced by Google in 2012.4

Data quality is also a challenge for traditional information
systems, hence, rigorous research on ensuring adequate qual-
ity of data in relational databases have been carried out, even
before the onset of Knowledge Graph. This development has
led to a positive impact on the data quality organizational

4https://blog.google/products/search/introducing-knowledge-graph-
things-not/
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processes for relational databases [3], [4]. Thus, the applica-
bility of this approach in the context of Web of Data provides
an avenue to leverage the experience gained from traditional
information systems. Since high quality of data ensures its
fitness for use [5] in a wide range of applications, having
the right metrics to assess and improve the quality of Knowl-
edge Graph is of great importance. Several frameworks and
approaches have been proposed to evaluate varying dimen-
sions of Linked Data quality; Zaveri et al. [6] conducted a
comprehensive Systematic Literature Review and identified
18 different quality dimensions that can be applied to assess
the quality of a Knowledge Graph. In our article, we focus
on how to assess the completeness of Linked Data. Our
objective is to qualitatively and quantitatively analyze the
existing articles that propose methods to assess several types
of completeness dimensions. We also classify the selected
articles into various types of completeness.

This article presents a Systematic Literature Review (SLR)
on completeness that is one of the most essential dimension
in data quality dimensions as stated in [7]. This is because
completeness affects other dimensions of data quality such as
accuracy, timeliness and consistency. Different comprehen-
sive surveys which focus on data quality methodologies for
structured and Linked Data [6], [8], [9] exist in the literature.
However, to the best of our knowledge, this SLR is the first
one that focuses solely on the completeness of Knowledge
Graph. We believe that this SLR will be helpful for Semantic
Web researchers to improve the existing approaches or pro-
pose new ones with regards to completeness in Knowledge
Graphs. This paper is a part of a PhD thesis by Subhi Issa [10]
defended on December 13th.

A. OVERVIEW OF KNOWLEDGE GRAPH COMPLETENESS
Completeness is a data quality measure that refers to the
amount of information present in a particular dataset [6]. For
example, the instanceAlbert Einsteinmight suffer from a data
completeness problem when his birth place is missing in the
dataset.

Assessing data quality is one of the challenges that data
consumers and providers are facing [11]. It is a multi-
faceted challenge, for instance, the term quality is commonly
described as fitness for use [5] which encompasses several
dimensions such as accuracy, timeliness, consistency, cor-
rectness, completeness, etc. Nevertheless, these dimensions
maybe subjective as completeness implies that the amount of
data is sufficient for the consumer’s needs which can vary
substantially. It can be measured as the percentage of data
available divided by the data required, where 100% is the
best value. The question, however, is whether we can consider
70% complete data to be of high quality? This amount of
information could be sufficient, for example, for the descrip-
tion of a film but not enough for a medical use case. In real-
world use cases, incomplete data can lead to missing out on
important information and, thus, to inaccurate analysis [12].
Additionally, in terms of timeliness, incompleteness affects

the ability to have all the information required at the suitable
moment.

In terms of Linked Data, existing literature [6] identified
four types of completeness to measure the degree of com-
pleteness of data sources. Pipino et al. [13] divided com-
pleteness into: (i) schema completeness that is the degree
to which classes and properties are presented in a schema,
(ii) property completeness which is the extent of the miss-
ing property values of a specific kind of property, and (iii)
population completeness that refers to the ratio of number
of represented objects to total number of real-world objects.
Later, a new type of completeness is introduced for Linked
Data called (iv) interlinking completeness, which checks the
existence of links between datasets via their linksets [14].
Thus, we classified the selected articles into one of these types
of completeness as illustrated in Section II. As a result of our
SLR, we identified three new types of completeness, namely,
(v) currency, (vi) metadata and (vii) labelling completeness
making it a total of seven types of completeness. It should be
noted that assessment requires a reference or gold standard
with which to assess against and such a gold standard should
ideally operate on Closed World Assumption. However, the
gold standards in Linked Data still operate on Open World
Assumption [15], but, for the purposes of measuring com-
pleteness, we assume that the gold standard is complete.

B. TYPES OF COMPLETENESS
Data completeness is the proportion of existing data to the
total required data. Therefore, suppose we were interested in
data about Albert Einstein, and the information we have is
incomplete. This will have different ramifications depending
on the type of completeness issue in the data. We explain
the types of completeness that have been extracted from
the selected papers using the example on Albert Einstein as
shown in Figure 1.

1) SCHEMA COMPLETENESS
This involves observing if all required properties of the sci-
entist Albert Einstein are included, such as ‘‘birthPlace’’ and
‘‘birthDate’’.

2) PROPERTY COMPLETENESS
The existence of a missing value for a specific property is
validated. For example, Albert Einstein was married twice
and only one value is provided in the given dataset.

3) POPULATION COMPLETENESS
This checks how well values provided in the dataset cover the
real-world object. For instance, there are only three states of
Germany in the given dataset but in reality there are 16 states.

4) INTERLINKING COMPLETENESS
It is observed if instances used in the dataset are linked to
equivalent instances in another existing dataset. For example,
the instance Albert Einstein is linked to the equivalent one in
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FIGURE 1. Example of Knowledge Graph instance illustrating various types of completeness.

YAGO dataset but does not link to the equivalent instance in
Wikidata.

5) CURRENCY COMPLETENESS
This examines how the property values evolve over time.
For example, if the dataset captures where Albert Einstein
lives, it only captured the last location in the USA
where he lived. However, he also lived in Germany
and no existing versions of the dataset captures this
fact.

6) METADATA COMPLETENESS
This involves observing if a sufficient metadata about
the dataset is available. For instance, the presence of the
name of the last individual who modified the dataset
on Albert Einstein represented by lastModifiedBy relation
in Figure 1.

7) LABELLING COMPLETENESS
It is checked whether all entities in the dataset have human
and machine readable labels. For instance, if the dataset
has a birthplace for Albert Einstein depicted by the German
flag identified a URI such as http://rdf.freebase.com/ns/
germany.png. This may not be sufficiently clear to a user that
cannot identify flags or the computer; hence, the inclusion of
hasLabel provides a clear label for such a resource depicted
in Figure 1.

This article is structured as follows: In Section I-C we
describe our SLR methodology. In Section II, we define
and classify the completeness of Knowledge Graph, provide
quantitative and qualitative analyses of the selected studies
and describe the tools used for evaluating Knowledge Graph
completeness. In Section III, we discuss the current chal-
lenges and future directions. Finally, we conclude this article
in Section IV.

C. SYSTEMATIC LITERATURE REVIEW METHODOLOGY
In this section, we explain our SLR methodology to identify
all articles related to Knowledge Graph completeness and we
summarize the proposed solutions in terms of (i) the problem
addressed, (ii) approaches andmetrics proposed and (iii) tools
developed to assess the issue of completeness.

Two reviewers, from different institutions (the first two
authors of this article), conducted this systematic review
by following the systematic review procedures described in
[16].5 According to [16], a systematic review is useful for sev-
eral reasons, such as: (i) summarize and compare the various
methodologies in a domain, (ii) identify open problems, (iii)
contribute a hybrid concept comprising of various method-
ologies developed in a domain, or/and (iv) synthesize new
ideas to address open problems. This systematic review tack-
les, in particular, problems (i), (ii) and (iii). It summarizes and
compares various LD completeness data quality assessment
methodologies as well as identifying open problems related to
LD Completeness. An overview of our search methodology
including the number of retrieved articles at each step is
shown in Figure 2 and described in detail below.

D. RESEARCH QUESTIONS
In this SLR, we aim to answer the following general research
question:

How can we assess the completeness of Knowledge Graph,
which includes different types of completeness considering
several approaches? We divide this general research question
into sub-questions:

• what types of completeness currently exist for Knowl-
edge Graphs?

5https://www.inf.ufsc.br/ aldo.vw/kitchenham.pdf
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FIGURE 2. Overview of the systematic literature review methodology.

• what are the proposed approaches and metrics to
identify and measure the completeness of Knowledge
Graphs?

• what are the data completeness problems being dis-
cussed by researchers?

• what tools are available to detect completeness of
Knowledge Graphs?

E. INCLUSION CRITERIA
• articles published in English
• articles published between 2006-20196

• articles that:
- - studied or measured completeness of Knowledge

Graph
- - proposed data completenessmethodology or frame-

work
- - proposed and applied metrics for completeness of

Knowledge Graph

6As the term of Linked Data first appeared in 2006 [1] and Knowledge
Graph in 2012

F. EXCLUSION CRITERIA
• articles that have not been peer-reviewed
• articles published in other languages
• master or doctorate thesis, poster, PowerPoint presenta-
tion or books

• articles that focused neither on Knowledge Graph nor on
semantic web technologies

G. GENERATING A SEARCH STRATEGY
Search strategies in a systematic review are usually iterative
and are run separately by two or more reviewers to avoid
bias and to maximize coverage of all related articles. We
performed a search on Google Scholar as a search engine and
the following Databases: IEEE Xplore, ACMDigital Library,
Science Direct and Springer Link. Because it is impractical
to accept all the returned results when we search for the
keywords in the full articles, we limit our research to the most
cited 200 articles from each source.

From our perspective, searching only on the title is
not efficient and does not always provide all the relevant
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articles. This is because authors are often inclined to use
agile titles which do not express the real content of the
article. Thus, we divide our search strategy into three
steps:

• scan article titles based on inclusion/exclusion criteria
• search within text and determine fit based on inclu-
sion/exclusion criteria, abstract and in some cases the
full article

• search relevant references in some core articles

Figure 2 provides more details on the exact numbers of
articles searched and obtained over the aforementioned steps.

One of the most important parts is defining the search
terms. These expressions that that are used to find the articles
related to Knowledge Graph completeness should be based
on a defined search strategy. This strategy aims to find as
many relevant articles as possible. Based on our discussions
and testing to obtain the most related articles as possible
in our domain, the search string that was proposed con-
tains synonyms of the concept term. As our concept term
is ‘‘Knowledge Graph completeness’’, we added the alterna-
tive spellings, synonyms, as well as terms related to quality.
Finally, we connected them using the boolean operators OR
and AND. The expressions that were used to extract the
interested studies are:

• Exp. 1: ((‘‘Knowledge Graph’’) OR (‘‘Linked Data’’))
AND (quality OR assessment OR evaluation OR
methodology OR measuring OR completeness)

• Exp. 2: (‘‘Linked Open Data’’) AND (quality OR
assessment OR evaluation OR methodology OR mea-
suring OR completeness)

• Exp. 3: (KG OR LOD) AND (quality OR assessment
OR evaluation OR methodology OR measuring OR
completeness)

After removing about 2000 duplicated papers from the
overall search results, we excluded the papers based on exclu-
sion criteria. After that, we excluded them based on the
abstract of each paper then the full text of the paper in case
that the abstract was not sufficiently clear to take a decision.
Finally, we added the relevant papers from the references of
the selected papers from the last step.

II. KNOWLEDGE GRAPH COMPLETENESS ANALYSIS
Through our methodology, we identified 56 core articles
related to Knowledge Graph or Linked Data completeness.
We recognize the challenge of trying to explicitly elaborate
on all core articles, hence, we categorized and summa-
rized the main ideas in all the articles with different sub-
sections focusing on different ideas. Section II-A discusses
simple statistical analysis and trends from the core articles.
Section II-B provides a summary of the core literature cat-
egorized according to the type of completeness found. The
categories are grouped according to broad problems and
approaches recognized. Consequently, Table 5 focuses on the
core ideas of the metrics for the core articles. The purpose
is to provide a full overview of metrics over all the types

of completeness succinctly and avoid clogging. Furthermore,
in order to minimize redundancy, we elaborate on some core
articles focusing on proposed tools in Section II-C while
the main idea is already covered in Section II-B. We have
provided appropriate referrals for those who want to fur-
ther expatiate on how the articles represent the ideas. Also,
we selected a few influential and representative literature
for discussion in the overview of Section II-B to provide
a more comprehensive idea on how LD completeness is
tackled.

A. QUANTITATIVE ANALYSIS
The core articles that make up our final list of the selected arti-
cles is shown in Table 3. On the other hand, Table 4 shows the
list with the types of completeness that each article addresses.
We further clustered the selected articles with respect to the
type of completeness, as shown in Figure 3. The number
labelled nodes represent publications with their reference
numbers and the edges link to the type of completeness that
the publication covers. We observed that a publication can
address multiple types of completeness. Property complete-
ness is the most addressed by the studies, with 22 publica-
tions. From the 56 core articles, 32 were published from 2016
till now (2019); hence about 57% of the studies are quite
recent and the trend shows that more researchers are getting
involved in this domain as the years go by as illustrated in
Figure 4. Table 1 shows where researchers are publishing
their work, where the top journal is Semantic Web journal
and the top conference for publishing being International
Semantic Web Conference. We observed that researchers
are now publishing more in conferences with 34 articles
(61%) published at a conference. 15 articles (24%) were
published in journals and seven articles (13%)were published
in workshop proceedings. Also, for every article published in
a journal there are approximately four articles published in
conferences.

B. QUALITATIVE ANALYSIS
In this section, we analyzed the 56 articles qualitatively
to extract relevant information regarding Knowledge Graph
completeness. After analyzing the selected articles in detail,
we identified and extracted 23 ubiquitous metrics which
are presented in Table 5 that can be applied to assess
the completeness of Knowledge Graph, categorizing them
based on the type of completeness covered. As men-
tioned previously, (i) schema, (ii) property, (iii) population
and (iv) interlinking completeness were already identified
by [6]. As part of our SLR we identified three more
types, namely, (v) currency, (vi) metadata and (vii) labelling
completeness.

In the following, we describe each of the seven types
by providing a definition and discussing the problems and
approaches that they address. We summarize the problems
and approaches found for each type of completeness and
provide a few examples. The full list of metrics is reported
in Table 5.
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FIGURE 3. Classification of the 56 core articles by type of completeness.

FIGURE 4. Number of core articles by year.

1) SCHEMA COMPLETENESS
The schema of a dataset is considered complete, if it contains
all the classes and properties needed for a given task. It is
also called ontology completeness [62]. Fürber and Hepp
[62] defined schema completeness as the degree to which
classes and properties are represented in a schema. In a
similar sense but under a different name, Mendes et al. [61]
defined intensional completenesswhich is the existence of all
the attributes in a dataset for a given task. For example, the
dataset suffers from a schema completeness problem when
the property capital is missed from the instance France.
Definition 1 (Schema Completeness): Schema complete-

ness is the degree to which the classes and properties of an
ontology are represented in a LD dataset.

a: OVERVIEW
One of the most recent researches is the work of Lajus
and Suchanek [27] to determine mandatory properties for
a class in order to discover the missing facts in a class.
The authors presented the incompleteness of KB statistically.
They detected the mandatory properties using data from the
KB through studying the abundance of properties for a class.
For a given class, a mandatory property denotes a relation
that every instance of the class should be involved in, such
as every city has a population, then considering ‘‘popula-
tion’’ is a mandatory property for the class ‘‘city’’. Finally,
by calculating the ratio of instances that actually have the
properties in the data, we get an approximate of the schema
completeness.

VOLUME 9, 2021 31327
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TABLE 1. List of the core articles by conferences and journals.

TABLE 2. Number of the articles retrieved in each search engine.

Likewise, the authors in [31] proposed a mining-based
approach that includes two steps. The first step aims to find
the properties patterns that are most shared by the subset
of instances extracted from the triple store related to the
same category Maximal Frequent Patterns (MFP). This set,
that is called ‘‘transaction’’, will be then used to calculate
a completeness value regarding these patterns. The second
step carries out for each transaction a comparison between
its corresponding properties and each pattern of the MFP set
regarding the presence or the absence of the pattern. An aver-
age is, therefore, calculated to obtain the completeness of
each transaction t and, hence, the completeness of the whole
dataset.

b: PROBLEMS
Several articles address the challenge of development of
new tools and frameworks to assess and improve complete-
ness and other data quality dimensions [55], [63], [66]. The
authors in [20] were interested in how to apply first order
logic predicates and developed a capacity function (i.e.,
a fuzzy measure) to express completeness. Reference [59]
investigated how to employ the similarity between entities in

a dataset to determine completeness. In [31], the authors built
transaction vectors constituted of sequence of properties that
deduced from instances to use them as an input to generate
frequent patterns in order to compute the completeness.

c: APPROACHES AND METRICS
There are 13 articles that propose some approaches of
metrics about schema completeness [20], [22], [24], [27],
[31], [53], [55], [59], [61]–[63], [66], [67]. These existing
approaches defined a set of metrics to assess schema com-
pleteness such as applying fusion methods or defining quality
indicators, or assessing completeness based on extracting a
set of frequent/required predicates. Several metrics measure
completeness as the ratio of the number of classes/properties
presented in a dataset to the total number of classes/properties
[22], [53], [61], [63], [66], [67]. Other metrics take into
account only the mandatory properties to assess the com-
pleteness [24], [31], [72]. [59] measured ratio of similar
instances/subjects missing same properties.

2) PROPERTY COMPLETENESS
Property completeness as defined by [6] is the measure of
the missing values for a specific property. This is similar to
the definition of [13] which referred to it as column com-
pleteness. Property completeness is measured by determining
if a specific property has missing values. For example, the
dataset suffers from a property completeness problem when
the property capital of the instance France does not have a
value, namely, Paris.
Definition 2 (Property Completeness): Property com-

pleteness is the degree to which values for a specific property
are available for a given task.
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TABLE 3. List of the 56 core articles related to Knowledge Graph completeness.

a: OVERVIEW
One of the earliest and influential research work which
addresses property completeness is the work of
Mendes et al. [61]. They developed a versatile tool for quality
assessment (Sieve) as a part of a Linked Data Integration
Framework which deals with data access, schema mapping
and identity resolution. This work provided one of the fore-
most easily extensible framework for Linked Data integration
and data fusion. While the tool covers various data quality
dimensions for assessment, it adequately provides one of
the more widely used implementation for assessing property
completeness. Sieve provides a customizable module based
on a conceptual model of assessment metrics and scoring
functions. The assessment metric is a procedure for measur-
ing the score with regards to a data quality dimension such
as property completeness using selected schema elements as
a data quality indicator. The definition of how to calculate
the score and which indicators to use are user defined. In this
work, property completeness (called extensional complete-
ness) scoring functions are defined as:

|| uniq. instance values in dataset ||
|| all expected uniq. values in dataset ||

(1)

|| obj.with property p in dataset ||
|| all uniq. obj. in dataset ||

(2)

These have been generalized to the main idea of percentage
of instance values for which a given property exist in Table 5.

Sieve is one of the first readily available tool that is
agnostic to provenance and quality vocabularies, allow-
ing users to configure which metadata to read, and which
functions to apply via a declarative specification language
programmatically.

Likewise, Fürber and Hepp [62] also developed a generic
framework for assessing data quality in LD called SWIQA,
where predefined rules on the syntax of the literals for the
values of a property and other attributes relative to the ideal
values of literals are used to define a data quality rule for the
property. The ratio of instances that violate a data quality rule
and the total number of relevant instances indicates the level
of completeness for the property.

b: PROBLEMS
The common research challenges that addresses property
completeness is the development of data quality models,
metrics and tools upon which benchmarking and evaluation
may be carried out. These articles [17], [18], [22], [44], [47],
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TABLE 4. List of the 56 core articles classified according to the seven types.

[55], [61], [63] approached the measurement of property
completeness as part of general data quality assessment using
novel models, methodology and/or metrics. Reference [34]
explored the challenge of applying the evaluation of query
answer completeness in a privacy preserving manner and [24]
investigated how to develop models for evaluating complete-
ness employing automatic query generation. Reference [57]
also studied how to predict the completeness of a knowledge
base in the absence of ground truth by deriving completeness
assertions from the knowledge base andmeasuring howmany
objects are accompanied by a completeness assertion.

c: APPROACHES AND METRICS
There are 22 articles that addressed property completeness
either by proposing an approach or metric to measure com-
pleteness [17], [18], [22], [23], [25], [29], [34], [42], [44],
[46]–[48], [53], [55], [57], [58], [61]–[65], [69]. A prominent
methodology for assessing property completeness focuses on
the development of novel frameworks towards measuring the
level of completeness of a knowledge base such as [22] where
the authors use the Goal Question Metric (GQM) method to
define metrics for inherent qualities of a dataset. A set of
metrics based on measurement-theory have been proposed
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TABLE 5. List of completeness metrics.

for evaluating the inherent quality characteristics of a dataset
where property completeness is evaluated the ratio of the
sum of the number of presented properties per instance to
the total number of instances in the dataset. Furthermore,
[61] proposed a framework for flexibly expressing quality
assessment methods as well as data fusion methods where
property completeness was explored using the proportion of
unique non-missing objects in the dataset. Other approaches
include the application of aggregate functions [34], [42] and
statistical distributions [18], [44], [48].

Note that, the general assumption is that incorrect data val-
ues do not adversely affect the assessment of completeness.

3) POPULATION COMPLETENESS
A dataset is complete if it contains all of real-world objects
for a given task, which is also called the completeness
at data (instance) level [62]. Population completeness is

also termed extensional completeness [61]. For example, the
dataset suffers from a population completeness problem if it
does not have all the French cities.
Definition 3 (Population Completeness): Population com-

pleteness is the degree to which all real-world objects of a
particular type are represented in a LD dataset.

a: OVERVIEW
Another purpose of Mendes et al. framework [61], that was
explained in Section II-B2, is measuring another type of
completeness besides to property completeness. It takes into
account the instantiations of properties in order to measure
population completeness. In this work, the scoring function
to compute population completeness is defined as:

|| obj.with property p in dataset ||
|| all uniq. obj. in universe ||

(3)
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In this paper, the authors compared Brazilian municipali-
ties in English and Portuguese DBpedia datasets according to
all 5565 Brazilian municipalities.

b: PROBLEMS
The popular challenge in this type is to check a KB to see
whether it contains all entities of a given type. Reference [25]
was interested in how to maintain the quality of KB that
evolves and changes frequently. The proposed approach
provides an overview of the change of a given KB and a
fine-grained analysis. Consequently, the authors in [68] used
completeness metrics to assess the quality of newly published
LinkedData for cultural heritage. Reference [33] was focused
on disambiguation problem, the authors provided a method
to scalably resolve entity co-reference in structured datasets.
Moreover, efforts have been made to include completeness
information in KBs. This is achieved by adding true facts
such as Adele has one brother. This information is essential to
evaluate query completeness and soundness [37], [42], [45].

c: APPROACHES AND METRICS
A set of 17 articles have been proposed to enhance population
completeness [25], [26], [33], [37], [39], [42], [43], [45],
[47], [53], [56], [57], [60]–[62], [64], [68]. Various metrics
that check KBs to see whether they contain all entities of a
given type in comparison to real-world data [25] or deal with
query completeness via hybrid computation [43], include
completeness information as part of the KB that can be used
for validation [42]. On the other hand, [26] used a Bayesian
Network to model the dependencies among resources that
belong to a set of linked datasets and represent the joint
probability distributions of relationships among resources.
The probability of an individual resource is considered the
likelihood of redundancy or indicator of completeness regard-
ing the resource. Soulet et al. [60] introduced a method to
calculate a lower bound of completeness in KG. The authors
discovered the missing facts according to Benfords Law to
estimate the completeness. In [56], the authors considered
non-parametric methods to estimate the class size in order to
estimate the completeness of the class.

4) INTERLINKING COMPLETENESS
This type particularly focuses on data integration which is a
core tenet of Knowledge Graph. It refers to the instances that
are interlinked in the dataset for disambiguation with regards
to a reference dataset [30]. For example, the instance France
linked from French national dataset to another instance
French Republic in the United Nations dataset.
Definition 4 (Interlinking Completeness): Interlinking

completeness is the degree to which instances are interlinked
in a LD dataset with respect to some reference dataset(s).

a: OVERVIEW
One of the most influential research work to assess interlink-
ing completeness is the work of Guéret et al. [30]. They pro-
posed an automatic tool to evaluate the degree of interlinking

using five network measures. Three metrics are from network
theory domain to evaluate the variation in the quality with
respect to a set of links namely degree, centrality, and the clus-
tering coefficient. The other two measures are developed for
LD that are ‘‘open same-as chains’’ and ‘‘Description Rich-
ness’’. They are applied to detect a number of unclosed same-
as chains and description enrichment to assess the amount of
new properties added through owl:sameAs relations. Based
on these measures, the proposed approach takes a set of RDF
triples from a set of resources and analyzes it to determine
whether a set of links can be improved through a quality
assessment report.

b: PROBLEMS
In the work of [17], the authors were interested in how to
develop a standard data quality model for quality specifica-
tion and assessment. The authors identified an indicator that
are in a specific context of use, how to measure degree of
instances associated with all expected and related entities.
In the first step, the authors defined base measures for quality
evaluation, then combining different base measures to get
derived measures and metrics that are obtained by integrat-
ing base and/or derived measures. These measures and met-
rics are used to assess data quality covering various quality
dimensions. Albertoni et al. [19] explored how to assess the
value of interlinks of datasets in terms of information gain
via what they refer to as linkset importing. References [33],
[70] proposed methods to resolve entity co-reference and
completing links in KBs.

c: APPROACHES AND METRICS
We identified 13 articles that focus on the interlinking com-
pleteness in LD [14], [17]–[19], [21], [26], [28], [30], [49],
[52], [61], [68], [70]. Several approaches have been proposed
to assess interlinking completeness. Reference [26] analyzed
the quality of data and links in LOD cloud using Bayesian
Networks. Additionally, [19] estimated the completeness
of a dataset by complementing SKOS thesauri with their
skos:exactMatch related information. In [49], the authors
gathered the essential predicates of data sources using their
covering and discriminative abilities. Then, they selected
the most suitable alignments based on their confidences
and finally, comparing the instances based on the selected
alignments.

5) CURRENCY COMPLETENESS
Currency according to [35] is the degree to which data is
up-to-date; and in this work, the authors were interested in
providing a model for assessing currency and as a result they
developed a metric for currency completeness to evaluate
the completeness of the currency measurement. Currency
completeness is evaluated on the dataset as it is modified and
updated over time. For instance, the population in France as
it varies over the years.
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Definition 5 (Currency Completeness): Currency com-
pleteness is the degree to which elements of a knowledge base
are available as it is updated over time.

a: OVERVIEW
Currency completeness mainly deals with checking for
outdated data which are usually inappropriate for most tasks.
Rula et al. [35] were the first to refer to currency complete-
ness as a concept to evaluate the completeness of currency
measurement. They developed the first dataset indepen-
dent framework for assessing the currency of Linked Open
Data (LOD) graphs. In order to measure the currency of data,
the temporal information about the creation and modification
of LOD resources and documents, called versioning metadata
is of uttermost importance. Unfortunately, it is difficult to
collect versioning metadata in LOD, especially because there
are no widely adopted models to represent such metadata,
and their characterization. In order to evaluate the approach
described by the authors to arbitrarily measure the currency
of all resources in a dataset, they defined currency complete-
ness as an evaluation of the number of resources for which
currency can be computed over the total number of resources
occurring in a dataset.

| resources set with currency values > 0 |
| all resources set in dataset |

(4)

b: PROBLEMS
The issue of how to develop frameworks and metrics for
assessing the currency of RDF data is the focus of research
such as [35], [73] and currency completeness is the by-
product of evaluating the proposed frameworks for assessing
currency. Reference [36] also dealt with currency complete-
ness while investigating an approach to deal with the mutual
propagation of the changes between a replica and its origin
dataset termed as co-evolution.

c: APPROACHES AND METRICS
We found three articles that proposed metrics to measure
currency completeness [36], [50] and another article [35]
proposed a new framework focusing on LD currency. While
timeliness captures the freshness of a specific statement or
entity [41], in other words, determines the extent to which
data are sufficiently up-to-date for a task; currency com-
pleteness measures the completeness of the knowledge base
as it is being updated over different versions. As such, cur-
rency completeness is the intersection between timeliness and
completeness where the degree of completeness is measured
as the data becomes more up-to-date. References [35], [73]
defined its currency completeness metric as the number of
resources for which currency can be computed over the total
number of resources occurring in a knowledge base. Further-
more, [36] evaluated currency completeness as the ratio of
the number of unique triples in the synchronized dataset to
the count of unique triples in the two different versions of the
dataset.

6) METADATA COMPLETENESS
Descriptive metadata about datasets enables dataset discov-
ery, and as such [41] provided a comprehensive overview on
metadata termed as dataset profiling where they also assess
metadata completeness. Accordingly, metadata is considered
complete if it contains all the fields with values required
to properly describe a dataset e.g. a dataset with technical
identifiers such as title or description without any metadata
context is incomplete and reduce the quality of the dataset.
Metadata/description of a dataset is expected to be Find-
able, Accessible, Interoperable and Reusable (FAIR) [74].
For instance, indicating the description of the dataset about
France that it captures intrinsic properties of the country or
all the editors that modified the dataset, thus, making sure the
metadata is available and complete.
Definition 6 (Metadata Completeness): Metadata com-

pleteness is the degree to which metadata properties and
values are not missing in a dataset for a given task.

a: OVERVIEW
One of the most influential research work which addresses
metadata completeness is Neumaier et al. [32]. They have
assessed the metadata of about 260 open data portals
towards the searchability, discoverability and usability of
their resources. They developed a generic metadata quality
assessment framework in which a set of quality metrics for
metadata was proposed in line with the Data Catalog Vocab-
ulary (DCAT) metadata standard. Authors map the dataset
in various portals to its DCAT instantiation which can be
expressed as a tree structure. The assessment metric has
been evaluated by selecting an appropriate path in the DCAT
instantiation and resolving the path to its value aggregated
over the dataset. In particular, metadata completeness was
interpreted as existence evaluation of metadata information
in the research work. Metadata information such as the exis-
tence of access information, dataset provider contact, license
for the dataset and timestamps regarding creation and modi-
fication of the dataset.

b: PROBLEMS
Open data platforms such as LOD cloud and governmental
open data terminal are becoming widespread and important
data source for research. Reference [32] mentioned that meta-
data quality issues in open data portals have been identified
as one of the core problems for wider adoption of open data
and developed a quality assessment and evolution monitoring
framework for web-based data portal platforms, which offers
their metadata in different and heterogeneous models. Simi-
larly, [41], [66] investigated the development of frameworks
for assessing metadata quality in Knowledge Graph sources
and [38], [71] focused on assessing government open data
platforms.

c: APPROACHES AND METRICS
There are six articles that focus on metadata completeness
[32], [38], [40], [41], [66], [71]. A lot of emphasis is currently
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placed on the completeness of the dataset itself only, but
the importance of completeness of the metadata cannot be
understated. Descriptive metadata about existing datasets
are a substantial building block for facilitating entities and
datasets linking, entity retrieval, distributed search or query
federation. Ellefi et al. [41] developed a framework for
dataset profiling for the formal representation of a set of
features that describes a dataset and allow the comparison
of different datasets. They provided a taxonomy, formally
represented as an RDF vocabulary of dataset profiling fea-
tures. Furthermore, [40] presented an approach for capturing
multilingualism as part of data quality dimensions, spanning
completeness and [38] proposed a framework for compari-
son of open data portals for metadata quality using analytic
hierarchy process.

7) LABELLING COMPLETENESS
Labelling completeness is particular to RDF data, where
URIs are used for identification but are not very suitable for
indexing purposes and human readability. This warrants that
entities have a human readable label and the level for which
it is not missing is labelling completeness. For example, the
existence of rdfs:label for instance of a city Paris.
Definition 7 (Labelling Completeness): Labelling com-

pleteness refers to the degree to which entities in the dataset
have a human readable label.

a: OVERVIEW
According to Ell et al. [51], even though it is assumed that
labels for resources in a dataset will bemade available, among
other information, by dereferencing theURI of an entity using
the HTTP protocol, following Linked Open Data principles.
A whole lot of applications fall back to exposing the URIs
of the entities to the user in the absence of more easily under-
standable representations such as human-readable labels. It is
proposed that this is often due to issues such as interna-
tionalization, multiple labels for an entity, the computational
costs associated with dereferencing, or the use of alternative
labeling properties that makes the task of finding a label for a
given entity much harder than expected. This work defines a
number of metrics that provides a baseline for a quantitative
analysis of the state of labeling on the Web.

Completeness of the labels is one of the defined metrics
the authors put forward that checks that all resources in
the dataset have labels. They defined a function that checks
resources in the dataset for rdfs:label, or finds a parameter
matching a property that assigns a label to a resource either
explicitly in the dataset or interlinked from another dataset.
The frequency of resource with valid response from the func-
tion determines labelling completeness of the dataset.

b: PROBLEMS
Reference [51] was focused on the internationalization of
knowledge bases, existence of multiple labels for an entity,
the computational costs associated with dereferencing URIs
and proposed that all entities in a knowledge base have

human readable labels. They also explored development of
a metric for labelling completeness. Furthermore, [54] was
interested in enterprise data integration and investigated the
assessment of data quality for a Linked Enterprise Data in
the automotive industry. The authors calculated the average
number of resources that did not have a label property defined
and stressed the need for it due to the heterogeneous nature
of environments that generates different components of the
dataset.

c: APPROACHES AND METRICS
Non-information resources are abstract ideas represented in
LD dataset that may possess URI but cannot be directly
accessed or downloaded via the internet, such as person. The
importance of labels for non-information resources in Knowl-
edge Graph cannot be overstated since they provide appro-
priate context to understand the dataset. It helps indexing
and searching the resources and displaying data to end-users
that can be easily understood, rather than URIs [51]. Only
three articles have examined labelling completeness [51],
[54], [66]. According to Ell et al. [51], labelling completeness
measures the degree to which Linked Data resources have
labels, it can be defined as the ratio of URIs with at least one
value for a labeling property to all URIs in a given knowledge
base. Reference [54] developed a data quality assessment tool
in the form of a dashboard to manage data quality of a dataset
integrated from various departments of an organization that
is part of the automotive industry. Finally, [66] presented a
quality measurement tool that helps data providers to rate the
quality of their datasets and get recommendations on possible
improvements by developing standardized quality indicators
to rate datasets.

C. TOOLS ANALYSIS
From the core articles, we identified nine most common
used tools (listed in Figure 5) that automatically or semi-
automatically assess completeness of datasets. An overview
of different tools and their capabilities along with the type of
completeness they focus on, is described below.

1) SIEVE
Sieve7 [61] is the quality evaluation module within Linked
Data Integration Framework (LDIF) [75] which enables auto-
matic data quality assessment by a conceptual model com-
posed of assessment metrics, indicators and scoring functions
like (Set Membership, Threshold and Interval Membership)
for completeness. It is suitable for assessing schema, property
and interlinking completeness.

2) LOUPE
Loupe8 [17] is a tool that can be used to inspect a dataset
to understand which vocabularies (classes and properties) are
used with statistics and frequent triple patterns. Starting from

7http://sieve.wbsg.de
8http://loupe.linkeddata.es/loupe/
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FIGURE 5. Summary of tools based on type of completeness.

the high-level statistics, Loupe allows one to zoom into details
down to the corresponding triple with its visual explorer.
It is a semi-automatic tool as metrics needs customization
by the user. This can be used to assess schema and property
completeness. Population completeness can also be assessed
with external data.

3) LUZZU
Luzzu9 [28] is also a Quality Assessment Framework for
Linked Open datasets based on the Dataset Quality Ontology
(daQ), allowing users to define their own quality metrics.
It provides a library of generic quality metrics that users can
customize based on domain-specific tasks in a scalable man-
ner, thus it is semi-automatic; it also provides queryable qual-
ity metadata on the assessed datasets and assembles detailed
quality reports on assessed datasets. It is useful for assessing
property, schema, interlinking, metadata and labelling com-
pleteness albeit it requires manual configurations by the user.

4) LINK-QA
Link-QA10 [30] specifies a framework for detection of the
quality of linksets using network metrics (degree, cluster-
ing coefficient, open sameAs chains, centrality, description
richness through sameAs). It is completely automatic and
compatible with a set of resources, SPARQL endpoints and/or
dereferencable resources and a set of triples as input. It is
particularly useful for assessing interlinking completeness.

9https://eis-bonn.github.io/Luzzu/
10https://github.com/cgueret/LinkedData-QA

5) LiQuate
LiQuate [26] is a tool that uses a Bayesian Network to
learn the dependencies between properties in RDF data. It is
particularly well suited to assess interlinking and population
completeness. However, it is semi-automatic and requires
configurations from the user.

6) LODsyndesis
LODsyndesis11 [46] uses novel lattice-based algorithms to
find the intersection of datasets in the LOD cloud. The
symmetric and transitive closure of the set of owl:sameAs,
owl:equivalentProperty and owl:equivalentClass relation-
ships from all datasets was computed for creating seman-
tically enriched indexes. It is a reference for automatically
assessing interlinking completeness.

7) Slint+
Slint+12 [49] (Schema-Independent Linked Data Interlink-
ing) is similar to LODsyndesis, in that, it detects all
owl:sameAs links automatically between two given Knowl-
edge Graph sources.

8) LODQM
LODQM13 [55] is an automatic tool developed around goal-
question-metric [76] approach to soliciting metrics used for
assessment of datasets. It is suited for assessing schema and
property completeness.

11http://83.212.101.188:8081/LODsyndesis/index.jsp
12http://ri-www.nii.ac.jp/SLINT/index.html
13https://bitbucket.org/behkamal/new-metrics-codes/src
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9) KBQ
KBQ14 [50] is a tool geared towards assessment of quality
of datasets based on temporal analysis. It automatically com-
putes the frequency of predicates and the frequency of entities
of a given resource type, and compares the frequencies with
the ones observed in previous versions of the dataset. It can
be specifically used to assess currency completeness.

III. DISCUSSION
A. OVERVIEW
In this SLR, we have analyzed 56 articles that focus on
seven types of LD completeness. In total, we identified 23
metrics and nine tools that specifically deal with LD com-
pleteness. We observed that some articles examine one type
of completeness such as [31], [51], [70] or several types
of completeness such as [53], [61]. Furthermore, research
is rarely entirely focused on a single aspect of data quality
dimension. Among the nine tools analyzed, we discovered
six tools that are automatic and the remaining three tools are
semi-automatic. Out of the tools, LiQuate does not seem to be
online or it is no longer supported while all others are online.
Also, there was no formal validation of the methodologies
that were implemented as tools. LD completeness challenges
tackled in the literature are most often in the development
of frameworks for assessment of data quality using vari-
ous approaches, ranging from the application of network
measures [30] to first order logic predicates [20]. In other
scenarios, researchers define certain constraints applicable
to a LD dataset, such as in the case of a privacy aware
assessment framework [24]. Based on our analysis, we have
identified several open challenges pertaining to Knowledge
Graph quality in general and also specifically for the com-
pleteness dimension, which we discuss in the following.

B. OPEN WORLD ASSUMPTION
Typically the SemanticWeb follows an OpenWorld Assump-
tion (OWA) [15], which does not allow inferring the truth of a
statement only by checking whether the statement is known.
OWA assumes that everything we do not know is not yet
defined. For data completeness assessment, we often need to
definemetrics based on CloseWorld Assumption, i.e. assume
that everything that is not known can be assumed as false.
However, this assumption will most likely not hold in many
cases since we often suffer from lack of gold standard and
complete data. Consequently, when performing data quality
assessment, the metrics have to be evaluated and refined
continuously [62].

C. MAINTENANCE OF DATA QUALITY
After the assessment of data quality, the next step is to
improve the quality taking into account the results from
the assessment. This cycle of assessment and improvement
should be done at regular intervals of time and/or when the
data is updated. Additionally, a data quality issue in one

14http://datascience.ismb.it/shiny/KBQ/

dataset can ultimately affect the quality of multiple inter-
linked datasets, thus propagating the errors. Consequently,
maintenance of quality becomes challenging in the Web of
Data mainly because it is generated from existing data and
thus its correction can be even more difficult and time con-
suming when meta-information provenance is not available
anymore [77].

D. QUALITY-BASED QUESTION ANSWERING
When existing linked datasets are published along with their
quality information, it can be possible to design a new gen-
eration of quality-based question answer systems, which rely
on this information to deliver useful and relevant results [78].
In order to provide the answer to user queries in a mean-
ingful way, it is necessary to define what should be in the
result, how it can be obtained and how one should represent
the query result. In this case, the completeness, consistency
(logical/formal), timeliness, etc. of the data affects the results
considerably. For example, querying an integrated dataset
for a particular flight time, the time from the source with
the higher update frequency and more complete information
should be chosen. Thus, question answering can be increased
in effectiveness and efficiency using data quality criteria as a
leverage to filter the most relevant results.

E. STREAM-LINING FUTURE SURVEYS
This SLR took eight months in total to be performed. In order
to increase the efficiency and sustainability of such SLRs
in the future, we propose (i) future surveys on Knowledge
Graph and Linked Data quality, specifically on completeness,
tag their articles with the type of completeness (listed in
Section II-B) as keywords and (ii) we, as a community, think
of combining human and machine effort towards stream-
lining such SLRs. We resonate with the idea proposed in
[79] of living systematic reviews combining humans and
machines. For some of the repetitive and labor-intensive
tasks, machines can assist, such as, for searching relevant
articles and eligibility analyzing. Then, humans can assist in
extracting relevant information from within the text. Work-
flows can be developed in which human effort and machine
automation can each enables the other to operate in more
effective and efficient ways, offering substantial enhance-
ments to the productivity of systematic reviews [79]. In
this way, a Systematic Literature Review can be continually
updated incorporating new articles as they become available.

IV. CONCLUSION AND FUTURE WORK
The Linked Open Data principles are applied in various
domains including life science, media, medicine and e-
government. All these areas require high quality of data since
human lives are directly impacted; for example, IBM reported
that poor quality data costs the US economy $3.1 trillion
dollars a year.15 This raises the need for developing methods
to evaluate and improve (Linked) data quality on the Web.

15 https://www.ibmbigdatahub.com/infographic/four-vs-big-data
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This work focuses on completeness, which is one of the
most important dimensions for Knowledge Graph quality
assessment [7]. In this article, we surveyed the research topic
on completeness of Knowledge Graph. We analyzed 56 stud-
ies and classified seven types of completeness. We provided
definitions for each type, identified the different kinds of
problems that they address, provided approaches and metrics
for assessment and analyzed the tools available for assess-
ment of LD completeness. In this SLR, we addressed the
research question: How can we assess the completeness of
Knowledge Graphs, which includes different types of com-
pleteness considering several approaches? This is expatiated
on in Section I-D where we sub-divided the research question
into 4 sub-questions. The first 3 sub-questions are addressed
in Section II-B, while the last sub-question is dealt with in
Section II-C. There are a number of different reasons why we
did this SLR:
• summarize existing approaches concerning Knowledge
Graph completeness

• identify problems, approaches, metrics and tools for
assessing LD completeness

• realize gaps in existing studies regarding LD complete-
ness, in order to help the researchers find the topic where
they should work in

• serve as a starting document for future researchers inter-
ested in this topic

One external threat of validity to our work is that we
explored state of the art using only the keywords relat-
ing to Knowledge Graph and Linked Data as specified in
Section I-G. Therefore, this may lead to the omission of inter-
esting approaches that do not use these keywords. We already
discussed the internal threat of validation due to open world
assumption of LD in Section III. The future direction of our
work entails the plan to expand our research by adding more
relative keywords RDF dataset and RDF graph as RDF is the
most common way of representing Knowledge Graph and a
lot of quality assessmentmethodologies were performed rely-
ing on the properties of RDF. Moreover, we intend to develop
our search strategy in order to cover types of completeness
having alternative names such as schema and ontology com-
pleteness and include terms such as coverage as a synonym
for completeness. Finally, we also intend to select other core
dimensions like accuracy or timeliness of knowledge graphs
and replicate the review process for in-depth analysis as a data
quality dimension.

We hope that researchers find this work as a comprehensive
introduction to LD completeness and identify future research
challenges to address.
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