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In Praise of Belief Bases:
Doing Epistemic Logic without Possible Worlds

Emiliano Lorini
CNRS-IRIT, Toulouse University, France

Abstract

We introduce a new semantics for a logic of explicit and
implicit beliefs based on the concept of multi-agent belief
base. Differently from existing Kripke-style semantics for
epistemic logic in which the notions of possible world and
doxastic/epistemic alternative are primitive, in our semantics
they are non-primitive but are defined from the concept of
belief base. We provide a complete axiomatization and a de-
cidability result for our logic.

Introduction

Epistemic logic and, more generally, formal epistemology
are the areas at the intersection between philosophy (Hin-
tikka 1962), artificial intelligence (AI) (Fagin et al. 1995;
Meyer and van der Hoek 1995) and economics (Lismont
and Mongin 1994) devoted to the formal representation of
epistemic attitudes of agents including belief and knowl-
edge. An important distinction in epistemic logic is between
explicit belief and implicit belief. According to (Levesque
1984), “...a sentence is explicitly believed when it is actively
held to be true by an agent and implicitly believed when it
follows from what is believed” (p. 198). This distinction
is particularly relevant for the design of resource-bounded
agents who spend time to make inferences and do not be-
lieve all facts that are deducible from their actual beliefs.

The concept of explicit belief is tightly connected with
the concept of belief base (Nebel 1992; Makinson 1985;
Hansson 1993; Rott 1998). In particular, an agent’s be-
lief base, which is not necessarily closed under deduction,
includes all facts that are explicitly believed by the agent.
Nonetheless, existing logical formalizations of explicit and
implicit beliefs (Levesque 1984; Fagin and Halpern 1987)
do not clearly account for this connection.

The aim of this paper is to fill this gap by providing a
multi-agent logic that precisely articulates the distinction be-
tween explicit belief, as a fact in an agent’s belief base, and
implicit belief, as a fact that is deducible from the agent’s
explicit beliefs, given the agents’ common ground. The con-
cept of common ground (Stalnaker 2002) corresponds to the
body of information that the agents commonly believe to be
the case and that has has to be in the deductive closure of
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their belief bases. The multi-agent aspect of the logic lies in
the fact that it supports reasoning about agents’ high-order
beliefs, i.e., an agent’s explicit (or implicit) belief about the
explicit (or implicit) belief of another agent.

Differently from existing Kripke-style semantics for epis-
temic logic in which the notions of possible world and dox-
astic/epistemic alternative are primitive, in the semantics of
our logic the notion of doxastic alternative is defined from
— and more generally grounded on — the concept of belief
base.

We believe that an explicit representation of agents’ belief
bases is crucial in order to facilitate the task of designing
intelligent systems such as robotic agents or conversational
agents. The problem of extensional semantics for epistemic
logic, whose most representative example is the Kripkean
semantics, is their being too abstract and too far from the
agent specification. More generally, the main limitation of
the Kripkean semantics is that it does not say from where
doxastic alternatives come from thereby being ungrounded.'

The paper is organized as follows. We first present the
language of our logic of explicit and implicit beliefs. Then,
we introduce a semantics for this language based on the no-
tion of multi-agent belief base. We also consider two addi-
tional Kripke-style semantics in which the notion of dox-
astic alternative is primitive. These additional semantics
will be useful for proving completeness and decidability of
our logic. We show that the three semantics are all equiva-
lent with respect to the formal language under consideration.
Then, we provide an axiomatization for our logic of explicit
and implicit belief and prove that its satisfiability problem
is decidable. After having discussed related work, we con-
clude.

A Language for Explicit and
Implicit Beliefs

LDA (Logic of Doxastic Attitudes) is a logic for reason-
ing about explicit beliefs and implicit beliefs of multiple
agents. Assume a countably infinite set of atomic propo-
sitions Atm = {p,q,...} and a finite set of agents Agt =
{1,...,n}.

!The need for a grounded semantics for doxastic/epistemic log-
ics has been pointed out by other authors including (Lomuscio, Qu,
and Raimondi 2015).



We define the language of the logic LDA in two steps. We
first define the language Lo (Atm) by the following grammar
in Backus-Naur Form (BNF):

a = p|oalag Ao | Ea

where p ranges over Atm and ¢ ranges over Agt. Lo(Atm)
is the language for representing explicit beliefs of multiple
agents. The formula E;« is read “agent 7 explicitly (or ac-
tually) believes that « is true”. In this language, we can
represent high-order explicit beliefs, i.e., an agent’s explicit
belief about another agent’s explicit beliefs.

The language L£(Atm), extends the language Lo(Atm)
by modal operators of implicit belief and is defined by the
following grammar:

e u= al-eleiAe | Lip
where « ranges over Lo(At¢m). For notational convenience
we write Ly instead of Ly(Atm) and L instead of L(Atm),
when the context is unambiguous.

The other Boolean constructions T, L, VV, — and <> are
defined from «a, — and A in the standard way.

For every formula ¢ € £, we write Atm(y) to denote
the set of atomic propositions of type p occurring in .
Moreover, for every set of formulas X C L, we define
Atm(X) = U,ex Atm(p).

The formula I;p has to be read “agent ¢ implicitly (or
potentially) believes that ¢ is true”. We define the dual op-
erator fi as follows:

- def
IigO = _\Ii_‘fp.

I, has to be read “p is compatible with agent 7’s implicit
beliefs”.

Formal Semantics

In this section, we present three formal semantics for the
language of explicit and implicit beliefs defined above. In
the first semantics, the notion of doxastic alternative is not
primitive but it is defined from the primitive concept of be-
lief base. The second semantics is a Kripke-style semantics,
based on the concept of notional doxastic model, in which
an agent’s set of doxastic alternatives coincides with the set
of possible worlds in which the agent’s explicit beliefs are
true. The third semantics is a weaker semantics, based on
the concept of guasi-notional doxastic model. It only re-
quires that an agent’s set of doxastic alternatives has to be
included in the set of possible worlds in which the agent’s
explicit beliefs are true. At a later stage in the paper, we will
show that three semantics are equivalent with respect to the
formal language under consideration.

Multi-agent belief base semantics

We first consider the semantics based on the concept of
multi-agent belief base that is defined as follows.
Definition 1 (Multi-agent belief base) A multi-agent be-
lief base is a tuple B = (By, ..., B,, V) where:

e foreveryi € Agt, B; C Ly is agent i’s belief base,

o V C Atm is the actual state.

A similar concept is used in belief merging (Koieczny and
Pérez 2002) in which each agent is identified with her belief
base. Our concept of multi-agent belief base also includes
the concept of actual state, as the set of true atomics facts.

The sublanguage Lo(Atm) is interpreted with respect to
multi-agent belief bases, as follows.

Definition 2 (Satisfaction relation) Ler B =
(B1, ..., Bn, V) be a multi-agent belief base. Then:

BlEp < peV

BlE-a < BFa
BEayANay <= BEajand B as
BEEa < ac€bB

The following definition introduces the concept of doxas-
tic alternative.

Definition 3 (Doxastic alternatives) Let B = (By, ...,
By, V)and B' = (By,..., B}, V') be two multi-agent be-
lief bases. Then, BR;B' if and only if, for every a. € B;,
B a.

BR;B’ means that B’ is a doxastic alternative for agent ¢
at B (i.e., at B agent ¢ considers B’ possible). The idea of
the previous definition is that B’ is a doxastic alternative for
agent 7 at B if and only if, B’ satisfies all facts that agent i
explicitly believes at B.

A multi-agent belief model (MAB) is defined to be a
multi-agent belief base supplemented with a set of multi-
agent belief bases, called context. The latter includes all
multi-agent belief bases that are compatible with the agents’
common ground (Stalnaker 2002), i.e., the body of informa-
tion that the agents commonly believe to be the case.

Definition 4 (Multi-agent belief model) A multi-agent be-
lief model (MAB) is a pair (B, Ctt), where B is a multi-
agent belief base and Ctt is a set of multi-agent belief bases.
The class of MABs is denoted by ML AB.

Note that in the previous definition we do not require B €
Czt. Let us illustrate the concept of MAB with the aid of an
example.

Example 1 Ler Agt = {1,2} and Atm = {p,q}. More-
over; let (By, Ba, V') such that:

Bl = {pa E2p}7
By = {p},
V ={p,q}.

Suppose that the agents have in their common ground the
fact p — q. In other words, they commonly believe that p
implies q. This means that:

Crt={B": B Ep—q}.

The following definition generalizes Definition 2 to the
full language L£(A¢m). Its formulas are interpreted with re-
spect to MABs. (Boolean cases are omitted, as they are de-
fined in the usual way.)

Definition 5 (Satisfaction relation (cont.)) Let
(B, Czt) € MAB. Then:
(B,Cit) Fa <= BEa«a
(B, Cxt) E1;p <= VB € Cut:if BR;B' then

(B, Cxt) =



Let us go back to the example.

Example 2 [t is to check that the following holds:
(B, Cat) EIi(p A @) ANT2(p Aq) NTiI2(p A q).
Indeed, we have:

Ri(B)NCxt ={B": B EpAExpA(p—q)},

Ro(B)N Cat ={B' : B ' E=pA(p—q)},
and, consequently,

(RioRa(B))NCut ={B :B"=pA(p—q)},
where o is the composition operation between binary rela-
tions and R;(B) = {B’ : BR;B'}.

Here, we consider consistent MABs that guarantee con-
sistency of the agents’ belief bases. Specifically:

Definition 6 (Consistent MAB) (B, Czt) is a consistent
MAB (CMAB) if and only if, for every B' € CxtU{B}, there
exists B € Cxt such that B'R;B". The class of CMABs is
denoted by CMIAB.

Let ¢ € L, we say that ¢ is valid for the class of CMABs
if and only if, for every (B, Cit) € CMAB, we have
(B, Czt) = ¢. We say that ¢ is satisfiable for the the class
of CMABs if and only if —¢p is not valid for the the class of
CMAB:S.

Notional doxastic model semantics

Let us now consider the semantics for LDA based on the
concept of notional doxastic model (NDM). It is defined in
the next Definition 7, together with the satisfaction relation
for the formulas of the language L£(Atm).

Definition 7 (Doxastic model) A notional doxastic model
(NDM) is a tuple M = (W, D, N, V) where:

o W is a set of worlds,

o D: Agt x W — 2% is a doxastic function,

o NV : Agt x W — 2W is a notional function, and
o V: Atm — 2W is a valuation function,

and that satisfies the following conditions for all i € Agt
andw € W:

(C1) N(i,w) = Noepiw) llellv, and
(C2) there exists v € W such that v € N (i, w),
with:

(M,w) Ep < weV(p)
(M,w) E—p = (M,w) e
(Mw) oAy = (M,w) Fpand (M,w) = ¢
(M,w) EEja <— a€D(i,w)
(M,w) ELip < YoeN(iw): (Mv)Eep

and

llal|lv = {veW: (Mv) | a}.

The class of notional doxastic models is denoted by NDIMVI.

We say that a NDM M = (W, A, D,N,V) is finite if
and only if W, D(i,w) and V! (w) are finite sets for every
i € Agt and for every w € W, where V™! is the inverse
function of V.

For every agent 7 and world w, D(i,w) denotes agent i’s
set of explicit beliefs at w.

The set N (i,w), used in the interpretation of the implicit
belief operator I, is called agent ¢’s set of notional worlds at
world w. The term ‘notional’ is taken from (Dennett 1996;
1988) (see, also, (Konolige 1986)): an agent’s notional
world is a world in which all the agent’s explicit beliefs are
true. This idea is clearly expressed by the Condition C1.
According to the Condition C2, an agent’s set of notional
worlds must be non-empty. This guarantees consistency of
the agent’s implicit beliefs.

Let ¢ € L, we say that ¢ is valid for the the class of
NDMs if and only if, for every M = (W, A, D,N,V) €
NDM and for every w € W, we have (M,w) = ¢. We
say that ¢ is satisfiable for the the class of NDMs if and only
if = is not valid for the the class of NDMs.

Quasi-model semantics

In this section we provide an alternative semantics for the
logic LDA based on a more general class of models, called
quasi-notional doxastic models (quasi-NDMs). This seman-
tics will be fundamental for proving completeness of LDA.

Definition 8 (Quasi-notional doxastic model) A  quasi-
notional doxastic model (quasi-NDM) is a tuple
M = (W,D,N,V) where W,D,N' and V are as in
Definition 7 except that Condition CI is replaced by the
Sfollowing weaker condition, for all i € Agt and w € W:

The class of quasi-notional doxastic models is denoted by
QNDM. Truth conditions of formulas in £ relative to this
class are the same as truth conditions of formulas in £ rela-
tive to the class NDM. Validity and satisfiability of a LDA
formula ¢ for the the class of quasi-NDMs are defined in the
usual way.

As for NDMs, we say that a quasi-NDM M =
(W, D, N, V) is finite if and only if W, D (i, w) and V! (w)
are finite sets for every i € Agt and for every w € W.

Equivalences between semantics

The present section is devoted to present equivalences be-
tween the different semantics for the language £(Atm). The
results of the section are summarized in Figure 1.

The figure highlights that the five semantics for the lan-
guage L(Atm) defined in the previous section are all equiv-
alent, as from every node in the graph we can reach all other
nodes.

Equivalence between quasi-NDMs and finite quasi-
NDMs We use a filtration argument to show that if a for-
mula ¢ of the language £ is true in a (possibly infinite)
quasi-NDM then it is true in a finite quasi-NDM.



NDMS cusssusinsassama i 5 nuasi_NDMs

TheoremﬁV A

CMABs

Theorem 1

finite NDMs «———— finite quasi-NDMs

Theorem 2

Figure 1: Relations between semantics. An arrow means
that satisfiability relative to the first class of structures im-
plies satisfiability relative to the second class of structures.
Dotted arrows denote relations that follow straightforwardly
given the inclusion between classes of structures.

Let M = (W,D,N,V) be a (possibly infinite) quasi-
NDM and let ¥ C £ be an arbitrary finite set of formulas
which is closed under subformulas. (Cf. Definition 2.35 in
(Blackburn, de Rijke, and Venema 2001) for a definition of
subformulas closed set of formulas.) Let the equivalence re-
lation =y, on W be defined as follows. For all w,v € W:

w=xnviff Vo € ¥ (M, w) = piff (M,v) = ¢.

Let |w|x be the equivalence class of the world w with respect
to the equivalence relation =s;.

We define Wy, to be the filtrated set of worlds with respect
to X:

Wy ={|lw|g :we W}

Clearly, Wy, is a finite set.
Let us define the filtrated valuation function Vs,. For every
p € Atm, we define:

Vsi(p) = {|wls : (M,w) E p}
Vs(p) =0

The next step in the construction consists in defining the
filtrated doxastic function. For every ¢ € Agt and for every
|wly, € Wy, we define:

Ds (i, Jwls) = D(i,w) N 3.

ifp e Atm(X)
otherwise

Finally, for every i € Agt and for every |w|x € Wy, we
define agent ¢’s set of notional worlds at |w|y; as follows:

Ns (i, |w]s) = {|v]s : v € N(i,w)}.

We call the model My, = (W, A, Ds:, N, Vs) the fil-
tration of M under X.
We can state the following filtration lemma.

Lemma 1 Let ¢ € ¥ and let w € W. Then, (M,w) = ¢ if
and only if (My, [wls) = .

PROOF. The proof is by induction on the structure of ¢. For
the ease of exposition, we prove our result for the language
£ in which the “diamond” operator I, is taken as primitive
and the “box” operator I; is defined from it. Since the two
operators are inter-definable, this does not affect the validity
of our result.

The case ¢ = p is immediate from the definition of Vy.
The boolean cases ¢ = =) and ¢ = 1)1 A1)y follow straight-
forwardly from the fact that ¥ is closed under subformulas.
This allows us to apply the induction hypothesis.

Let us prove the case ¢ = E;a.

(=) Suppose (M,w) E E;a with E;a € Y. Thus,
a € D(i,w). Hence, by definition of Dyx (i, |w|y) and
the fact that X is closed under subformulas, we have o« €
Ds (i, |w]x). It follows that (M, |w|s) = E;a.

(<) For the other direction, suppose (Msy, |w|x) E E;«
with E;a € X. Thus, o € Dx (7, |w|x). Hence, by definition
of D (i, |wlx), a € D(i,w).

Let us conclude the proof for the case ¢ = fi@/). It is easy
to check that Ay gives rise to the smallest filtration and that
the following two properties hold for all w,v € W and for
all i € Agt:

(i) ifv € N(i,w) then |v|s € N (i, |w|s), and

(ii) if [v]y € Ns(i, |w|s) then for all T, € X, if M,v = ¢

then M, w = I¢.

(=) Suppose (M, w) = 1,4 with T;40 € X. Thus, there
exists v € N (i, w) such that (M, v) = 1. By the previous
item (i), [v]s € Ns(i,|w|s). Since ¥ is closed under sub-
formulas, we have v € X. Thus, by the induction hypothe-
sis, (Ms, |v]s) = . It follows that (Ms, |w|s) = ;4.

(<) For the other direction, suppose (Ms, |w|s) E I,
with T;¢) € X. Thus, there exists |v|x € Nz (4, |w|s), such
that (My, |v]x) = 9. Since X is closed under subformulas,
by the induction hypothesis, we have (M, v) |= 1. By the
item (ii) above, it follows that (M, w) = T;). [ ]

The next step consists in proving that My is the right
model construction.

Proposition 1 The tuple My, = (Wyg, As, Ds, Ng, V) is
a finite quasi-NDM.

PROOF. Clearly, Msy; is finite. Moreover, it is easy to verify
that it satisfies the Condition C2 in Definition 7. We are go-
ing to prove that it satisfies the Condition C1* in Definition

By Lemma 1, if @ € D(i,w) N X then ||a|py = {|v]s :
v € ||a||as }- Moreover, as M is a quasi-NDM, we have

NGwye () llalwe )

aeD(i,w) a€eD(i,w)NX

llexl[ar-

Hence, by definition of N5 (7, |w|x) and Ds,
N (i, [wls) € ﬂ

aEDE(i,\w\E)

e ars-

The following is our first result about equivalence be-
tween the semantics in terms of quasi-NDMs and the se-
mantics in terms of finite quasi-NDMS.

Theorem 1 Let p € L. Then, if ¢ is satisfiable for the class
of quasi-NDMs, if and only if it is satisfiable for the class of
finite quasi-NDMs.



PROOF. The right-to-left direction is obvious. As for the
left-to-right direction, let M be a possibly infinite quasi-
NDM and let w be a world in M such that (M, w) E .
Moreover, let sub(p) be the set of subformulas of ¢. Then,
by Lemma 1 and Proposition 1, (My(e), [W|sub(e)) F @
and M, () is a finite quasi-NDM. |

Equivalence between finite NDMs and finite quasi-
NDMs As the following theorem highlights, the LDA se-
mantics in terms of finite NDMs and the LDA semantics in
terms of finite quasi-NDMs are equivalent.

Theorem 2 Let o € L. Then, @ is satisfiable for the class
of finite NDMss if and only if  is satisfiable for the class of
finite quasi-NDMss.

PROOF. The left-to-right direction is obvious. We are going
to prove the right-to-left direction.

Let M = (W,D,N,V) be a finite quasi-NDM that sat-
isfies ¢, i.e., there exists w € W such that (M,w) E .
Let

T (M) = Upew,icag Atm(D(i,w))

be the terminology of model M including all atomic propo-
sitions that are in the explicit beliefs of some agent at some
world in M. Since M is finite, 7 (M) is finite too.

Let us introduce an injective function:

[ Agt x W — Atm \ (T(M) U Atm(p))

which assigns an identifier to every agent in Ag¢ and world
in W. The fact that A¢m is infinite while W, 7 (M) and
Atm(¢p) are finite guarantees that such an injection exists.
The next step consists in defining the new model M’ =
(W, D' \N', V") with W = W, N = N and where D’
and V' are defined as follows.
For every i € Agt and for every w € W

D' (i,w) = D(i,w) U {f(i,w)}.

Moreover, for every p € Atm:

V'(p) =V(p) ifp e T(M)U Atm(p),
V'(p) = N(i,w) ifp=f(i,w),
V(p)=0 otherwise.

Itis easy to verify that N (i, w) = ,epr (i) |l ar for
all i € Agt and for all w € W' and, more generally, that M’
is a finite NDM.

By induction on the structure of ¢, We prove that, for all
we W, “(M,w) | iff (M, w) = ¢”.

The case ¢ = p is immediate from the definition of ).
By the induction hypothesis, we can prove the boolean cases
@ = —p and ¢ = 1)1 A 1 in a straightforward manner.

Let us prove the case ¢ = E;a.

(=) Suppose (M,w) | E;o. Then, we have a €
D(i,w). Hence, by the definition of D', o € D’ (i, w). Thus,
(M',w) | E;a.

(<) Suppose (M',w) &= E;a. Then, we have a €
D'(i,w). The definition of D’ ensures that o # f (i, w),

since f(i,w) ¢ Atm(E;a). Thus, o € D(i,w) and, conse-
quently, (M, w) E E;a.

Let us prove the case ¢ = I;4. (M, w) = I;3) means that
(M,v) = o for all v € N(4,w). By induction hypothesis
and the fact that V' (¢, w) = N’ (i, w), the latter is equivalent
to (M',v) = 1 for all v € N (i, w). The latter means that
(M, w) E L.

Since M satisfies ¢ and “(M, w) [ ¢ iff (M, w) E ¢”
for all w € W, M’ satisfies ¢ as well. [ |

Equivalence between CMABs and NDMs Our third
equivalence result is between CMABs and NDMs.

Theorem 3 Let v € L. Then, ¢ is satisfiable for the class of
CMABSs if and only if ¢ is satisfiable for the class of NDMs.

PROOF. We first prove the left-to-right direction. Let
(B, Cxt) be a CMAB with B = (By,...,B,, V) and
such that (B, Czt) = ¢. We define the structure M =
(W, D, N, V) as follows:

Y W — {’LUB/ ZB/ c Cxt U {B}}a

o for every i € Agt and for every wg: € W, if B’ =
(a/IC7B{7 "'7BT/L1 V/) then D(l,'LUB/) = B;’

e forevery i € Agt and for every wg € W, N (i, wp:) =
ﬂaG’D(i,wB/){wB” cW:B" ': a},

e forevery p € Atm,V(p) = {wp € W : B’ = p}.

One can show that M so defined is a NDM. Moreover,
by induction on the structure of ¢, one can prove that, for
all wg: € W, M,wp = ¢ iff (B’, Cxt) = ¢. Thus,
(Ma U]B) ': P-

We now prove the right-to-left direction. Let M =
(W, D,N,V) be aNDM and let w be a world in W such that
(M,w) = . Let us say thata NDM M = (W,D,N,V)
is non-redundant iff there are no w,v € W such that
V=l(w) = V~1(v), and, forall i € Agt, D(i,w) = D(i,v).
It is straightforward to show that if ¢ is satisfiable for the
class of NDMs then ¢ is satisfiable for the class of non-
redundant NDMs. Thus, from the initial model M, we can
find a non-redundant NDM M’ = (W' D' N’ V') and
v € W’ such that (M’,v) = ¢. For every u € W' we
define B* = (B, ..., BY, V") such that B* = D(i, u) for
every i € Agt and V* = V~1(u). Moreover, we define the
context Cxt = {B" : u € W’'}. One can show that, for
every B* € Cut, (B", Cxt) is a CMAB. The fact that M’
is non-redundant is essential to guarantee that there is a one-
to-one correspondence between W’ and Czt. By induction
on the structure of ¢, one can prove that, for all B* € Cat,
(B*, Cat) = @ iff M, u |= ¢. Thus, BY |= .

Axiomatics and decidability

This section is devoted to provide an axiomatization and a
decidability result for LDA. To this aim, we first provide a
formal definition of this logic.



Definition 9 We define LDA to be the extension of classical
propositional logic given by the following axioms and rule
of inference:

(IZ‘QO VAN Iz(@ — w)) — Iid} (KIZ)
~(Tip A Timyp) D1,)
E,a — L« (Intg, 1,)

i (Necr,)
Lip

We denote that ¢ is derivable in LDA by i pa . We say
that ¢ is LDA-consistent if b/ pa —.

The logic LDA includes the principles of system KD for
the implicit belief operator I, as well as an axiom Intg, 1,
relating explicit belief with implicit belief. Note that there
is no consensus in the literature about introspection for im-
plicit belief. For instance, in his seminal work on the logics
of knowledge and belief (Hintikka 1962), Hintikka only as-
sumed positive introspection for belief (Axiom 4) and re-
jected negative introspection (Axiom 5). Other logicians
such as (Jones 2015) have argued against the use of both pos-
itive and negative introspection axioms for belief. Nonethe-
less, all approaches unanimously assume that a reasonable
notion of implicit belief should satisfy Axioms K and D. In
this sense, system KD can be conceived as the minimal logic
of implicit belief. On this point, see (Banerjee and Dubois
2014).

To prove our main completeness result, we first prove a
theorem about soundness and completeness of LDA for the
class of quasi-NDM:s.

Soundness and completeness for quasi-NDMs To prove
completeness of LDA for the class of quasi-NDMs, we use
a canonical model argument.

We consider maximally LDA-consistent sets of formu-
las in £ (MCSs). The following proposition specifies some
usual properties of MCSs.

Proposition 2 Let I' be a MCS and let p,1) € L. Then:
o ifp, o =Y el theny €Ty

e pelor—pel;

e oVyeliffpeloryel.

The following is the Lindenbaum’s lemma for our logic.
Its proof is standard (cf. Lemma 4.17 in (Blackburn, de Ri-
jke, and Venema 2001)) and we omit it.

Lemma 2 Let A be a LDA-consistent set of formulas. Then,
there exists a MCS T such that A C T'.

Let the canonical quasi-NDM model be the tuple M =
(We, D¢, N¢, Ve) such that:

e V¢ is set of all MCSs;

e for all w € W€, for all i € Agt and for all « € Lo,
a € D(i,w) iff E;a € w;

e forall w,v € W€ and forall i € Agt, v € N°(i,w) iff,
forall p € L,if I, € w then ¢ € v;

e forallw € W¢andforall p € Atm,w € V¢(p)iff p € w.

The next step in the proof consists in stating the following
existence lemma. The proof is again standard (cf. Lemma
4.20 in (Blackburn, de Rijke, and Venema 2001)) and we
omit it.

Lemma 3 Let ¢ € L and let w € WC. Then, if T;p € w
then there exists v € N(i,w) such that ¢ € v.

Then, we prove the following truth lemma.

Lemma 4 Let ¢ € L and let w € W°. Then, M, w = ¢
iff ¢ € w.

PROOF. The proof is by induction on the structure of the
formula. The cases with ¢ atomic, Boolean, and of the form
I;% are provable in the standard way by means of Propo-
sition 2 and Lemma 3 (cf. Lemma 4.21 in (Blackburn, de
Rijke, and Venema 2001)). The proof for the case ¢ = E;«
goes as follows: E;a € wiff a € D°(i, w) iff M, w = E;a.

u

The last step consists in proving that the canonical model
belongs to the class QINDM.

Proposition 3 M€ is a quasi-NDM.

PROOF. Thanks to Axiom (Dy,), it is easy to prove that M“
satisfies Condition C2 in Definition 7.

Let us prove that it satisfies Condition C1* in Definition
8. To this aim, we just need to prove that if « € D°(i,w)
then N“(7,w) C ||o||pare. Suppose a € D(i,w). Thus,
E;a € w. Hence, by Axiom (Intg, 1,) and Proposition 2,
I, € w. By the definition of M€, it follows that, for all v €
Ne€(i,w), o € v. Thus, by Lemma 4, for all v € N (i, w),
(M€, v) | «. The latter means that N°(i, w) C ||c||pre. B

The following is our first intermediate result.

Theorem 4 The logic LDA is sound and complete for the
class of quasi-NDMs.

PROOF. As for soundness, it is routine to check that the
axioms of LDA are all valid for the class of quasi-NDMs
and that the rule of inference (Necy,) preserves validity.

As for completeness, suppose that ¢ is a LDA-consistent
formula in £. By Lemma 2, there exists w € W€ such that
¢ € w. Hence, by Lemma 4, there exists w € W€ such
that M“,w = . Since, by Proposition 3, M€ is a quasi-
NDM, we can conclude that ¢ is satisfiable for the class of
quasi-NDMs. |

Soundness and completeness for NDMs and CMABs
We can state the two main results of this section. The first is
about soundness and completeness for the class of NDMs.

Theorem 5 The logic LDA is sound and complete for the
class of NDMs.

PROOF. It is routine exercise to verify that LDA is sound for
the class of NDMs. Now, suppose that formula ¢ is LDA-
consistent. Then, by Theorems 4 and 1, it is satisfiable for
the class of finite quasi-NDMs. Hence, by Theorem 2, it is
satisfiable for the class of finite NDMs. Thus, more gener-
ally, ¢ is satisfiable for the class of NDMs. |



The second is about soundness and completeness for the
class of CMABs.

Theorem 6 The logic LDA is sound and complete for the
class of CMABs.

SKETCH OF PROOF. The theorem is provable by means of
Theorem 5 and Theorem 3. |

Decidability The second main result of this section is de-
cidability of LDA.

Theorem 7 The satisfiability problem of LDA is decidable.

PROOF. Suppose ¢ is satisfiable for the class of NDMs.
Thus, by Theorem 5, it is LDA-consistent. Hence, by The-
orem 4, it is satisfiable for the class of quasi-NDMs. From
the proof of Theorem 1, we can observe that if ¢ is satisfi-
able for the class of quasi-NDMs then there exists a quasi-
NDM satisfying ¢ such that (i) its set of worlds contains
at most 2" elements, (ii) the atomic propositions outside
Atm(sub(p)) are false everywhere in the model, and (iii)
the belief base of an agent at a world contains only formu-
las from sub(p), where n is the size of sub(y). The con-
struction in the proof of Theorem 2 ensures that from this
finite quasi-NDM, we can built a finite NDM satisfying ¢
for which (i) holds and such that (iv) the atomic proposi-
tions outside Atm(sub(p)) U X are false everywhere in the
model, and (v) the belief base of an agent at a world contains
only formulas from sub(p) U X, where X is an arbitrary set
of atoms from A¢m \ (Atm(y)) of size at most 2" X | Agt|.
Thus, in order to verify whether ¢ is satisfiable, we fix a X
and check satisfiability of ¢ for all NDMs satisfying (i), (iv)
and (v). There are finitely many NDMs of this kind. ]

Related work

The present work lies in the area of logics for non-
omniscient agents. Purely syntactic approaches to the logi-
cal omniscience problem have been proposed in which an
agent’s beliefs are described either by a set of formulas
which is not necessarily closed under deduction (Eberle
1974; Moore and Hendrix 2011) or by a set of formulas ob-
tained by the application of an incomplete set of deduction
rules (Konolige 1986). Logics of time-bounded reasoning
have also been studied (Alechina, Logan, and Whitsey 2004;
Grant, Kraus, and Perlis 2000), in which reasoning is a rep-
resented as a process that requires time due to the time-
consuming application of inference rules. Finally, logics
of (un)awareness have been studied both in Al (Fagin and
Halpern 1987; van Ditmarsch and French 2014; Agotnes
and Alechina 2014) and economics (Modica and Rustichini
1994; Heifetz, Meyer, and Schipper 2006; Halpern and Régo
2009).

The closest system to our logic LDA is the logic of local
reasoning by (Fagin and Halpern 1987) in which the distinc-
tion between explicit and implicit beliefs is also captured.
Fagin & Halpern (F&H) use a neighborhood semantics for
explicit belief: every agent is associated with a set of sets
of worlds, called frames of mind. They define an agent’s

set of doxastic alternatives as the intersection of the agent’s
frames of mind. According to F&H’s semantics, an agent
explicitly believes that ¢ if and only if she has a frame of
mind in which ¢ is globally true. Moreover, an agent im-
plicitly believes that ¢ if and only if, ¢ is true at all her
doxastic alternatives. In their semantics, there is no repre-
sentation of an agent’s belief base, corresponding to the set
of formulas explicitly believed by the agent. Moreover, dif-
ferently from our notion of explicit belief, their notion does
not completely solve the logical omniscience problem. For
instance, while their notion of explicit belief is closed under
logical equivalence, our notion is not. Specifically, the fol-
lowing rule of equivalence preserves validity in F&H’s logic
but not in our logic:

o+ o
E,a < EZ'O/

This is a consequence of their use of an extensional seman-
tics for explicit belief. Levesque too provides an extensional
semantics for explicit belief with no connection with the no-
tion of belief base (Levesque 1984). In his logic, explicit
beliefs are closed under conjunction, while they are not in
our logic LDA.

Conclusion

We have presented a logic of explicit and implicit beliefs
with a semantics based on belief bases. In the future, we
plan to study a variant of this logic in which explicit and
implicit beliefs are replaced by truthful explicit and implicit
knowledge. At the semantic level, we will move from multi-
agent belief bases to multi-agent knowledge bases in which
the epistemic accessibility relation R; is assumed to be re-
flexive. The logic will include the following extra-axiom:

Lip—=o (Ty,)

We also expect to study a variant of our logic with the fol-
lowing extra-axioms of positive and negative introspection
for implicit beliefs:

Lip— LiLip (41,)
—Lip — IinLp (51,)

Moreover, we plan to extend the logic LDA and its epis-
temic variant by concepts of distributed belief and distribute
knowledge.

We will also investigate dynamic extensions of LDA and
its epistemic variant by public announcements (Plaza 1989).
The core idea is that a public announcement directly affects
explicit beliefs. Given the connection between an agent’s
belief base and her implicit beliefs, it should indirectly affect
the latter.

Last but not least, we plan to study the model checking
problem for our logic by using the compact representation
offered by multi-agent belief models, as defined in Defini-
tion 4. As shown by (van Benthem et al. 2015), the possibil-
ity of using compact models could be beneficial for model
checking.
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