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Abstract. We consider a mesoscopic model for a spatially extended FitzHugh-Nagumo neural network
and prove that in the regime where short-range interactions dominate, the probability density of the
potential throughout the network concentrates into a Dirac distribution whose center of mass solves the
classical non-local reaction-diffusion FitzHugh-Nagumo system. In order to refine our comprehension
of this regime, we focus on the blow-up profile of this concentration phenomenon. Our main purpose
here consists in deriving two quantitative and strong convergence estimates proving that the profile
is Gaussian: the first one in a L1 functional framework and the second in a weighted L2 functional
setting. We develop original relative entropy techniques to prove the first result whereas our second
result relies on propagation of regularity.
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1. Introduction

1.1. Physical model and motivations. Over the last century, mathematical models were built in
order to describe biological neural activity, laying the groundwork for computational neuroscience.
We mention the pioneer work A. Hodgkin and A. Huxley [21] who derived a precise model for the
voltage dynamics of a nerve cell submitted to an external input. However a general and precise
description of cerebral activity seems out of reach, due to the number of neurons, the complexity of their
behavior and intricate interactions. Therefore, numerous simplified models arose from neuroscience
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over the last decade allowing to recover some of the behaviors observed in regimes or situations of
interest. They may usually be interpreted as the mean-field limit of stochastic microscopic models.
We mention integrate-and-fire neural networks [4, 7, 5], time-elapsed neuronal models [9, 8, 10, 30]
and also McKean-Vlasov models including voltage and conductance variables [6, 31]. In this article,
we study a FitzHugh-Nagumo neural field represented by its distribution µ(t,x,u) depending on time
t, position x ∈ K with K a compact set of Rd, and u = (v, w) ∈ R2 where v stands for the membrane
potential and w is an adaptation variable. The distribution µ is normalized by the total density ρ0(x)
of neuron at position x. Therefore µ is a non-negative function taken in C 0

(
R+ ×K , L1

(
R2
))

which
verifies ∫

R2

µ(t,x,u) du = 1, ∀ (t,x) ∈ R+ ×K ,

and which solves the following McKean-Vlasov equation (see [11, 12, 27] for other instances of such
model)

∂t µ + ∂v ((N(v)− w −KΦ[ρ0 µ])µ) + ∂w (A (v, w)µ) − ∂2
vµ = 0 ,

where the non-linear term KΦ[ρ0 µ]µ is induced by non-local electrostatic interactions: we suppose
that neurons interact through Ohm’s law and that the conductance between two neurons is given by
an interaction kernel Φ : K2 → R which depends on their position, this yields

KΦ[ρ0 µ](t,x, v) =

∫
K×R2

Φ(x,x′) (v − v′) ρ0(x′)µ(t, x′,u′)dx′ du′ .

Moreover, the other terms are associated to the individual behavior of each neuron, given in our context
by the model built by R. FitzHugh and J. Nagumo in [17, 28]. They consist in a drift N ∈ C 2 (R),
which is a confining non-linearity: setting ω(v) = N(v)/v we suppose

lim sup
|v|→+∞

ω(v) = −∞ ,(1.1a)

sup
|v| ≥ 1

|ω(v)|
|v|p−1

< +∞ ,(1.1b)

for some p ≥ 2. For instance, these assumptions are met by the original model proposed by R.
FitzHugh and J. Nagumo, where N is a cubic non-linearity

N(v) = v − v3 .

On top of that A drives the dynamics of the adaptation variable, it is given by

A(v, w) = a v − bw + c ,

where a, c ∈ R and b > 0. We also add a diffusion term with respect to v in order to take into account
random fluctuations of the voltage. This type of model has been rigorously derived as the mean field
limit of microscopic model in [1, 3, 12, 27, 25]. Well posedeness of the latter equation is well known
and we do not discuss it here. We refer to [2, Theorem 2.3] for a precise discussion over that matter.

1.2. Regime of strong short-range interactions. In this article we consider a situation where Φ
decomposes as follows

Φ(x,x′) = Ψ(x,x′) +
1

ε
δ0(x− x′) ,

where the Dirac mass δ0 accounts for short-range interactions whereas the interaction kernel Ψ models
long-range interactions: it is ”smoother” then δ0 since we suppose Ψ ∈ C 0

(
Kx, L

1 (Kx′)
)

and assume
the following bounds to hold

(1.2) sup
x∈K

∫
K

∣∣Ψ(x′,x)
∣∣ +

∣∣Ψ(x,x′)
∣∣r dx′ < +∞ ,

for some r > 1 (we denote r′ its conjugate: r′ = (r − 1)/r). We point out that our assumptions on Ψ
are quite general, this is in line with other works which put great efforts in order to consider general
interactions [22]. The scaling parameter ε represents the magnitude of short-range interactions; we
focus on the regime where they dominate, that is, when ε� 1. From these assumptions, the equation
on µ can be rewritten as

(1.3) ∂t µ
ε + ∂v ((N(v)− w −KΨ[ρε0 µ

ε])µε) + ∂w (A (v, w)µε) − ∂2
vµ

ε =
ρε0
ε
∂v ((v − Vε)µε) ,
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where the averaged voltage and adaptation variables Uε = (Vε,Wε ) at a spatial location x are defined
as

(1.4)


Vε(t,x) =

∫
R2

v µε(t,x,u) du ,

Wε(t,x) =

∫
R2

w µε(t,x,u) du .

Previous works already went through the analysis of the asymptotic ε � 1 and it was proven that
in this regime the voltage distribution undergoes a concentration phenomenon. We mention [11]
which investigates this subject in a deterministic setting using relative entropy methods and also [33]
where the author study this model in a spatially homogeneous framework following a Hamilton-Jacobi
approach. These works conclude that as ε vanishes, µε converges as follows

µε(t,x,u) −→
ε→0

δV(t,x)(v)⊗ µ̄(t,x, w) ,

where the couple (V, µ̄) solves

(1.5)

{
∂t V = N(V) − W − Lρ0 [V ] ,

∂t µ̄ + ∂w (A(V , w) µ̄) = 0 ,

with

W =

∫
R
w µ̄ (t , x , w) dw ,

and where Lρ0 [V ] is a non local operator given by

Lρ0 [V ] = V Ψ ∗r ρ0 − Ψ ∗r (ρ0V) ,

where ∗r is a shorthand notation for the convolution on the right side of any function g with Ψ

Ψ ∗r g(x) =

∫
K

Ψ(x,x′) g(x′) dx′ .

Then the concentration profile of µε around δV was investigated in [2]. The strategy consists in
considering the following re-scaled version νε of µε

µε (t, x, u) =
1

θε
νε
(
t, x,

v − Vε

θε
, w −Wε

)
,

where θε shall be interpreted as the concentration rate of µε around its mean value Vε. Under the
scaling θε =

√
ε, it is proven that

νε ∼
ε→0

ν := Mρε0
⊗ ν̄ ,(1.6)

where ν̄ solves the following linear transport equation

(1.7) ∂t ν̄ − b ∂w (w ν̄) = 0 ,

and where the Maxwellian Mρε0
is defined as

Mρε0(x)(v) =

√
ρε0(x)

2π
exp

(
− ρε0(x)

|v|2

2

)
.

The latter convergence translates on µε as follows

(1.8) µε(t,x,u) ∼
ε→0
Mρ0 |θε|−2 (v − V)⊗ µ(t,x,u) ,

with θε =
√
ε. More precisely, it was proven in [2] that (1.8) occurs up to an error of order ε in

the sense of weak convergence in some probability space. Our goal here is to strengthen the results
obtained in [2] by providing strong convergence estimates for (1.8). The general strategy is to prove
(1.6) on νε in strong topology and then to deduce (1.8) on µε. The main difficulties to achieve this
is twofold. On the one hand, since the norms associated to strong topology are usually not scaling
invariant, the time homogeneous scaling θε =

√
ε comes down to considering well-prepared initial

conditions. Therefore we find an appropriate scaling θε which enables to treat general initial condition.
On the other hand, the proof is made challenging by the cross terms between v and w in (1.3). This
issue is analogous to the difficulty induced by the free transport operator in the context of kinetic
theory [14, 19, 20]. In our context, we propagate regularity in order to overcome this difficulty and

3



obtain error estimates.

This article is organized as follows. We start with Section 2, in which we carry out an heuristic
in order to derive the appropriate scaling θε and then state our two main results. We first provide
convergence estimates for µε in a L1 setting, which is the natural space to consider for such type
of conservative problem (see Theorem 2.2). This result is a direct consequence of the convergence
of the re-scaled distribution νε (see Theorem 2.1) which is obtained in Section 3. Then we propose
convergence estimates in a weighted L2 setting (see Theorem 2.4). Once again this result is the
consequence of the convergence of νε (see Theorem 2.3) provided in Section 4. We emphasize that the
latter result allows us to recover the optimal convergence rates obtained in [2] and to achieve pointwise
convergence estimates with respect to time. This analysis is in line with [27], which focuses on the
regime of weak interactions between neurons (this corresponds to the asymptotic ε→ +∞ in equation
(1.3)).

2. Heuristic and main results

As mentioned before the time homogeneous scaling θε =
√
ε comes down to considering well-

prepared initial conditions. We seek for a stronger result which also applies for ill-prepared initial
conditions. To overcome this difficulty, our strategy consists in adding the following constraint on the
concentration rate

θε (t = 0) = 1 .

In this setting, the equation on νε is obtained performing the following change of variable

(2.1) (t , v , w) 7→
(
t ,
v − Vε

θε
, w −Wε

)
in equation (1.3). Following computations detailed in [2], it yields

(2.2) ∂t ν
ε + divu [ bε0 ν

ε] =
1

(θε)2
∂v

[(
1

2

d

dt
|θε|2 +

ρε0
ε
|θε|2

)
v νε + ∂vν

ε

]
,

where bε0 is given by

(2.3) bε0 (t,x,u) =

 (θε)−1Bε
0 (t,x, θε v, w)

A0 (θεv, w)


and Bε

0 is defined as

Bε
0(t , x , u) = N(Vε + v) − N(Vε) − w − vΨ ∗r ρε0(x) − E (µε) ,

with E (µε) the following error term

(2.4) E (µε (t,x, · )) =

∫
R2

N(v)µε (t,x,u) du − N (Vε (t,x)) ,

and where A0 is the linear version of A

A0(u) = A(u)−A(0) .

Since we expect concentration with Gaussian profileMρε0
as ε vanishes, and keeping the leading order

in (2.2), we find that θε should verify
1

2

d

dt
|θε|2 +

ρε0
ε
|θε|2 = ρε0 ,

θε (t = 0) = 1 ,

whose solution is given by the following explicit formula

(2.5) θε(t, x)2 = ε (1 − exp (−( 2 ρε0(x) t ) / ε)) + exp (−( 2 ρε0(x) t ) / ε) .

Therefore, we obtain a time dependent θε, which is of order
√
ε, up to an exponentially decaying

correction to authorize ill-prepared initial conditions. With this choice, the equation on νε rewrites:

(2.6) ∂t ν
ε + divu [ bε0 ν

ε ] =
1

|θε|2
Fρε0 [ νε ] ,
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where bε0 is given by (2.3) and the Fokker-Planck operator is defined as

Fρε0 [ νε ] = ∂v [ ρε0 v ν
ε + ∂v ν

ε ] .

Let us now precise our assumptions on the initial data. We suppose the following uniform bound-
edness condition on the spatial distribution ρε0

(2.7) ρε0 ∈ C 0 (K ) and m∗ ≤ ρε0 ≤ 1/m∗ ,

as well as moment assumptions on the initial data
sup
x∈K

∫
R2

|u|2pµε0 (x,u) du ≤ mp ,(2.8a)

∫
K×R2

|u|2pr′ ρε0(x)µε0 (x,u) du dx ≤ mp ,(2.8b)

where p and r′ are given in (1.1b) and (1.2), for constants m∗,mp,mp uniform with respect to ε. All
along our analysis, we denote by τw0 the translation by w0 with respect to the w-variable, for any
given w0 in R

τw0 ν (t,x, v, w) = ν (t,x, v, w + w0) .

Since well posedeness of the mean field equation (1.3) and the limiting model (1.5) is well known, we
do not discuss it here and refer to [2, Theorems 2.3 and 2.6] for a precise discussion on that matter.
To apply these results we suppose the following assumptions which are not uniform with respect to ε
on µε0

(2.9)


sup
x∈K

∫
R2

e|u|
2/2 µε0(x,u)du < +∞ ,

sup
x∈K

∥∥∥∇u

√
µε0(x, ·)

∥∥∥
L2(R2)

< +∞ ,

and for the limiting problem (1.5), we suppose

(2.10) (V0 , µ̄0) ∈ C 0 (K)× C 0
(
K , L1 (R)

)
.

2.1. L1 convergence result. In the following result, we provide explicit convergence rates for νε

towards the asymptotic concentration profile of the neural network’s distribution µε in the regime of
strong interactions in the following L1 setting

L∞x L
1
u := L∞

(
K , L1

(
R2
))
.

We prove that the profile of concentration with respect to v is Gaussian and we also characterize
the limiting distribution with respect to the adaptation variable w. We denote by H the Boltzmann
entropy, defined for all function µ : R2 → R+ as follows

H [µ ] =

∫
R2

µ ln (µ) du .

Theorem 2.1. Under assumptions (1.1a)-(1.1b) on the drift N , assumption (1.2) on the interaction
kernel Ψ, consider the unique sequence of solutions (µε)ε> 0 to (1.3) with initial conditions satisfying
assumptions (2.7)-(2.9) and the solution ν to equation (1.7) with an initial condition ν0 such that

(2.11) ν0 ∈ L∞
(
K , W 2 , 1 (R)

)
, and sup

x∈K

∫
R
|w ∂w ν0(x, w)| dw < +∞ .

On top of that, suppose that there exists a positive constant m1 such that it holds

(2.12) sup
ε> 0
‖ νε0 − τw0 ν

ε
0 ‖L∞x L1

u
≤ m1 |w0| , ∀w0 ∈ R ,

and suppose that there exists a positive constant m2 such that

(2.13) sup
ε> 0
‖H [ νε0 ] ‖L∞(K) ≤ m2

2 .

Then, there exists a positive constant C independent of ε such that for all ε less than 1, it holds∫ t

0

∥∥ νε − Mρε0
⊗ ν

∥∥
L∞x L1

u
(s) ds ≤ 2

√
2 t ‖ νε0 − ν0‖1/2L∞x L1

w
+
√
ε
(

4
√
tm2 + C e2 b t

)
,

5



for all time t ≥ 0. In particular, under the compatibility assumption

‖ νε0 − ν0‖1/2L∞x L1
w

=
ε→0

O
(√

ε
)
,

it holds

sup
t∈R+

[
e−2 b t

∫ t

0

∥∥ νε(s) − Mρε0
⊗ ν(s)

∥∥
L∞x L1

u
ds

]
=
ε→0

O
(√

ε
)
.

In this result, the constant C only depends on m1, m∗, mp and mp (see assumptions (2.7)-(2.8b)) and
the data of the problem ν0, N , Ψ and A0.

The proof of this result is divided into two steps. First we prove that νε converges towards the
following local equilibrium of the Fokker-Planck operator

Mρε0
⊗ ν̄ε ,

where ν̄ε is the marginal of νε with respect to the re-scaled adaptation variable

ν̄ε(t , x , w) =

∫
R
νε(t , x , u) dv ,

and solves the following equation, obtained after integrating equation (2.6) with respect to v

(2.14) ∂t ν̄
ε − b ∂w (w ν̄ε) = −a θε ∂w

∫
R
v νε( t , x , u ) dv .

The argument relies on a rather classical relative entropy. However, the analysis becomes more intricate
when it comes to the convergence of the marginal νε. As already mentioned, the proof of convergence
is made challenging by cross terms between v and w in equation (2.6) inducing in equation (2.14) the
following term which involves derivatives of νε

∂w

∫
R
v νε( t , x , u ) dv .

To overcome this difficulty, we perform a change of variable which cancels the latter source term and
then conclude by proving a uniform equicontinuity estimate.

We now interpret Theorem 2.1 on the solution µε to equation (1.3) in the regime of strong interac-
tions

Theorem 2.2. Under the assumptions of Theorem 2.1 consider the unique sequence of solutions
(µε)ε> 0 to (1.3) as well as the unique solution (V , µ) to equation (1.5) with an initial condition
µ0 which fulfills assumption (2.10)-(2.11). On top of that, we suppose the following compatibility
assumption to be fulfilled

(2.15) ‖U0 − Uε0 ‖L∞(K) + ‖ ρ0 − ρε0 ‖L∞(K) + ‖µε0 − µ0‖1/2L∞x L1
w

=
ε→0

O
(√

ε
)
.

There exists (C , ε0) ∈
(
R∗+
)2

such that for all ε less than ε0, it holds∫ t

0
‖µε − µ ‖L∞x L1

u
(s) ds ≤ C eC t

√
ε , ∀ t ∈ R+ ,

where the limit µ is given by

µ := Mρ0 |θε|−2 (v − V)⊗ µ .

In this result, the constant C and ε0 only depend on the implicit constant in assumption (2.15), on the
constants m1, m2 m∗, mp and mp (see assumptions (2.12)-(2.13) and (2.7)-(2.8b)) and on the data
of the problem µ0, N , Ψ and A0.

Proof. Since the norm ‖ · ‖L1(R2) is unchanged by the re-scaling (2.1), this theorem is a straightforward
consequence of Theorem 2.1 and Proposition 2.5, which ensures the convergence of the macroscopic
quantities (Vε,Wε) . �
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On the one hand we obtain L1 in time convergence result which is a consequence of the relative
entropy estimate between νε andMρε0

. This is somehow similar to what is obtained in various classical
kinetic models. Let us mention for instance the diffusive limit for the Vlasov-Poisson-Fokker-Planck
[14, 19, 26]. On the other hand, we obtain the convergence rate O(

√
ε) instead of the optimal conver-

gence rate, which should be O(ε) as rigorously proven for weak convergence metrics (see [2], Theorem
2.7). This is due to the fact that we use the Csizár-Kullback inequality to close our L1 convergence
estimates. Therefore it seems quite unlikely to recover the optimal convergence rate in a L1 setting.
This motivates our next work, on the L2 convergence (Theorems 2.3 and 2.4), in which pointwise in
time convergence is achieved.

2.2. Weighted L2 convergence result. In this section, we provide a pair of result analog to The-
orems 2.1 and 2.2 this time in a weighted L2 setting. Since our approach relies on propagating
w-derivatives, we introduce the following functional framework

H k (mε) = L∞
(
Kx, H

k
w (mε

x)
)
,

equipped with the norm

‖ ν ‖H k(mε) = sup
x∈K

{
‖ ν (x , · ) ‖Hk

w(mεx)

}
,

where Hk
w(mε

x) is the weighted Sobolev space whose norm is given by

‖ ν ‖2Hk
w(mεx) =

∑
l≤ k

∫
R2

∣∣∣∂lw ν(u)
∣∣∣2 mε

x(u)du ,

and where the weight mε
x is given by

(2.16) mε
x(u) =

2π√
ρε0 κ

exp

(
1

2

(
ρε0(x) |v|2 + κ |w|2

))
,

for some exponent κ > 0 which will be prescribed later. We also introduce the associated weight with
respect to the adaptation variable

m(w) =

√
2π

κ
exp

( κ
2
|w|2

)
.

and denote by H k (m) the corresponding functional space associated to the marginal ν̄, depending
only on (x, w) ∈ K × R.

Hence, the following result tackles the convergence of νε in the L2 weighted setting

Theorem 2.3. Under assumptions (1.1a)-(1.1b) on the drift N and the additional assumption

(2.17) sup
|v| ≥ 1

(
v2 ω(v) − C0N

′(v)
)
< +∞ ,

for all positive constant C0 > 0 , supposing assumption (1.2) on the interaction kernel Ψ, consider the
unique sequence of solutions (µε)ε> 0 to (1.3) with initial conditions satisfying assumptions (2.7)-(2.9)
and the solution ν to equation (1.7) with an initial condition ν0. On top of that, consider an exponent
κ which verifies the condition

(2.18) κ ∈
(

1

2 b
, +∞

)
,

and consider a rate α∗ lying in
(

0 , 1− (2bκ)−1
)

. There exists a positive constant C independent of
ε such that for all ε between 0 and 1 the following results hold true

(1) consider k in {0 , 1} and suppose that the sequence (νε0)ε> 0 verifies

(2.19) sup
ε> 0
‖ νε0 ‖H k+1(mε) < +∞ ,

and that ν0 verifies

(2.20) ν0 ∈H k(m) .
7



Then for all time t in R+ it holds

‖ νε(t) − ν(t) ‖H k(mε)

≤ eCt
(
‖ νε0 − ν0 ‖H k(m) + C ‖ νε0 ‖H k+1(mε)

(√
ε + min

{
1 , e−α∗

t
ε ε−

α∗
2m∗

}))
,

where the asymptotic profile ν is given by (1.6);
(2) suppose assumption (2.19) with index k = 1 and assumption (2.20) with index k = 0, it holds

for all time t ≥ 0

‖ νε(t) − ν(t) ‖H 0(m) ≤ eCt
(
‖ νε0 − ν0 ‖H 0(m) + C ‖ νε0 ‖H 2(mε) ε

√
| ln ε | + 1

)
.

In this theorem, the positive constant C only depends on κ, α∗, m∗, mp, mp (see assumptions (2.7),
(2.8a) and (2.8b)) and on the data of the problem: N , A0 and Ψ.

The proof of this result is provided in Section 4 and relies on regularity estimates for the solution
νε to equation (2.6). These regularity estimates allow us to bound the source term which appears in
the right hand side of equation (2.14).

We now interpret the latter theorem in terms µε. Let us emphasize that since mε defined by (2.16)
depends on ε through the spatial distribution ρε0, we introduce weights which do not depend on ε
anymore and which are meant to upper and lower bound mε. We consider (x,u) lying in K ×R2 and
define 

m−x (u) = ( ρ0(x)κ )−
1
2 exp

(
1

8

(
ρ0(x) |v|2 + κ |w|2

))
,

m−(w) = κ−
1
2 exp

( κ
8
|w|2

)
,

m+
x (u) = ( ρ0(x)κ )−

1
2 exp

(
2
(
ρ0(x) |v|2 + κ |w|2

))
,

m+(w) = κ−
1
2 exp

(
2κ |w|2

)
.

With these notations, our result reads as follows

Theorem 2.4. Under the assumptions of Theorem 2.3 consider the unique sequence of solutions
(µε)ε> 0 to (1.3) and the solution (V , µ) to (1.5) with initial condition (V , µ) satisfying (2.10). The
following results hold true

(1) Consider k in {0 , 1} and suppose

(2.21) sup
ε> 0
‖µε0 ‖H k+1(m+) < +∞ ,

as well as the following compatibility assumption

(2.22) ‖U0 − Uε0 ‖L∞(K) + ‖ ρ0 − ρε0 ‖L∞(K) + ‖µε0 − µ0 ‖H k(m+) =
ε→0

O ( ε ) .

On top of that, suppose that there exists a constant C such that

(2.23) sup
ε> 0
‖µ0 − τw0 µ̄0 ‖Hk(m+) ≤ C |w0 | , ∀w0 ∈ R .

Then for all integer i and under the constraint α∗ < min
{
m∗/2 , 1− (2bκ)−1

}
, there exists

(Ci , ε0) ∈
(
R∗+
)2

such that for all ε less than ε0, it holds for all t ∈ R+,

‖ (v − V)i (µε − µ) (t) ‖Hk(m−) ≤ Ci e
Ci (t+ ε eCi t)

(
ε
i
2

+ 1
4 + e−α∗

t
ε ε−

1
2

)
,

where the limit µ is given by

µ = Mρ0 |θε|−2 (v − V)⊗ µ .

(2) Suppose assumption (2.21) with k = 1, assumption (2.23) with k = 0 and

‖U0 − Uε0 ‖L∞(K) + ‖ ρ0 − ρε0 ‖L∞(K) + ‖µε0 − µ0 ‖H 0(m+) =
ε→0

O
(
ε
√
| ln ε |

)
.

There exists (C , ε0) ∈
(
R∗+
)2

such that for all ε less than ε0, it holds

‖µε(t) − µ(t) ‖H 0(m−) ≤ C eCt ε
√
| ln ε | , ∀ t ∈ R+ .

8



This result is a straightforward consequence of Theorem 2.3 and the convergence estimates for the
macroscopic quantities given by item (1) Proposition 2.5. We postpone the proof to Section 4.3 and
make a few comments. On the one hand, we achieve pointwise in time convergence estimates, which
is an improvement in comparison to our result in the L1 setting. This is made possible thanks to the
regularity results obtained for νε, which we were not able to obtain in the L1 setting. On the other
hand, we recover the optimal convergence rate for the marginal µε of µε towards the limit µ, up to
a logarithmic correction. The logarithmic correction arises due to the fact that we do not consider
well prepared initial data (see Proposition 4.10 for more details). In the statement (1), we prove
convergence with rate O( εi ) for all i. This is specific to the structure of the weighted L2 at play in
this result.

2.3. Useful estimates. Before going to the proof of our main results, we remind here uniform esti-
mates with respect to ε, already established in [2], for the moments of µε and for the relative energy
given by 

Mq [µε ] (t,x) :=

∫
R2

|u|q µε(t,x,u) du ,

Dq [µε ] (t,x) :=

∫
R2

|v − Vε(t,x)|q µε(t,x,u) du ,

where q ≥ 2.

Proposition 2.5. Under assumptions (1.1a)-(1.1b) on the drift N , (1.2) on Ψ, (2.7)-(2.8b) on the
initial conditions µε0 consider the unique solutions µε and (V, µ̄) to (1.3) and (1.5). Furthermore,
define the initial macroscopic error as

Emac = ‖U0 − Uε0 ‖L∞(K) + ‖ ρ0 − ρε0 ‖L∞(K) .

There exists (C , ε0) ∈
(
R+
∗
)2

such that

(1) for all ε ≤ ε0, it holds

‖U(t) − Uε(t) ‖L∞(K) ≤ C min
(
eC t ( Emac + ε ) , 1

)
, ∀ t ∈ R+ ,

where Uε and U are respectively given by (1.4) and (1.5).

(2) For all ε > 0 and all q in [2, 2p] it holds

Mq[µ
ε ](t,x) ≤ C , ∀ (t,x) ∈ R+ ×K,

where exponent p is given in assumption (1.1b). In particular, Uε is uniformly bounded with
respect to both (t , x) ∈ R+ ×K and ε.

(3) For all ε > 0 and all q in [ 2, 2p ] it holds

Dq[µ
ε ](t,x) ≤ C

[
exp

(
−q m∗

t

ε

)
+ ε

q
2

]
, ∀(t,x) ∈ R+ ×K .

(4) For all ε > 0 we have

| E(µε (t , x , · ) ) | ≤ C

[
exp

(
−2m∗

t

ε

)
+ ε

]
, ∀ (t , x) ∈ R+ × K ,

where E is defined by (2.4).

The proof of this result can be found in [2]. More precisely, we refer to [2, Proposition 4.4] for the
proof of (1), [2, Proposition 3.1] for the proof of (2) , [2, Proposition 3.3] for the proof of (3) and [2,
Proposition 3.5] for the proof of (4).

3. Convergence analysis in L1

In this section, we prove Theorem 2.1 which ensures the convergence of νε towards the asymptotic
profile Mρε0

⊗ ν̄ in a L1 setting. In order to explain our main argument, we outline the main steps of
our approach on a simplified example : the diffusive limit for the kinetic Fokker-Planck equation. We
consider the asymptotic limit ε→ 0 of the following linear kinetic Fokker-Planck equation

∂t f
ε +

1

ε
v · ∇x f

ε =
1

ε2
∇v · (v f ε + ∇v f

ε ) ,

9



where (x,v) lie in the phase space Rd ×Rd. In this context, the challenge consists in proving that as
ε vanishes, it holds

f ε (t , x , v) ∼
ε→0
M(v)⊗ ρ(t,x) ,

where ρ is a solution to the heat equation

∂t ρ = ∆x ρ ,

and where M stands for the standard Maxwellian. Relying on a rather classical relative entropy
estimate, it is possible to prove that f ε converges to the following local equilibrium of the Fokker-
Planck operator

M⊗ ρε ,
where the spatial density of particles ρε is defined by

ρε =

∫
Rd
f ε dv .

Then, the difficulty lies in proving that the spatial density of particles ρε converges to ρ. The
convergence analysis is made intricate by the transport operator, which keeps us from obtaining a
closed equation on ρε

∂t ρ
ε +

1

ε
∇x ·

∫
Rd

v f ε dv = 0 .

To overcome this difficulty, our strategy consists in considering the following re-scaled quantity

πε(t,x) =

∫
Rd
f ε (t,x− εv,v) dv .

On this simplified example, the advantage of considering πε instead of ρε is straightforward as it turns
out that πε is an exact solution of the limiting equation. Indeed, changing variables in the equation
on f ε and integrating with respect to v, we obtain

∂t π
ε = ∆x π

ε .

Therefore, the convergence analysis comes down to proving that πε is close to ρε. It is possible to
achieve this final step taking advantage of the following estimate

‖ ρε − πε ‖L1(Rd) ≤ A + B ,

where A and B are defined as follows
A = ‖M⊗ τ−εv ρε − τ−εv f

ε ‖L1(R2d) ,

B =

∫
Rd
M(ṽ) ‖ f ε − τ−ε ṽ f

ε ‖L1(R2d) dṽ ,

and where τx0 stands for the translation of vector x0 with respect to the x-variable. To estimate A,
we use the first step, which ensures that f ε is close to M⊗ ρε. Then, to estimate B, it is sufficient to
prove equicontinuity estimates for f ε, that is

‖ f ε − τx0 f
ε ‖L1(R2d) . |x0 | .

In the forthcoming analysis, we adapt the latter arguments in our context.

3.1. A priori estimates. The main object of this section consists in deriving equicontinuity esti-
mates for the sequence of solutions (νε)ε> 0 to equation (2.6). To obtain this result, we make use of
the following key result

Lemma 3.1. Consider δ in {0 , 1} and smooth solutions f and g to the following equations{
∂t f + divy [ a (t , y , ξ) f ] + λ(t) divξ [ (b1 + b3) (t , y , ξ) f ] = λ(t)2 ∆ξ f ,

∂t g + divy [ a (t , y , ξ) g ] + λ(t) divξ [ b2 (t , y , ξ) g ] = δ λ(t)2 ∆ξ g .

set on the phase space (t,y, ξ) ∈ R+ × Rd1 × Rd2, with d1 ≥ 0 and d2 ≥ 1, where(
a : R+ × Rd1 × Rd2 → Rd1

)
and

(
bi : R+ × Rd1 × Rd2 → Rd2

)
, i ∈ {1 , 2 , 3} ,

10



are given vector fields and where λ is a positive valued function. Suppose that f and g have positive
values and are normalized as follows∫

Rd1+d2
f dy dξ =

∫
Rd1+d2

g dy dξ = 1 .

Then it holds for all time t ≥ 0

(3.1) ‖ f(t) − g(t) ‖L1(Rd1+d2) ≤ 2
√

2

(
‖ f0 − g0 ‖

1
2

L1(Rd1+d2)
+

(∫ t

0
R(s) ds

) 1
2

)
,

where R is defined as

R(t) =

∫
Rd1+d2

(
1

4
|b1 − b2 |2 f + λ(t) |divξ [ b3 g + (δ − 1) λ∇ξ g ] |

)
(t , y , ξ) dy dξ .

We postpone the proof of this result to Appendix A. Thanks to the latter lemma, we prove the
following equicontinuity estimate for solutions to (2.6)

Proposition 3.2. Consider a sequence (νε)ε> 0 of smooth solutions to equation (2.6) whose initial
conditions meet assumption (2.12). There exists a positive constant C independent of ε such that for
all ε > 0, it holds

‖ νε(t , x) − τw0 ν
ε(t , x) ‖L1(R2) ≤ C eb t

( ∣∣∣ eb tw0

∣∣∣ +
∣∣∣ eb tw0

∣∣∣ 12 ) , ∀ (w0 , x) ∈ R×K ,

where C is explicitly given by

C =
√

max (8m1 , 1 / b) ,

with m1 defined in assumption (2.12).

Proof. We fix some x in K and some positive ε. Then we consider some w0 in R and the following
re-scaled version f of νε

f (t , w , v) = e−b t νε
(
t , x , v , e−b tw

)
.

We compute the equation solved by f performing the change of variable

(3.2) w 7→ e−b tw

in equation (2.6), this yields

∂t f + ∂w

[
eb tA0 (θε v , 0) f

]
+

1

θε
∂v

[
Bε

0

(
t , x , θε v , e−b tw

)
f
]

=
1

|θε|2
Fρε0 [ f ] ,

where A0 and Bε
0 are given by (2.3). On top of that, we define g := τw0 f , which solves the following

equation

∂t g + ∂w

[
eb tA0 (θε v , 0) g

]
+

1

θε
∂v

[
Bε

0

(
t , x , θε v , e−b t (w + w0)

)
g
]

=
1

|θε|2
Fρε0 [ g ] .

Thanks to the change of variable (3.2), we can apply Lemma 3.1 to f and g with the following
parameters 

( δ , λ ) = ( 1 , 1 / θε ) ,

a (t , w , v) = eb tA0 (θε v , 0) ,

b1 (t , w , v) = Bε
0

(
t , x , θε v , e−b tw

)
− 1

θε
v ,

( b2 , b3 ) = ( τw0 b1 , 0 ) .

According to (3.1) in Lemma 3.1, it holds

‖ f(t) − g(t) ‖L1(R2) ≤ 2
√

2 ‖ f0 − g0 ‖
1
2

L1(R2)
+

(
1 − e−2 b t

b

) 1
2

|w0| , ∀ t ∈ R+ .

Therefore, according to assumption (2.12), we obtain the result after inverting the change of variable
(3.2) and taking the supremum over all x in K.

�
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We conclude this section providing regularity estimates for the limiting distribution ν with respect
to the adaptation variable, which solves (1.7). The proof for this result is mainly computational since
we have an explicit formula for the solutions to equation (1.7).

Proposition 3.3. Consider some ν0 satisfying assumption (2.11). The solution ν to equation (1.7)
with initial condition ν0 verifies

‖ ν(t) ‖L∞(K ,W 2 , 1(R)) ≤ exp (2 b t) ‖ ν0 ‖L∞(K ,W 2 , 1(R)) , ∀ t ∈ R+ ,

and
‖w ∂w ν(t) ‖L∞(K ,L1(R)) = ‖w ∂w ν0 ‖L∞(K ,L1(R)) , ∀ t ∈ R+ .

Proof. Since ν solves (1.7), it is given by the following formula

ν(t, x , w) = ebt ν0

(
x , ebtw

)
, ∀ (t,x) ∈ R+ ×K .

Consequently, we easily obtain the expected result. �

We are now ready to prove the first convergence result on νε.

3.2. Proof of Theorem 2.1. The proof is divided in three steps. First, we prove that the solution
νε to (2.6) converges to the local equilibrium

Mρε0
⊗ ν̄ε ,

by applying a rather classical entropy estimate. Then, as in the example developed at the beginning
of Section 3, we introduce an intermediate quantity gε, which converges to the solution ν to equation
(1.7). At last, we prove that gε is close to νε thanks to the equicontinuity estimate given in Proposition
3.2 and therefore conclude that the marginal νε converges towards ν.

3.2.1. Convergence of νε towards Mρε0
⊗ ν̄ε : relative entropy estimate. This step relies on a rather

classical relative entropy estimate for the solution νε to equation (2.6): we investigate the time evolu-
tion of the relative entropy

H
[
νε |Mρε0

]
=

∫
R2

νε ln

(
νε

Mρε0

)
du ,

along the trajectories of equation (2.6).

Proposition 3.4. Under assumptions (1.1a)-(1.1b) on the drift N and (1.2) on the interaction kernel
Ψ, consider a sequence of solutions (µε)ε>0 to (1.3) with initial conditions satisfying assumptions (2.7)-
(2.8b) and (2.13). Then for all ε ≤ 1 , it holds∫ t

0

∥∥ νε − Mρε0
⊗ νε

∥∥
L∞x L1

u
(s) ds ≤

√
ε
(

2m2

√
t + C (t+ 1)

)
, ∀ t ≥ 0 ,

where m2 is given in assumption (2.13). In this result, the constant C only depends on m∗, mp and mp

(see assumptions (2.7)-(2.8b)) and the data of the problem N , Ψ and A0.

Proof. All along this proof, we choose some x lying in K and we omit the dependence with respect
to (t , x) when the context is clear. We compute the time derivative of H

[
νε |Mρε0

]
multiplying

equation (2.6) by ln
(
νε /Mρε0

)
. After integrating by part the stiffer term, it yields

d

dt
H
[
νε |Mρε0

]
+

1

|θε|2
I
[
νε |Mρε0

]
= A ,

where the Fisher information is defined by

I
[
νε |Mρε0

]
:=

∫
R2

∣∣∣∣∂v ln

(
νε

Mρε0

)∣∣∣∣2 νε du ,

and where A is given by

A = −
∫
R2

divu [ bε0 ν
ε ] ln

(
νε

Mρε0

)
du .

After an integration by part, A rewrites as follows

A =
1

θε

∫
R2

Bε
0 ( t , x , θε v, w ) ∂v

[
ln

(
νε

Mρε0

)]
νε du + b ,

12



where Bε
0 is given by (2.3). According to items (2) and (4) in Proposition 2.5 , Vε and E(µε) are

uniformly bounded with respect to both (t,x) ∈ R+ × K and ε > 0. On top of that, according to
assumptions (1.2) and (2.7) on Ψ and ρε0, Ψ∗r ρε0 is uniformly bounded with respect to both x ∈ K and
ε > 0. Consequently, applying Young’s inequality, assumption (1.1b) and since N is locally Lipschitz,
we obtain

A ≤ 1

2 |θε|2
I
[
νε |Mρε0

]
+ C

(
1 +

∫
R2

(
| θε v |2p + w2

)
νε du

)
,

for some positive constant C only depending on m∗, mp, mp and the data of the problem: N , A and
Ψ. Then we invert the change of variable (2.1) in the integral in the right-hand side of the latter
inequality and apply item (2) in Proposition 2.5. In the end, it yields

A ≤ 1

2 |θε|2
I
[
νε |Mρε0

]
+ C .

Consequently, we end up with following differential inequality

d

dt
H
[
νε |Mρε0

]
+

1

2 |θε|2
I
[
νε |Mρε0

]
≤ C ,

Then we substitute I with H in the latter inequality according to the logarithmic Sobolev inequality
for Gaussian measures which reads as follows (see [16])

2H
[
νε |Mρε0

⊗ νε
]
≤ I

[
νε |Mρε0

]
,

and we integrate between 0 and t to get∫ t

0

1

|θε(s)|2
H
[
νε |Mρε0

⊗ νε
]

ds ≤ H
[
νε0 |Mρε0

]
+ C t .

Furthermore, according to the explicit formula (2.5) for θε it holds

1

2 ε
≤ |θε(s)|−2 ,

as long as ε is less than 1 and s is greater than T ε, where T ε is given

T ε =
ε

2m∗
| ln (ε) | .

Consequently, we obtain∫ t

T ε
H
[
νε(s , x) |Mρε0

⊗ νε(s , x)
]

ds ≤ 2 εH [ νε0(x) ] + C ε (t + 1) .

Then we substitute the relative entropy with the L1 norm according to Csizar-Kullback inequality∥∥ νε − Mρε0
⊗ νε

∥∥2

L1(R2)
≤ 2H

[
νε |Mρε0

⊗ νε
]
,

and take the supremum over all x in K. After taking the square root, it yields∫ t

T ε

∥∥ νε(s) − Mρε0
⊗ νε

∥∥
L∞x L1

u
ds ≤ 2

√
ε tm2 + C

√
ε (t+ 1) , ∀ t ≥ 0 ,

where m2 is given in (2.13). To conclude, we notice that since equation (2.6) is conservative, it holds∫ T ε

0

∥∥ νε(s) − Mρε0
⊗ νε

∥∥
L∞x L1

u
ds ≤ 2T ε ≤ C

√
ε .

�
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3.2.2. Convergence of gε towards ν. As in the example developed at the beginning of this section, we
consider the following re-scaled version gε of νε

νε (t , x , v , w) = gε (t , x , v , w + γε(t,x) v) ,

where γε is given by

γε (t , x) =
a ε

ρε0(x)
θε (t , x) .

Operating the following change of variable in equation (2.6)

(3.3) (t , v , w) 7→ (t , v , w + γε v) ,

and integrating the equation with respect to v, the equation on the marginal gε of gε defined as

gε (t , x , w) =

∫
R
gε (t , x , v , w) dv ,

reads as follows

(3.4) ∂t g
ε +

a ε

ρε0
∂w

[ ∫
R

(Bε
0 (t, x, θε v, w − γε v) + b θε v) gε dv

]
−
(
a ε

ρε0

)2

∂ 2
w g

ε = ∂w [ bw gε ] ,

where Bε
0 is defined by (2.3). As in our example, the equation on gε is consistent with the limiting

equation (1.7) as ε vanishes, this enables to prove that gε converges towards ν

Proposition 3.5. Under assumptions (1.1a)-(1.1b) on the drift N and (1.2) on the interaction kernel
Ψ, consider a sequence of solutions (µε)ε> 0 to (1.3) with initial conditions satisfying assumption (2.7)-
(2.8b) and the solution ν to equation (1.7) with initial condition ν0 satisfying assumption (2.11). There
exists a positive constant C independent of ε such that for all ε less than 1, it holds

‖ gε(t) − ν(t)‖L∞x L1
w
≤ 2
√

2 ‖ gε0 − ν0‖
1
2

L∞x L1
w

+ C eb t
√
ε , ∀ t ∈ R+ .

In this result, the constant C only depends on m∗, mp and mp (see assumptions (2.7)-(2.8b)) and the
data of the problem ν0, N , Ψ and A0.

Proof. All along this proof, we choose some x lying in K and some positive ε; we omit the dependence
with respect to (t,x) when the context is clear. Since ν and gε solve respectively equations (1.7) and
(3.4), Lemma 3.1 applies with the following parameters

( d1 , d2 , δ , λ ) = ( 0 , 1 , 0 , a ε / ρε0 ) ,

b2 (t , w) = − ρε0
a ε

bw ,

b1 (t , w) = b2 (t , w) +

∫
R

(Bε
0 (t, x, θε v, −γε v) + b θε v)

gε

gε
dv ,

b3 (t , w) = −w ,
where Bε

0 is given by (2.3). According to (3.1) in Lemma 3.1, it holds

‖ gε(t) − ν(t) ‖L1(R) ≤ 2
√

2

(
‖ gε0 − ν0 ‖

1
2

L1(R)
+

(∫ t

0
R1(s) + R2(s) ds

) 1
2

)
, ∀ t ∈ R+ ,

where R1 and R2 are given by
R1(t) =

1

4

∫
R

∣∣∣∣ ∫
R

(Bε
0 (t , x , θε v , − γε v) + b θε v )

gε

gε
dv

∣∣∣∣2 gεdw ,
R2(t) =

a ε

ρε0

∫
R
| ∂w [w ν ]| +

a ε

ρε0

∣∣ ∂2
w ν
∣∣ dw .

We estimate R1 according to Jensen’s inequality

R1(t) =
1

4

∫
R2

|Bε
0 (t , x , θε v , − γε v) + b θε v|2 gε dv dw .

Then we bound Bε
0: on the one hand Vε is uniformly bounded with respect to both (t,x) ∈ R+ ×K

and ε > 0 according (2) in Proposition 2.5, on the other hand according to assumptions (1.2) and
14



(2.7) on Ψ and ρε0, Ψ∗r ρε0 is uniformly bounded with respect to both x ∈ K and ε > 0. Consequently,
applying Young’s inequality, assumption (1.1b) and since N is locally Lipschitz, we obtain

R1(t) ≤ C

∫
R2

(
| θε v |2p + | θε v |2 + | E (µε) |2

)
gεdu ,

as long as ε is less than 1 to ensure that γε given by (3.3) is less than a θε /m∗ . We invert the changes
of variable (3.3) and (2.1) and apply items (3) and (4) in Proposition 2.5, this yields

R1(t) ≤ C
(
e−2ρε0(x)t/ε + ε

)
.

Then to estimate R2, we apply Proposition 3.3 to bound ν and assumption (2.7) to lower bound ρε0,
it yields

R2(t) ≤ C ε e2 b t .

We gather the former computations and take the supremum over all x in K: it yields the expected
result. �

3.2.3. Convergence of νε towards ν. In this section, we gather the result from the last steps to deduce
that νε converges towards ν .

Proposition 3.6. Under the assumptions of Theorem 2.1, there exists a positive constant C indepen-
dent of ε such that for all ε less than 1, it holds∫ t

0
‖ νε − ν ‖L∞x L1

w
ds ≤ 2

√
2 t ‖ νε0 − ν0 ‖

1
2

L∞x L1
w

+ 2
√
ε tm2 + C e2 b t√ε , ∀ t ∈ R+ .

In this result, the constant C only depends on m1, m∗, mp and mp (see assumptions (2.7)-(2.8b)) and
the data of the problem ν0, N , Ψ and A0.

Proof. All along this proof, we omit the dependence with respect to (t,x) when the context is clear.
We consider the following triangular inequality

‖ νε − ν ‖L∞x L1
w
≤ A + B ,

where A and B are given by { A = ‖ νε − gε ‖L∞x L1
w
,

B = ‖ gε − ν ‖L∞x L1
w
.

We estimate B applying Proposition 3.5, which ensures

B ≤ 2
√

2 ‖ gε0 − ν0‖
1
2

L∞x L1
w

+ C eb t
√
ε ,

at all times t in R+. Then we notice that inverting the change of variable (3.3), it holds

‖ gε0 − ν0‖L∞x L1
w
≤ ‖ νε0 − ν0‖L∞x L1

w
+

∫
R
M(v)

∥∥∥ ν0 − τ(γε0 v)
ν0

∥∥∥
L∞x L1

w

dv .

Therefore, according to the regularity assumption (2.11) on ν0, we obtain for all ε ≤ 1.

B ≤ 2
√

2 ‖ νε0 − ν0‖
1
2

L∞x L1
w

+ C eb t
√
ε ,

To estimate A, we invert the change of variable (3.3) and apply the triangular inequality. It yields

A ≤ A1 + A2 ,

where A1 and A2 are defined as follows
A1 =

∥∥Mρε0
⊗ τ−(γε v) ν

ε − τ−(γε v) ν
ε
∥∥
L∞x L1

u
,

A2 = sup
x∈K

∫
R
Mρε0

(v)
∥∥ νε − τ−(γε v) ν

ε
∥∥
L1(R2)

dv .

According to Proposition 3.4, it holds for all t ≥ 0∫ t

0
A1(s) ds ≤ 2

√
ε tm2 + C

√
ε (t+ 1) .
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To estimate A2, we apply Proposition 3.2, it yields

A2 = C
√
ε e2 b t .

We obtain the result gathering the former estimates. �

Theorem 2.1 is obtained taking the sum of the estimates in Propositions 3.6 and 3.4.

4. Convergence analysis in weighted L2 spaces

In this section, we derive convergence estimates for µε in a weighted L2 functional framework. We
take advantage of the variational structure of L2 spaces in order to derive uniform regularity estimates
for µε. These key estimates are the object of the following section

4.1. A priori estimates. The main purpose of this section is to propagate the H k-norms along the
trajectories of equation (2.6) uniformly with respect to ε. We outline the strategy in the case of the
H 0-norm. Its time derivative along the trajectories of equation (2.6) is obtained multiplying (2.6) by
νεmε and integrating with respect to u

1

2

d

dt
‖ νε ‖2L2(mε) =

1

(θε)2

〈
Fρε0 [ νε ] , νε

〉
L2(mε)

− 〈divu [ bε0 ν
ε ] , νε 〉L2(mε) .

We first point out that according to the following lemma, the term associated to the Fokker-Planck
operator is dissipative and is consequently a helping term in the upcoming analysis

Lemma 4.1. For all x in K, it holds〈
Fρε0(x) [ ν ] , ν

〉
L2(mεx)

= −Dρε0(x) [ ν ] ≤ 0 ,

for all ν ∈ H1 (mε
x), where the dissipation Dρε0 is given by

Dρε0(x) [ ν ] =

∫
R2

|∂v ( ν mε
x )|2 (mε

x)−1 du ≥ 0 .

Proof. The Fokker-Planck operator rewrites as follows

Fρε0(x) [ ν ] = ∂v

[
(mε

x)−1 ∂v (ν mε
x)
]
.

Consequently, the result is obtained integrating by part Fρε0(x) [ ν ] against ν mε with respect to u.
�

Therefore, the main challenge is to control the contribution of the transport operator divu bε0 with
the dissipation Dρε0 brought by the Fokker-Planck operator, which is done in the following lemma.

Lemma 4.2. Under assumptions (1.1a)-(1.1b) and (2.17) on the drift N , (1.2) on the interaction
kernel Ψ, consider a sequence of solutions (µε)ε> 0 to (1.3) with initial conditions satisfying assump-
tions (2.7)-(2.8b). Then, there exists a constant C > 0 such that for all ε > 0 and any α greater than
1/(2bκ), we have

− 〈 divu [ bε0 ν ] , ν 〉L2(mεx) ≤
α

(θε)2 Dρε0(x) [ ν ] + C ‖ ν ‖2L2(mεx) ,

for all (t , x) ∈ R+ ×K and all ν ∈ H1 (mε
x).

Before getting into the heart of the proof, we point out that as long as the latter lemma holds with
some α less than 1, we have

1

2

d

dt
‖ νε ‖2L2(mε) ≤ C ‖ νε ‖2L2(mε) ,

which ensures that the H 0-norm is propagated along the curves of (2.6) uniformly with respect to
ε. We follow the exact same strategy in order to propagate the H k-norms when k is not 0 : see
Proposition 4.5 for more details. On top of that, we emphasize that the constraint (2.18) on κ in
Theorem 2.3 arises from the lower bound on α in Lemma 4.2.

Remark 4.3. Due to the structure of the space L2 (mε), we added the confining assumption (2.17)
on the drift N to Theorem 2.3. Our proof of Lemma 4.2 crucially relies on this assumption ; it is the
only time that we use it as well.
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Proof. All along this proof, we consider some ε > 0 and some (t, x) in R+×K; we omit the dependence
with respect to x when the context is clear. Furthermore, we choose some ν in H1 (mε

x). Since bε0 is
given by (2.3), we have

− 〈 divu [ bε0 ν ] , ν 〉L2(mε) = A1 +A2 +A3 ,

where 

A1 =
1

θε

∫
R2

∂v [w ν ] ν mε du −
∫
R2

∂w [A0 (θεv, w) ν ] ν mε du ,

A2 = − 1

θε

∫
R2

∂v [ (N(Vε + θεv) − N(Vε)) ν ] ν mε du ,

A3 =

∫
R2

∂v

[ (
vΨ ∗r ρε0 + E(µε) (θε)−1

)
ν
]
ν mε du .

To estimate A1, we take advantage of the confining properties of A. When it comes to A2, the estimate
relies on the confining properties of the non-linear drift N . The last term A3 gathers the lower order
terms and adds no difficulty.

We start with A1, which rewrites as follows after exact computations and an integration by part,

A1 = −
∫
R2

w ν (mε)1/2 1

θε
∂v [ ν mε ] (mε)−1/2 du +

1

2

∫
R2

(κwA0 (θεv, w) − ∂w A0) |ν|2 mε du .

According to the definition of A0 and applying Young’s inequality, we obtain

A1 ≤
1

2 η2 (θε)2 Dρε0 [ ν ] +

∫
R2

(
C

η1
|θεv|2 +

(
Cη1 +

η2 − bκ

2

)
w2

)
|ν|2 mε du + C‖ν‖2L2(mε) ,

for all positive η1 and η2 and for some positive constant C. We set α− = (α + 1/(2bκ))/2, η2 =
1/(2α−) and η1 = (bκ − η2) /(2C) which is positive according to the condition on α in Lemma 4.2.
With this choice, we have Cη1 + (η2 − bκ)/2 = 0 and consequently, we obtain

(4.1) A1 ≤
α−

(θε)2 Dρε0 [ ν ] + C

∫
R2

|θεv|2 |ν|2 mε du + C‖ν‖2L2(mε) ,

for some positive constant C only depending on A0, κ and α.
To estimate A2, we take advantage of the super-linear decay of N (see assumption (1.1a)) in order

to control the terms growing at most linearly. We emphasize that the decaying property of N is
prescribed at infinity. Consequently, it may not have confining property on bounded sets. Hence, the
main point here consists in isolating the domain where N decays super linearly.
After some exact computations and an integration by part, A2 rewrites

A2 =
1

2

∫
R2

[
ρε0
θε
v (N(Vε + θεv) − N(Vε)) − N ′ (Vε + θεv)

]
|ν|2 mε du .

We consider some R > 0 and split the former expression in three different parts

A2 = A21 + A22 + A23 ,

where 

A21 =
ρε0
2θε

∫
R2

1|θεv|>R v (N(Vε + θεv) − N(Vε)) |ν|2 mε du ,

A22 =
1

2

∫
R2

1|θεv| ≤R

[
ρε0
θε
v (N(Vε + θεv) − N(Vε)) − N ′ (Vε + θεv)

]
|ν|2 mε du ,

A23 = −1

2

∫
R2

1|θεv|>RN
′ (Vε + θεv) |ν|2 mε du .

The first term A21 corresponds to the the contribution of N on the domain where it decays super-
linearly. Consequently, A21 is non positive for R great enough. We take advantage of the helping
term A21 to control A22, which corresponds to the contribution of N on bounded sets. We estimate
A3 taking advantage of the confining term A21 coupled with the confining assumption (2.17) on N .
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Let us estimate A21. According to item (2) in Proposition 2.5, Vε is uniformly bounded with respect
to both (t, x) ∈ R+ ×K and ε. Furthermore, since N is continuous, we obtain

1|θεv|>R θ
εv (N(Vε + θεv) − N(Vε)) ≤ 1|θεv|>R

(
|Vε + θεv|2 ω(Vε + θεv)

θεv

Vε + θεv
+ C |θεv|

)
,

where ω is given by assumption (1.1a) and where the constant C depends on both N and the uniform
upper bound on Vε. Hence, since θε ≤ 1, we obtain a radius R only depending on N and the uniform
bound on |Vε| such that

A21 ≤
∫
R2

(m∗
4
1|θεv|>R |Vε + θεv|2 ω(Vε + θεv) + C |θεv|

)
|ν|2 mε du ,

where m∗ is the lower bound of ρε0 given by assumption (2.7). From now on, we fix R such that the
latter estimate holds. Furthermore, we introduce the following notation

N =

∫
R2

1|θεv|>R |Vε + θεv|2 ω(Vε + θεv) |ν|2 mε du ≤ 0 when R � 1 .

The term N corresponds to the contribution of N on the domain where it has super-linear decaying
properties and according to assumption (1.1a), it is non positive for R sufficiently large. Therefore,
we use N to control the contribution of the other terms. With this notation, the estimate on A21

rewrites

A21 ≤ C

∫
R2

|θεv| |ν|2 mε du +
m∗
4
N ,

where C and R only depend on N and the uniform bound on |Vε|.

We turn to A22. Since N has C 1 regularity and relying item (2) in Proposition 2.5 , which ensures
that Vε stays uniformly bounded, we obtain

A22 ≤ C
ρε0
2

∫
R2

|v|2 |ν|2 mε du + C‖ν‖2L2(mε) ,

where C is a positive constant which may depend on m∗, N and the uniform bound on |Vε|. We
estimate the quadratic term in the latter inequality thanks to the following relation

1

2

∫
R2

(
ρε0 |v|2 − 1

)
|ν|2 mε du =

∫
R2

v ν ∂v (ν mε) du .

It is obtained after exact computations and an integration by part in the right hand side of the latter
equality. We apply Young’s inequality to the former relation and in the end it yields

A22 ≤
η

(θε)2 Dρε0 [ ν ] + C

(
1

η

∫
R2

|θεv|2 |ν|2 mε du + ‖ν‖2L2(mε)

)
,

for all positive η and for some positive constant C depending on m∗, N and the uniform bound on
|Vε|.

We estimate the last term A23 taking advantage of the confining properties corresponding to N .
Indeed we have

A23 +
m∗
8
N =

∫
R2

1|θεv|>R

(
m∗
8

∣∣v′∣∣2 ω(v′)− 1

2
N ′
(
v′
))
|ν|2 mε du ,

where we used the shorthand notation v′ = Vε + θεv. Hence, according to assumption (2.17), we
deduce

A23 +
m∗
8
N ≤ C‖ν‖2L2(mε) ,

for some positive constant C depending on m∗ and N . Gathering these computations, we obtain

(4.2) A2 ≤
η

(θε)2 Dρε0 [ ν ] + C

(
1

η
+ 1

)∫
R2

|θεv|2 |ν|2 mε du + C‖ν‖2L2(mε) +
m∗
8
N ,

for all η > 0 and where C is a positive constant which may depend on m∗, R, N and the uniform
bound on |Vε|.
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We turn to A3, which gathers terms of lower-order. We integrate by part and apply Young’s
inequality. It yields

A3 ≤
η

(θε)2 Dρε0 [ ν ] +
1

2η

(
|Ψ ∗r ρε0|

2
∫
R2

|θεv|2 |ν|2 mε du + |E(µε)|2 ‖ν‖2L2(mε)

)
,

for all positive η. According to item (4) in Proposition 2.5 , E(µε) is uniformly bounded with respect
to both (t,x) ∈ R+ ×K and ε > 0. On top of that, according to assumptions (1.2) and (2.7) on Ψ
and ρε0, Ψ∗r ρε0 is uniformly bounded with respect to both x ∈ K and ε > 0. Consequently, we obtain

(4.3) A3 ≤
η

(θε)2 Dρε0 [ ν ] +
C

η

(∫
R2

|θεv|2 |ν|2 mε du + ‖ν‖2L2(mε)

)
,

for some positive constant C which may depend on m∗ (see assumption (2.7)), mp and mp (see as-
sumptions (2.8a) and (2.8b)) and the data of our problem N , Ψ and A0.

Gathering estimates (4.1), (4.2) and (4.3), it yields

−〈divu [ bε0 ν ] , ν 〉 ≤ α− + 2η

(θε)2 Dρε0 [ ν ] + C

(
1 +

1

η

) ∫
R2

(
|θεv|2 + 1

)
|ν|2 mε du +

m∗
8
N ,

for all positive η. Hence, we choose 2η = α−α−. Therefore, replacing N by its definition, the former
estimate rewrites

−〈divu [ bε0 ν ] , ν 〉 ≤ α

(θε)2 Dρε0 [ ν ] +

∫
R2

(
C
(
|θεv|2 + 1

)
+ 1|θεv|>R

m∗
8

∣∣v′∣∣2 ω(v′)
)
|ν|2mε du ,

where we used the shorthand notation v′ = Vε + θεv. To conclude, we estimate the right-hand side
in the latter inequality applying assumption (1.1a) on N . Since Vε is uniformly bounded, we obtain

−〈divu [ bε0 ν ] , ν 〉L2(mε) ≤
α

(θε)2 Dρε0 [ ν ] + C‖ν‖2L2(mε) ,

for some constant C only depending on α, κ, m∗, mp, mp and the data of the problem: N , A0 and Ψ.
�

We also mention the following general result, which may be interpreted as a Poincaré inequality in
the functional space L2 (mε)

Lemma 4.4. For all x ∈ K and all function ν in H1
w (mε

x), holds the following estimates

‖ ν ‖L2(mε) ≤
1√
κ
‖ ∂w ν ‖L2(mε) and ‖w ν ‖L2(mε) ≤

2

κ
‖ ∂w ν ‖L2(mε) .

Proof. The proof relies on the following relation

1

2

∫
R2

(
1 + κw2

)
| ν |2 mε

x(u) du = −
∫
R2

w ν (∂w ν) mε
x(u) du ,

which is obtained by an integration by part in the left-hand side of the equality. From the latter
relation we obtain the result applying Young’s inequality in the right-hand side for the first estimate
and Cauchy-Schwarz inequality for the second one.

�

From Lemma 4.2, we deduce regularity estimates for the solution νε to equation (2.6). The main
challenge consists in propagating the H 0-norm. Then we easily adapt our analysis to the case of
the H k-norms, when k is greater than 0. Indeed, the w-derivatives of νε solve equation (2.6) with
additional source terms which we are able to control with the dissipation brought by the Fokker-Planck
operator. More precisely, equation (2.6) on νε reads as follows

∂t ν
ε + A ε [ νε ] = 0 ,

where the operator A ε is given by

(4.4) A ε [ νε ] = divu [ bε0 ν
ε ] − 1

(θε)2
Fρε0 [ νε ] .

With this notation, the equations on the w-derivatives read as follows

(4.5) ∂t h
ε + A ε [hε ] =

1

θε
∂v ν

ε + b hε ,
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where hε = ∂w ν
ε, and

(4.6) ∂t g
ε + A ε [ gε ] =

2

θε
∂v h

ε + 2 b gε ,

where gε is given by ∂ 2
w ν

ε.

Proposition 4.5. Under assumptions (1.1a)-(1.1b) and (2.17) on the drift N , (1.2) on the interaction
kernel Ψ, consider a sequence of smooth solutions (µε)ε> 0 to (1.3) with initial conditions satisfying
assumptions (2.7)-(2.8b) and (2.19) with an exponent κ greater than 1/(2b). Then, there exists a
constant C > 0, such that, for all ε > 0, we have∥∥∥ ∂ kw νε(t , x)

∥∥∥
L2(mεx)

≤ eCt
∥∥∥ ∂ kw νε0(x)

∥∥∥
L2(mεx)

, ∀ (t,x) ∈ R+ ×K ,

for all integer k less than or equal to 2

Proof. We start with k = 0. We compute the time derivative of ‖ νε ‖2L2(mε) multiplying equation (2.6)

by νεm and integrating with respect to u. After integrating by part the stiffer term, we obtain

1

2

d

dt
‖ νε ‖2L2(mε) +

1

(θε)2 Dρε0 [ νε ] = −〈divu [ bε0 ν
ε ] , νε 〉L2(mε) ,

for all ε > 0 and all (t, x) ∈ R+ × K. Since κ is greater than 1/(2b), we apply Lemma 4.2 with
α = 1 . This leads to the following inequality

d

dt
‖ νε ‖2L2(mε) ≤ C ‖ νε ‖2L2(mε) ,

for some constant C only depending on κ, m∗, mp, mp and on the data of the problem: N , A0 and
Ψ. According to Gronwall’s lemma, it yields

‖ νε(t , x) ‖L2(mεx) ≤ eCt ‖ νε(0 , x) ‖L2(mεx) , ∀ (t,x) ∈ R+ ×K .

Let us now treat the case k = 1. We write hε = ∂w ν
ε. We compute the derivative of ‖hε ‖2L2(mε)

multiplying equation (4.5) by hεmε and integrating with respect to u. After integrating by part the
stiffer term, we obtain

1

2

d

dt
‖hε ‖2L2(mε) +

1

(θε)2 Dρε0 [hε ] = −〈divu [ bε0 h
ε ] , hε 〉L2(mε) + b ‖hε ‖2L2(mε) + B ,

for all ε > 0 and all (t, x) ∈ R+ ×K, where B is given by

B =
1

θε

∫
R2

∂v ν
ε hεmε du .

We estimate B integrating by part and applying Young’s inequality. It yields

B ≤ C

η
‖ νε ‖2L2(mε) +

η

(θε)2 Dρε0 [hε ] .

for some positive constant C and for all positive η. Then we apply Lemma 4.4, which yields

B ≤ C

η
‖hε ‖2L2(mε) +

η

(θε)2 Dρε0 [hε ] ,

and conclude this step following the same method as in the former step of the proof.

The last case k = 2 relies on the same arguments as the former step. Indeed, equation (4.6) on
∂2
w ν

ε is the same as equation (4.5) on ∂w ν
ε up to a constant. Consequently, we skip the details and

conclude this proof.
�

Due to the cross terms between the v and w variables in equation (1.3), we are led to estimate

mixed quantities of the form wk1 ∂ k2w νε. These estimates are easily obtained from Proposition 4.5 and
Lemma 4.4
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Corollary 4.6. Under the assumptions of Proposition 4.5, we consider (k , k1 , k2) in N 3 such that
k1 + k2 = k and k ≤ 2. there exists a constant C > 0, such that, for all ε > 0, we have∥∥∥(wk1 ∂ k2w ) νε(t , x)

∥∥∥
L2(mεx)

≤
(

2

κ

)k1
eCt

∥∥∥ ∂ kw νε0(x)
∥∥∥
L2(mεx)

, ∀ (t,x) ∈ R+ ×K ,

Proof. We consider (k , k1 , k2) in N 3 such that k1 + k2 = k and k ≤ 2 and point out that according
to Lemma 4.4, we have∥∥∥(wk1 ∂ k2w ) νε(t , x)

∥∥∥
L2(mεx)

≤
(

2

κ

)k1 ∥∥∥ ∂ kw νε(t , x)
∥∥∥
L2(mεx)

.

Consequently, we obtain the result applying Proposition 4.5.
�

We conclude this section with providing regularity estimates for the limiting distribution ν with
respect to the adaptation variable, which solves (1.7). The proof for this result is mainly computational
since we have an explicit formula for the solutions to equation (1.7).

Lemma 4.7. Consider some index k lying in {0 , 1} and some ν0 lying in H k (m). The solution ν
to equation (1.7) with initial condition ν0 verifies

‖ ν(t) ‖H k(m) ≤ exp

((
k +

1

2

)
b t

)
‖ ν0 ‖H k(m) , ∀ t ∈ R+ .

Proof. Since ν solves (1.7), it is given by the following formula

νt,x(w) = ebt ν0,x

(
ebtw

)
, ∀ (t,x) ∈ R+ ×K .

Consequently, we easily obtain the expected result. �

4.2. Proof of Theorem 2.3. In the forthcoming analysis we quantify the convergence of νε towards
the asymptotic profile ν given by

ν = Mρε0
⊗ ν̄ ,

in the functional spaces H k (mε). We introduce the orthogonal projection of νε onto the space of
function with marginal Mρε0

with respect to the voltage variable

Π νε = Mρε0
⊗ ν̄ε .

Furthermore, we consider the orthogonal component νε⊥ of νε with respect to the latter projection

νε⊥ = νε − Π νε .

With these notations we have

‖ νε − ν ‖2H k(mε) = ‖ νε⊥ ‖
2
H k(mε) + ‖ νε − ν ‖2H k(m) ,

for k in {0 , 1}. Therefore, we prove that νε⊥ and νε − ν vanish as ε goes to zero in both H 0 and H 1.

4.2.1. Estimates for νε⊥ . Our strategy relies on the same arguments as the ones we developed in the
former section to prove Proposition 4.5. Indeed, the equation satisfied by νε⊥ is the same equation as
equation (2.6) solved by νε with additional source terms. It reads as follows

(4.7) ∂t ν
ε
⊥ + A ε [ νε⊥ ] = S [ νε , Π νε ] ,

where the operator A ε is given by (4.4) and the source terms are given by

S ε [ νε , Π νε ] = ∂w

[
a θε

∫
v νε dvMρε0

− bwΠ νε
]
− divu [ bε0 Π νε ] .

Consequently, our strategy consists in estimating the source terms using the regularity estimates
provided by Proposition 4.5. Then, we adapt our analysis to the case of ∂w ν

ε
⊥, which we write

hε⊥ = ∂w ν
ε
⊥ and which solves again the same equation up to extra terms that add no difficulty

(4.8) ∂t h
ε
⊥ + A ε [hε⊥ ] = S [hε , Πhε ] + b hε⊥ +

1

θε
∂v ν

ε ,

where we used the notation hε = ∂w ν
ε.
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Proposition 4.8. Under assumptions (1.1a)-(1.1b) and (2.17) on the drift N and (1.2) on the in-
teraction kernel Ψ, consider a sequence of solutions (µε)ε>0 to (1.3) with initial conditions satisfying
assumptions (2.7)-(2.8b) and (2.19) with an index k in {0 , 1} and an exponent κ greater than 1/(2b).
Then, for all ε between 0 and 1 and any α∗ lying in

(
0 , 1− (2bκ)−1

)
, there exists a constant C > 0,

independent of ε, such that

‖νε⊥(t)‖H k(mε) ≤ eCt ‖ νε0 ‖H k+1(mε)

(
C
√
ε + min

{
1 , e−α∗t / ε ε−α∗ / (2m∗)

})
, ∀ t ∈ R+ .

Proof. We first treat the case k = 0 . All along this step of the proof, we consider some ε > 0 and
some (t, x) in R+ ×K; we omit the dependence with respect to (t,x) when the context is clear. We
compute the time derivative of ‖ νε⊥ ‖2L2(mε) multiplying equation (4.7) by νε⊥m

ε and integrating with
respect to u

1

2

d

dt
‖νε⊥‖2L2(mε) = 〈S ε [ νε , Π νε ] , νε⊥ 〉L2(mε) − 〈A

ε [ νε⊥ ] , νε⊥ 〉L2(mε) ,

and we split the contribution of the source terms as follows

〈S ε [ νε , Π νε ] , νε⊥ 〉L2(mε) = A1 + A2 ,

where the terms A1 and A2 are given by
A1 = − 1

θε

∫
R2

∂v [Bε
0 (t , x , θε v , w) Π νε ] νε⊥m

ε du ,

A2 = −a θε
∫
R2

v ∂w [ Π νε ] νε⊥m
ε du ,

where Bε
0 is given by (2.3).

Let us estimate A1. After an integration by part, this term rewrites as follows

A1 =

∫
R2

Bε
0 (t , x , θε v , w) Π νε (mε)

1
2

1

θε
∂v [ νε⊥m

ε ] (mε)−
1
2 du .

According to items (2) and (4) in Proposition 2.5 , Vε and E (µε) are uniformly bounded with respect
to both (t, x) ∈ R+ × K and ε. On top of that, according to assumptions (1.2) and (2.7), Ψ ∗r ρε0
stays uniformly bounded with respect to both x ∈ K and ε as well. Consequently, applying Young’s
inequality to the former relation and using assumption (1.1b), which ensures that N has polynomial
growth, we obtain

A1 ≤
η

(θε)2 Dρε0 [ νε⊥ ] +
C

η

∫
R2

(
|θεv|2p + |w|2 + 1

)
|νε|2 Mρε0

m du ,

for all positive η and for some positive constant C which only depends on m∗, mp and mp and the
data of the problem N , Ψ and A0. Taking advantage of the properties of the Maxwellian Mρε0

and
since ρε0 meets assumption (2.7), the latter estimate simplifies into

A1 ≤
η

(θε)2 Dρε0 [ νε⊥ ] +
C

η

(
‖ νε ‖2L2(m) + ‖w νε ‖2L2(m)

)
.

Furthermore, according to Jensen’s inequality, it holds

‖ νε ‖2L2(m) + ‖w νε ‖2L2(m) ≤ ‖ ν
ε ‖2L2(mε) + ‖w νε ‖2L2(mε) .

Therefore, we apply Corollary 4.6 and obtain the following estimate for A1

A1 ≤
η

(θε)2 Dρε0 [ νε⊥ ] +
C

η
eCt ‖ νε0 ‖

2
H1
w(mε) .

To estimate A2, we apply the Cauchy-Schwarz inequality, use the properties of the MaxwellianMρε0
and assumption (2.7). It yields

A2 ≤ C
(
‖ ∂w νε ‖2L2(mε) + ‖ νε⊥ ‖

2
L2(mε)

)
.

According to the same remark as in the former step, it holds

‖ ∂w νε ‖2L2(m) + ‖ νε⊥ ‖
2
L2(mε) ≤ ‖ ν

ε ‖2L2(mε) + ‖ ∂w νε ‖2L2(mε) ,
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hence, applying Proposition 4.5, we obtain

A2 ≤ C eCt ‖ νε0 ‖
2
H1
w(mε) .

To evaluate the contribution of A ε we replace it by its definition (4.4) and integrate by part the
stiffer term. It yields

− 〈A ε [ νε⊥ ] , νε⊥ 〉L2(mε) = − 1

(θε)2Dρε0 [ νε⊥ ] − 〈divu [ bε0 ν
ε
⊥ ] , νε⊥ 〉L2(mε) .

In order to close the estimate, we apply Lemma 4.2 and Proposition 4.5 to control the term associated
to linear transport. It yields

−〈divu [ bε0 ν
ε
⊥ ] , νε⊥ 〉L2(mε) ≤

α

(θε)2 Dρε0 [ νε⊥ ] + C eCt ‖ νε0 ‖
2
L2(mε) ,

for all positive constant α greater than 1/(2bκ). Consequently, the former computations lead to the
following differential inequality

1

2

d

dt
‖νε⊥‖2L2(mε) +

1− α− η
(θε)2 Dρε0 [ νε⊥ ] ≤ C

η
eCt ‖ νε0 ‖

2
H1
w(mε) .

Based on our assumptions, it holds 1/(2bκ) < 1 therefore we may choose α and η such that α∗ =
1 − α − η lies in

]
0 , 1− (2bκ)−1

[
. Furthermore, in our context, the Gaussian-Poincaré inequality

[13] rewrites

‖νε⊥‖2L2(mε) ≤ Dρε0 [ νε⊥ ] .

According to the latter remarks, the former inequality rewrites

d

dt
‖νε⊥‖2L2(mε) +

2α∗

(θε)2 ‖ν
ε
⊥‖2L2(mε) ≤ C eCt ‖ νε0 ‖

2
H1
w(mε) .

We multiply this estimate by

exp

(
2α∗

∫ t

0

1

(θε)2 ds

)
,

and integrate between 0 and t. In the end, we deduce the following inequality

‖ νε⊥ ‖2L2(mε) ≤ ‖ ν
ε
0 ‖2H1

w(mε) e
−2α∗ I(t)

(
1 + C

∫ t

0
eCs e2α∗ I(s) ds

)
,

where I is given by

I(t) =

∫ t

0

1

(θε)2 ds .

Taking advantage of the ODE solved by θε (see (2.5)), we compute explicitly I

I(t) =
t

ε
+

1

2 ρε0
ln
(
θε(t)2

)
.

Consequently, the latter estimate rewrites

‖ νε⊥ ‖2L2(mε) ≤ ‖ ν
ε
0 ‖2H1

w(mε) e
−2α∗

t
ε

(
(θε(t))

−2 α∗
ρε0 + C

∫ t

0
eCs e2α∗

s
ε

(
θε(s)

θε(t)

)2 α∗
ρε0

ds

)
.

Then we notice that according to the explicit formula (2.5) for θε, given that ε lies in (0 , 1) , we have
on the one hand

e−2α∗
t
ε (θε(t))

−2 α∗
ρε0 ≤ min

(
1 , e−2α∗

t
ε ε
− α∗
ρε0

)
,

and on the other hand(
θε(s)

θε(t)

)2 α∗
ρε0 ≤ min

(
2 e2α∗

t−s
ε , C

(
1 + e−2α∗

s
ε ε
− α∗
ρε0

))
.

We inject these bounds and take the supremum over all x in K in the latter estimate. In the end, we
obtain the estimate for the case where k = 0 in Proposition 4.8.
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We turn to the case k = 1 in Proposition 4.8. We make use of the shorthand notation hε⊥ = ∂w ν
ε
⊥.

We compute the time derivative of ‖hε⊥ ‖2L2(mε) multiplying equation (4.8) by hε⊥m
ε and integrating

with respect to u

1

2

d

dt
‖hε⊥ ‖2L2(mε) = 〈S ε [hε , Πhε ] , hε⊥ 〉L2(mε) − 〈A

ε [hε⊥ ] , hε⊥ 〉L2(mε) + b ‖hε⊥ ‖2L2(mε) + A ,

where A is given by

A =
1

θε

∫
R2

∂v ν
ε hε⊥m

ε du .

We estimate A integrating by part with respect to v and applying Young’s inequality. After applying
Proposition 4.5, it yields

A ≤ 1

4 η
eCt ‖ νε0 ‖2L2(mε) +

η

(θε)2 Dρε0 [hε⊥ ] ,

for some positive constant C and all positive η. Then we follow the same argument as in the last step
and obtain the expected result.

�

4.2.2. Estimate for ( νε − ν ). It solves the following equation

(4.9) ∂t ( νε − ν ) − b ∂w [w ( νε − ν ) ] = −a θε ∂w
[ ∫

R
v νε dv

]
,

obtained taking the difference between equations (1.7) and (2.14). It is the same equation as (1.7)
solved by ν with the additional source term on the right-hand side of the latter equation. Consequently,
our strategy consists in estimating the source term. We point out that since the source term is weighted
by θε, it sufficient to prove that it is bounded in order to obtain convergence. However, it is not hard
to check that the source term cancels if we replace νε by its projection Π νε

∂w

[ ∫
R
vΠ νε dv

]
= 0 .

Consequently, based on the estimates obtained in the first step on νε⊥ (see Proposition 4.8), we expect

θε ∂w

[ ∫
R
v νε dv

]
=
ε→0

O (ε) .

This formal approach was already rigorously justified in a weak convergence setting in [2]. In our
setting and due to the structure of the source term, we use regularity estimates to achieve the latter
convergence rate.

Lemma 4.9. Consider a sequence of solutions (µε) ε> 0 to (1.3) with initial conditions satisfying
assumption (2.19) with an index k in {0 , 1} as well as the solution ν to equation (1.7) with some

initial condition ν0 lying in H k(m). The following estimate holds for all positive ε

‖ νε − ν ‖Hk(m) ≤ eC t
(
‖ νε0 − ν0 ‖Hk(m) + C

∫ t

0
e−C s θε ‖ νε⊥‖Hk+1

w (mε) ds

)
, ∀ (t,x) ∈ R+ ×K ,

where k lies in {0 , 1} and for some positive constant C only depending on κ, m∗ and A.

Proof. We start with the case k = 0. We consider some ε > 0 and some (t, x) in R+ ×K; we omit
the dependence with respect to (t,x) when the context is clear. We compute the time derivative of
‖ νε − ν ‖2L2(m) multiplying equation (4.9) by ( νε − ν ) m and integrating with respect to w. We

integrate by part the term associated to linear transport and end up with the following relation

1

2

d

dt
‖ νε − ν ‖2L2(m) =

b

2

∫
R

(
1 − κw2

)
| νε − ν |2 mdw − a θε

∫
R2

v ∂w ν
ε
⊥ (νε − ν) mdu .

According to Cauchy-Schwarz inequality and applying assumption (2.7), the source term admits the
bound

− a θε
∫
R2

v ∂w ν
ε
⊥ (νε − ν) m du ≤ C θε ‖hε⊥ ‖L2(mε) ‖ νε − ν ‖L2(m) ,
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for some positive constant C only depending onA andm∗. On top of that we bound the term associated
to linear transport using that the polynomial 1 − κw2 is upper-bounded over R. Gathering the former
considerations we end up with the following differential inequality

1

2

d

dt
‖ νε − ν ‖2L2(m) ≤ C

(
‖ νε − ν ‖2L2(m) + θε ‖ ∂w νε⊥ ‖L2(mε) ‖ νε − ν ‖L2(m)

)
,

for some positive constant C only depending on κ, m∗ and A. we divide the latter inequality by
‖ νε − ν ‖L2(m) and obtain

d

dt
‖ νε − ν ‖L2(m) ≤ C

(
‖ νε − ν ‖L2(m) + θε ‖ ∂w νε⊥ ‖L2(mε)

)
,

We conclude this step applying Gronwall’s Lemma.

We treat the case k = 1 applying the same method. Indeed, νε − ν and ∂w (νε − ν) solve the
same equation up to an additional source term which adds no difficulty.

�

Proposition 4.10. Under assumptions (1.1a)-(1.1b) and (2.17) on the drift N and (1.2) on the
interaction kernel Ψ, consider a sequence of solutions (µε)ε>0 to (1.3) with initial conditions satisfying
assumptions (2.7)-(2.8b) as well as the solution ν to equation (1.7) with some initial condition ν0 and
an exponent κ greater than 1/(2b). Then there exists a constant C > 0, such that for all ε ∈ (0, 1),
the following statements hold

(1) suppose that assumptions (2.19)-(2.20) are fulfilled with an index k in {0 , 1}, then for all
t ≥ 0,

‖ νε(t) − ν(t) ‖H k(m) ≤ eCt
(
‖νε0 − ν0‖H k(m) + C ‖ νε0 ‖H k+1(mε)

√
ε
)

;

(2) supposing assumption (2.19) with index k = 1 and assumption (2.20) with index k = 0, it
holds for all t ≥ 0,

‖ νε(t) − ν(t) ‖H 0(m) ≤ eCt
(
‖νε0 − ν0‖H 0(m) + C ‖ νε0 ‖H 2(mε) ε

√
| ln ε | + 1

)
.

Proof. We prove item (2) in the latter proposition. According to Lemma 4.2, we have

‖ νε − ν ‖L2(m) ≤ eC t
(
‖ νε0 − ν0 ‖L2(m) + C

∫ t

0
e−C s θε ‖ νε⊥‖H1

w(mε) ds

)
.

Therefore, the proof comes down to estimating the integral in the right-hand side of the latter inequality

A :=

∫ t

0
e−C s θε ‖ νε⊥‖H1

w(mε) ds .

We apply the second estimate in Proposition 4.8 and Cauchy-Schwarz inequality. This yields

A ≤ C ‖ νε0 ‖H2
w(mε)

(∫ t

0
|θε|2 ds

)1/2 (∫ t

0
ε + min

{
1 , e− 2α∗

s
ε ε−

α∗
m∗

}
ds

)1/2

.

Then we inject the following estimate in the latter inequality

min
{

1 , e− 2α∗s / ε ε−α∗ /m∗
}
≤ 1{

s≤− 1
2m∗

ε ln ε
} + 1{

s>− 1
2m∗

ε ln ε
} e− 2α∗

s
ε ε−

α∗
m∗ .

On top of that, we use (2.5) to compute the time integral of |θε|2. In the end, we obtain

A ≤ C ‖ νε0 ‖H2
w(mε) ε

√
t + 1

√
| ln ε | + 1 .

Hence, we obtain the expected result taking the supremum over all x in K in the latter estimate.
Item (1) in Proposition 4.10 is obtained following the same method excepted that we estimate A

using Proposition 4.5 with index k instead of Proposition 4.8.
�

Let us now conclude the proof of Theorem 2.3. On the one hand, we observe that item (2) cor-
responds to item (2) of Proposition 4.10. On the other hand, item (1) is obtained by gathering the
estimate in Proposition 4.8 and item (1) in Proposition 4.10.
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4.3. Proof of Theorem 2.4. All along this proof, we consider some ε0 small enough so that the
following condition is fulfilled

‖ ρε0 − ρ0 ‖L∞(K) < m∗ / 2 ,

for all ε less than ε0. We omit the dependence with respect to (t,x,u) ∈ R+ × K × R2 when the
context is clear. We start by proving item (1) in Theorem 2.4. Since the cases k = 0 and k = 1 are
treated the same way, we only detail the case k = 0. We consider some integer i and take some ε less
than ε0. Then we decompose the error as follows

‖ (v − V)i (µε − µ) (t)‖H0(m−) ≤ A + B ,
where A and B are given by A = ‖(v − V)i (µε − τ−Uε ◦ Dθε ( ν )) ‖H0(m−) ,

B = ‖(v − V)i ( τ−Uε ◦ Dθε ( ν ) − µ) ‖H0(m−) ,

where ν is the limit of νε in Theorem 2.3 and is defined by (1.6) and where the operators τ−Uε and Dθε

respectively stand for the translation of vector −Uε with respect to the u-variable and the dilatation
with parameter (θε)−1 with respect to the v-variable, that is

τ−Uε ◦ Dθε ( ν ) (t , x , u) =
1

θε
ν

(
t , x ,

v − Vε

θε
, w − Wε

)
.

The first term A corresponds to the convergence of the re-scaled version νε of µε towards ν whereas
B corresponds to the convergence of the macroscopic quantities.

We estimate A as follows

A ≤ C (A1 + A2) ,

where C is a positive constant which only depends on i and where A1 and A2 are given by
A1 =

∥∥∥ (v − Vε)i (µε − τ−Uε ◦ Dθε ( ν ) )
∥∥∥
H0(m−)

,

A2 = ‖ V − Vε ‖iL∞(K) ‖µ
ε − τ−Uε ◦ Dθε ( ν ) ‖H0(m−) .

According to item (2) in Proposition 2.5 , Vε and Wε are uniformly bounded with respect to both
(t,x) ∈ R+ ×K and ε > 0, and 0 ≤ θε ≤ 1, hence

m−(x, v, w) ≤ Cmε

(
x ,

v − Vε√
2 θε

, w − Wε

)
,

which yields

A1 ≤ C sup
x∈K

(∫
R2

(v − Vε)2 i |µε − τ−Uε ◦ Dθε ( ν ) |2 mε

(
x ,

v − Vε√
2 θε

, w − Wε

)
du

) 1
2

,

for another constant C > 0 depending only on κ, m∗, mp and mp (see assumptions (2.7)-(2.8b)) and
on the data of the problem N , Ψ and A0. Then we invert the change of variable (2.1) and notice that

v2 imε

(
x ,

v√
2
, w

)
≤ Cmε (x , u) ,

for some constant C > 0 only depending on i and m∗. Consequently, we deduce

A1 ≤ C
∥∥∥ (θε)i−

1
2

∥∥∥
L∞(K)

‖ νε − ν ‖H0(mε) .

Therefore, applying Theorem 2.3, using the compatibility assumption (2.22), and thanks to the con-
straint θε (t = 0) = 1, which ensures

‖ νε0 ‖H 1(mε) ≤ C ‖µε0 ‖H 1(m+) ,

for some constant C depending only on mp, κ and m∗, we finally get

A1 ≤ C eCt ε−
1
4

(
ε
i
2 + e− im∗

t
ε

) (
ε

1
2 + e−α∗

t
ε ε−

α∗
2m∗

)
.
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Moreover, since α∗ < m∗ / 2 , we deduce

A1 ≤ C eCt
(
ε
i
2

+ 1
4 + e−α∗

t
ε ε−

1
2

)
.

To estimate A2, we apply item (1) in Proposition 2.5 and the compatibility assumption (2.22), which
ensure

‖ V − Vε ‖iL∞(K) ≤ C eC t εi .

Then we follow the same method as before. In the end, we end up with the following bound for A2

A2 ≤ C eCt
(
εi+

1
4 + e−α∗

t
ε εi−

1
2

)
.

Gathering these results, we obtain the following estimate for A

A ≤ C eCt
(
ε
i
2

+ 1
4 + e−α∗

t
ε ε−

1
2

)
.

We turn to B. Similarly as before, we apply the triangular inequality and invert the change of
variable (2.1). Then we apply Proposition 2.5, which yields

B ≤ C eC tε−
1
4

(
ε
i
2 + e− im∗

t
ε

) ∥∥∥ ν − τ ( V
ε−V
θε

,Wε−W ) (Mρ0 ⊗ ν̄ )
∥∥∥
H0(D√2 (mε))

,

where D√2 (mε) is a short-hand notation for

D√2 (mε) (x , u) = mε

(
x ,

v√
2
, w

)
.

Then we decompose the right-hand side of the latter inequality as follows∥∥∥ ν − τ( V
ε−V
θε

,Wε−W ) (Mρ0 ⊗ ν̄ )
∥∥∥
H0(D√2 (mε))

≤ B1 + B2 + B3 ,

where B1, B2 and B3 are given by

B1 =
∥∥ ν − τ (Wε−W ) ν̄

∥∥
H0(m)

,

B2 =
∥∥ τ (Wε−W ) ν̄

∥∥
H0(m)

∥∥∥Mρε0
− τ( V

ε−V
θε )Mρε0

∥∥∥
H0

(
M−1

ρε0

) ,
B3 =

∥∥ τ (Wε−W ) ν̄
∥∥
H0(m)

∥∥Mρε0
− Mρ0

∥∥
H0

(
M−1

ρε0

) e ‖Vε−V‖2L∞(K)
/ (2m∗ ε) ,

where we used that
D√2 (mε) ≤ mε , and mε = M−1

ρε0
m.

Since equation (1.7) is linear, ν − τw0 ν also solves the equation, therefore, applying Lemma 4.7 with
w0 = Wε − W, it yields

B1 ≤ C e
b
2
t
∥∥ ν0 − τ (Wε−W ) ν̄0

∥∥
H0(m)

.

Furthermore, since m ≤ m+ and relying on assumption (2.23), we deduce

B1 ≤ C e
b
2
t ‖Wε − W ‖L∞(K) .

Therefore, according to item (1) in Proposition 2.5 we conclude

B1 ≤ C eC t ε .

To estimate B2 and B3, we follow the same method as for B1: we first apply the following relation∥∥∥Mρε0
− τ( V

ε−V
θε )Mρε0

∥∥∥
H0

(
M−1

ρε0

) =

∥∥∥∥ e ρε0 ∣∣∣ Vε−Vθε

∣∣∣2 − 1

∥∥∥∥
1
2

L∞(K)

,

which ensures∥∥∥Mρε0
− τ( V

ε−V
θε )Mρε0

∥∥∥
H0

(
M−1

ρε0

) ≤
∥∥∥∥∥ e ρε0

∣∣∣ Vε−Vθε

∣∣∣2
ρε0

∣∣∣∣ Vε − Vθε

∣∣∣∣2
∥∥∥∥∥

1
2

L∞(K)

.
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Furthermore, we apply Lemma 4.7, which ensures that∥∥ τ (Wε−W ) ν̄
∥∥
H0(m)

≤ C eC t .

Therefore, applying item (1) in Proposition 2.5, we obtain

B2 ≤ C eC (t+ ε eCt) ε
1
2 .

Then to estimate B3, an exact computation yields

∥∥Mρε0
− Mρ0

∥∥
H0

(
M−1

ρε0

) = sup
x∈K

 | ρ0 − ρε0 |
2√

ρ2
0 − (ρ0 − ρε0)2

(
ρ0 +

√
ρ2

0 − (ρ0 − ρε0)2

)


1
2

.

Therefore, according to assumption (2.22) and item (1) in Proposition 2.5, which ensures that

e
‖Vε−V‖2

L∞(K)
/ (2m∗ ε) ≤ eC e

Ct ε ,

this yields

B3 ≤ C eC (t+ eCt ε) ε .

In the end, we deduce the following estimate for B

B ≤ C eC (t+ ε eCt)
(
ε
i
2

+ 1
4 + e− im∗

t
ε ε

1
4

)
.

The proof for the statement (2) in Theorem 2.4 follows the same lines as the former one excepted
that we apply item (2) in Theorem 2.3 instead of item (1) to quantify the convergence of νε towards
ν. Therefore, we do not detail the proof.

5. Conclusion

In this paper, we have characterized the blow-up profile of the voltage distribution in the regime
of strong and short-range coupling between neurons and have computed the limiting distribution for
the adaptation variable. Our result should be interpreted as the expansion up to the first term of
the network’s distribution as ε vanishes. A significant aspect of our analysis lies in the fact that we
obtained quantitative convergence estimates in strong topology. More specifically, we provide two
results. On the one hand, we prove convergence in a L1 functional framework. Our analysis relies on
a modified Boltzmann entropy (see Appendix A) which is original to our knowledge. On the other
hand, we prove convergence in a weighted L2 setting, in which we take advantage of the variational
structure in order to obtain regularity estimates. This enables to recover the optimal convergence
rates obtained in a weak convergence setting in probability spaces [2]. In many ways, the problem at
hands in this article shows similarities with other problems coming from kinetic theory. Therefore,
the methods developed in this article might have applications in the asymptotic analysis of models
sharing similar structure such as flocking models [18, 23, 24, 32], Vlasov-Navier-Stokes models with
Brinkman force [15] and Vlasov-Poisson-Fokker-Planck models [29, 19].
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Appendix A. Proof of Lemma 3.1

Instead of estimating directly the L1 norm of f−g, we estimate the following intermediate quantity,
introduced in [2]

H1/2 [ f | g ] =

∫
Rd1+d2

f ln

(
2 f

f + g

)
dy dξ ,

which is easily comparable to the classical L1 norm thanks to the following Lemma (see [2], Lemma
A.1. for detailed proof)
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Lemma A.1. For any two non-negative functions f , g ∈ L1
(
Rd1+d2

)
with integral equal to one, the

following estimate holds

1

8
‖ f − g ‖2

L1(Rd1+d2) ≤ H1/2 [ f | g ] ≤ ‖ f − g ‖L1(Rd1+d2 ) .

Unlike the L1 norm, H1/2 has an explicit dissipation with respect to the Laplace operator which is
given by

I1/2 [ f | g ] :=

∫
Rd1+d2

∣∣∣∣∇ξ ln

(
2 f

f + g

)∣∣∣∣2 f dy dξ .

We consider the quantity h := (f + g) / 2 , whose equation is obtained multiplying by 1/2 the sum of
the equations solved by f and g, that is

∂t h + divy [ ah ] +
λ(t)

2
divξ [ (b1 + b3) f + b2 g ] − λ(t)2 ∆ξ h = (δ − 1)

λ(t)2

2
∆ξ g .

Then, we compute the time derivative of the quantity H1/2 [ f | g ] integrating with respect to both ξ
and y the difference between the equation solved by f multiplied by ln (f / h) and the equation solved
by h multiplied by f / h. After an integration by part, it yields

d

dt
H1/2 [ f | g ] + λ(t)2 I1/2 [ f | g ] = A + B ,

where A and B are given by
A =

λ(t)

2

∫
Rd1+d2

( b1 − b2 ) ∇ξ
(

ln

(
f

h

))
g

h
f dy dξ ,

B = − λ(t)

2

∫
Rd1+d2

divξ [ b3 g + (δ − 1) λ(t)∇ξ g ]
f

h
dy dξ .

To estimate A, we notice that | g / h | ≤ 2 and we apply Young’s inequality. This yields

A ≤ λ(t)2 I1/2 [ f | g ] +
1

4

∫
Rd1+d2

|b1 − b2 |2 f dy dξ .

To estimate B, we simply notice that | f / h | ≤ 2 and take the absolute value inside the integral. In
the end, we obtain

A + B ≤ R(t) + λ(t)2 I1/2 [ f | g ] ,

where R is defined as in Lemma 3.1. Therefore, it holds

d

dt
H1/2 [ f(t) | g(t) ] ≤ R(t) , ∀ t ∈ R+ .

Then, we deduce (3.1) by integrating the latter inequality between 0 and t and applying Lemma A.1
in order to substitute H1/2 with the L1-norm.
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