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A New combined transient extraction method coupled 

with WO3 gas sensors for polluting gases classification 

 

Abstract  

Purpose- this paper dealt with the classification improvement of pollutant using WO3 gases 

sensors. To evaluate the discrimination capacity, some experiments were achieved using three 

gases: ozone, ethanol, acetone and a mixture of ozone and ethanol via four WO3 sensors.  

Design/methodology/approach-To improve the classification accuracy and enhance selectivity, 

some combined features that were configured through the Principal Component Analysis (PCA) 

were used. First, evaluate the discrimination capacity; some experiments were performed using 

three gases: ozone, ethanol, acetone and a mixture of ozone and ethanol, via four WO3 sensors. 

To this end, three features that are derivate, integral and the time corresponding to the peak 

derivate have been extracted from each transient sensor response according to four WO3 gas 

sensors used. Then these extracted parameters were used in a combined array. 

Findings-The results show that the proposed feature extraction method could extract robust 

information. The Extreme Learning Machine (ELM) was used to identify the studied gases. In 

addition, ELM was compared with the Support Vector Machine (SVM). The experimental results 

prove the superiority of the combined features method in our E-nose application since this method 

achieves the highest classification rate of 90% using the ELM and 93.03% using the SVM based 

on Radial Basis Kernel Function SVM-RBF. 

Originality/value- combined features have been configured from transient response to improve 

the classification accuracy.  The achieved results show that the proposed feature extraction method 

could extract robust information. The Extreme Learning Machine ELM and Support Vector 

Machine SVM were used to identify the studied gases. 

 

Keywords— Electronic nose, combined features, Gas sensors, ELM classifier, Support 

Vector Machine SVM 

1. Introduction  

Gas sensors based on tungstic oxide (WO3) have attracted a great deal of research interest in 

many fields such as environment, control and especially the identification and discrimination of 

polluting gases. These metal oxide semiconductor (MOX) sensors have many outstanding 

advantages such as high sensitivity, rapid response speed, good reproducibility and simple design. 

However, this type of gas sensors exhibits an inherent lack of selectivity. For this reason, 

investigations have focused on the selective detection for gases using many approaches. Among 

these approaches, the electronic nose plays a constantly growing role as a general-purpose detector 

of polluting gases (Lecce, 2009; Machado, 2005). The term electronic nose refers to a device that 



 

 

emulates human smell by combining sensor response and recognition algorithms to distinguish gas 

samples (Gardner and Bartlett, 1994; Martin et al., 2001).  

In the same way of role of metal oxide in pollution detection, (Danish et al., 2020) discusses 

the structural features and photocatalytic applications of a variety of metal oxide-based materials. 

The review paper explores the footprint analysis as well as a simple framework to relate metal 

oxide application possibilities within energy, environmental, and economic sustainability. 

In their research, authors highlight how metal oxide are used in applications for energy and  

environmental sustainability, taking into account also the limit of their practical application on 

large scale. WO3 has the advantage of being chemically stable in acidic aqueous media, having a 

high hole diffusion length and a good electron mobility. It was reported that metal oxides especially 

continue to be explored for the environmental remediation, for solving the energy crisis and for 

decarbonization. 

Focusing on the electronic nose performance improvement, many researchers have 

continuously studied the related technologies to enhance the e-nose performance. In the gas 

detection field, investigations have focused on the two most important parts of the e-nose system: 

hardware and software (intelligent) parts .For the first part, sensitive material selection, sensor 

array optimization was investigated (Zaretskiy et al, 2011). Also, various techniques using 

different measurement strategies were explored (Ghasemi et al., 2018). 

Frequently, investigations have been focused on the use of oxides or polymers to discriminate 

sensitivity between gases based on molecules size or surface reactions. In (Yumashev and 

Mikhaylov, 2020), the controlled incorporation of nanoinclusions into the polymer matrix suggests 

itself as an obvious solution to the tribological problem. Data from numerous tests were processed 

using the Kalman filter.                                        

It is an effective recursive filter that estimates the state vector of a dynamic system using  a 

series of incomplete and noisy measurements. 

For the intelligent part, a great deal of research focused on both of the enhanced feature 

extraction method and the pattern recognition method.  

Among the techniques used to improve the electronic nose system, the hybrid approach known 

as data fusion has emerged as a real solution to solve the lack of cross-selectivity problem of 

individual electronic sensor systems. The aim of data fusion is to combine information from two 

or more data sources in order to obtain more complete, better quality global information, allowing 

for a better decision and action than either of the individual data sources. 

In addition, data fusion techniques are also rated as low (sensors combination), mid (features 

fusion) and high (classifiers fusion), depending on the processing stage at which the fusion 

occurred. 

In literature, several applications of hybrid systems involve the use of the low level of fusion 

(Banerjee et al., 2014; Buratti et al., 2018; Haddi et al., 2014). This data fusion corresponds to the 

fusion of information directly at the output of the sensors. It is a simple concatenation of the raw 

variable vectors. Although it performs very well when it comes to a comparable number of sensors 

used for each device, it is not very suitable when the source contains a large number of variables. 

In addition, the combination of several data raises the problem of dimensionality (Boilot et al., 

2004). 



 

 

The high-level fusion (HLF) relates to the merger of information corresponding to the 

formulation of hypotheses from an expert or a system. Besides, many studies in such various fields 

as image segmentation, sensor networks, and image recognition have been devoted to classifier 

fusion (Amini et al., 2013; Sun et al., 2017; Vergara et al., 2012; Faleh et al., 2018). Indeed, after 

each source has determined its own decision or partial identity of the present objects, this approach 

combines the information to form a global decision (Luo et al., 2018) 

In this work, we focused on the mid-level fusion (features fusion). It is the fusion of data collected 

directly from the sensors. The mid-level fusion provides the builder with the possibility of 

displaying the database size to prevent dimensionality and preponderance problems. 

This approach has increasingly gained attention for e-nose applications (Malegoria et al., 2020; 

Huang et al., 2019).  

   In our previous paper (Faleh et al., 2016), we used the “classifiers fusion” method to improve 

the classification accuracy and enhance selectivity.  In the present paper, however, we used an 

alternative method that relies on “features fusion” which is based on transient parameters. The idea 

was to combine transient features in order to improve the classification accuracy. 

 The remaining of this paper was structured as follows: Section 2 provided an overview on the 

“features fusion” approach. Section 3 detailed the measurement process for the sensor array and 

data collection. In section 4 we described the data preprocessing procedure before discussing the 

experimental results in section 5. Finally, we drew the main conclusions we reached in this study. 

 

2. Features Fusion approach; State of the art 

2.1. Motivation  

For any specific application, the extraction method is a key factor for good gas discrimination 

(Yan et al., 2015; Eklöv et al., 1999). Current features investigated in gas detection can be divided 

into two main categories: The first is extracted from the steady-state phase whereas the second 

extracts features related to the transient phase of the sensor response. A recent research identified 

certain characteristics in the transformation domain, such as Fourier transform (Vergara et al., 

2007; Ionescu et al., 2005) trying to reach a high classification rate in order to discriminate samples 

of gases. Another kind of extraction technique is the extraction of characteristics based on a 

particular model (Haddad et al., 2007, Chambon et al., 1999). However, other researchers 

concentrated on extracting piecemeal signal features, such as maximum sensitivity (Xiong et al., 

2014).  

Throughout the literature, the use of transient features (Siadat et al., 2012; Haddi et al., 2011) 

has been shown to lead to a better classification. Distante et al. (Distante et al., 2002) analyzed the 

effect of both steady-state feature maximum value and transient features to detect gases using five 

SnO2 sensors. Their results showed that integral and derivative methods have higher recognition 

rates than accuracy classification obtained from steady state values. In (Zhang et al., 2007), the 

Linear Discriminant Analysis (LDA) results showed that the higher classification rate was 

obtained with transient features. 

In a previous work, (Faleh et al., 2016) demonstrated that the transient parameters derivate an 

integral lead to better classification compared to standard features. However, it is well known that 

a single feature cannot fully represent the characteristics of the sensor signals, thus leading to low 

classification accuracy. Hence, the features fusion strategy (Giungato et al., 2017) might be a 

suitable alternative for improving prediction accuracy for gas sensors array. The aim of features 



 

 

fusion is to combine the parameters obtained from multiple sources and tested individually. This 

fusion could, therefore, potentially achieve a better definition and improve the classification 

accuracy (Zhi et al., 2017). 

  

2.2. Methodology 

 

The underlying idea of features combination is to use the extracted features in the same dataset. 

As shown in figure 1, the mid level of the data fusion corresponds to the mergence of the extracted 

raw measurements. Unlike the low level of abstraction, the intermediate level requires a 

preprocessing step of the data before combining them into a single dataset. This can be ensured by 

either a direct extraction of sensor responses or a selection of variables among those of origin. The 

mid-level offers the designer the possibility to control the dimension of the database so as to avoid 

the problems of dimensionality and preponderance. 

 

 

Figure1.Mid-level abstraction of data fusion 

2.3. Related works 

 

 In recent years, the hybrid approach, which is a mid- level features combination, has 

emerged as a real solution to overcome the problem of lack of cross-selectivity of individual 

sensors. In addition, the use of multiple data sources offers a compelling path to better decision 

making. Indeed, data fusion is applied in a wide variety of fields like food security and image 

processing. 

Many researches showed that hybrid systems or features extraction systems can improve the 

classification accuracy compared to individual features.  The combination of heterogeneous 

features is widely used in the field of food security,. In fact (Haddi et al., 2014) offer a multisensory 

data fusion approach which combines an e-Nose and an e-Tongue that were  investigated in order 

to generate combined aroma and taste profiles.  

Researchers in (Buratti et al., 2018) have shown that classification is often more accurate when 

using combined features rather than an individual ones. They suggested an efficient mid-level data 

fusion approach for discussing the applicability of an E-nose, E-eye and E-tongue for quality 

decline assessment and olive oil characterization, demonstrating their ability to identify samples 

and substantially improve the K-Nearest Neighbors (KNN) classification model. 

Combining correlations between chemical features from an E-nose and E-tongue were explored 

for discrimination of red wines (Rodriguez-Mendez et al., 2014).Their results showed a significant 

improvement of classification accuracy. Besides, previous research demonstrated that a weighted 

fusion framework with a logarithmic form that focused on the contribution of each function can 

increase the classification rate (Dang et al., 2015).In addition, compared to different standard 



 

 

techniques, the combined sensor response can classify tea samples more accurately and is 

considered as an appropriate tool for tea discrimination (Banerjee et al., 2019). Also, and in the 

same field, a qualitative discrimination, E-nose, E-tongue, E-eye were merged by the SVM and 

Random Forest RF classification model to obtain a better classification accuracy of black tea and 

improve the performances of identification and prediction models (Xu et al., 2019).In the field of 

gas detection and electronic nose, a great deal of research has focused on data fusion ,especially 

features combination, to detect eight gas types that were tested and classified using sensors array 

(Choi et al., 2016). 

 

2.4. Suggested features combination method 

As shown in figure 2, the combined method process is organized as follows: Derivate, integral and 

time corresponding for the pic derivate parameters is extracted individually from the transient 

response of sensors constructing hence a data base. A first individual evaluation is achieved. A 

new data base combines the N observations represented by the variables (D, I, TDmax).These N 

observations are the input parameters for such classification methods as the SVM and the ELM.  

 

 

 

 

 

 

 

 

 

Figure2. Construction process flow of the combined features 

 



 

 

3.  Materials and methods 

3.1. Measurement system 

As illustrated in figure 3, the main elements of our test bench are the sensors array, which are 

fitted in the test chamber, the gas dispensing and mixing system, the polarization electronic 

circuits, the heating sensors, the measuring devices and the data acquisition system.  

To measure almost simultaneously the voltage of each sensor, a data acquisition system that 

consists of a multimeter (Keithley) controlled by a computer was used. The used gases are ozone, 

ethanol and acetone. Ozone has been investigated for its oxidation effect. As for ethanol and 

acetone, they were used as reducing gases. Finally, we investigated a mixture of ozone and ethanol 

as a separate class. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure3. Gas measurement experiment set-up for data acquisition 

 

The ozone generation system consists of a flow meter, a humidity filter and a UV lamp. In fact, 

the dry air passes through a quartz tube, lit by the UV lamp. The concentration of ozone at the 

outlet of the tube is calculated based on the flow of dry air at the inlet (constant flow equal to 0.5 

L / min) and the surface of the tube exposed to UV. A graduated copper tube is used to more or 

less expose the dry air to the lamp. The graduations on the copper tube correspond to the 

concentrations 6, 35, 95, 195 and 265 ppb. The ethanol / acetone test bench is mainly composed 

of a steam generator. It is named VOC generator. It has been always used the same test enclosure 

and the same acquisition system. The steam / air mixtures can be generated by bubbling air through 

ethanol / water or acetone / water mixture at 34°C.The alcohol density values are used at 34 ° C , 

ethanol = 0.77639 g / ml and acetone = 0.7803 g / ml. Thus, for each concentration is corresponding 

a volume of liquid to introduce into the bubbler.The measured samples were made up of different 

ozone concentrations 6, 35, 95, 195, 265 ppb, five concentration levels of acetone and ethanol 

ranging from 10 to 50 ppm and five concentrations of 265 ppm mixture of ozone with a variation 

of ethanol concentration from 10 to 50 ppm.  



 

 

The gas sensors are mounted in a box. It is in the shape of a cylindrical cross. The distribution 

of gas in the enclosure is done by the four channels used for the gas inlets, as well as for making 

the electrical contacts (heater and electrodes) and for the evacuation of gases. The gas inlets can 

be used separately in the case where gas is tested or simultaneously to test a mixture of two or 

more gases. The used chip contains 4 sensors which are tested one by one.  

The polarization voltage of the sensors ranges between 0 and 5 V. The sensors are heated at 

constant temperatures (isothermal mode). Each sensor works at a given temperature as indicated 

in table 1. 

Table1. Sensors characteristics 

 

 Temperature (°C) 

Sensor1 275 

Sensor2 300 

Sensor3 303 



 

 

 

 

 

 

 

 

For each temperature value corresponds a heating voltage. Indeed, the temperature is not measured 

each time. The heating furnace is calibrated up to 250°C. It was previously demonstrated that each 

sensor has an optimal temperature for each gas (Faleh et al.2018).  

The sensor heater part is connected in series by a Keithley 2000 multimeter which is used as an a

mmeter. 

A very low voltage U of the order of 0.02 V feeds the heater and enables the resistance of the 

latter to be measured for each temperature value imposed inside the oven. 

It then allows the temperature of the sensitive layer to be identified as a function of the heating 

voltage applied to the heating element terminals. 

The measured data were collected with a laptop via an HP-VEE program. All experiments were 

performed using four WO3 gas sensors mounted on the same package (Figure 4).  The array 

consists of a matrix of four sensors in order to have different signatures. In fact, a micro-heater is 

used in metal oxide gas (MOX) sensors as a hotplate. The gas exposure time (30 s) is long enough 

to reach the equilibrium state, i.e. to obtain a bearing.  

These structures may be used as a base component of an electronic nose, in order to selectively 

detect a number of target gases. The box contains four micro-sensors.  

 

 

 

 

 

 

 

Figure4. (a)Four-element micro gas sensors array mounted on a standard package (b) 

Presentation of a micro gas sensor 

3.2. Sensor characterization 

Figure 5 (a) shows the response of the WO3 gas sensor (sensor1) for ozone (O3) injections at 

different concentrations. The gas exposure time is 15 s and the time for return to the baseline is 

approximately 5 minutes. For the other sensors, similar responses are obtained, except for the 

resistance ratio value Rs/R0 that was changed, where Rs is the resistance in the presence of a gas is 

and R0 is the reference resistance. The same figure shows that the sensor responds proportionally 

to the gas concentration, and that it was stable enough during the test. It should be noted that the 

WO3 sensor is so sensitive for this gas that it can be a promising oxide for ozone detection even at 

low concentrations and that the baselines are also stable during the test period. 

Figure5 (b) shows the response of a sensor based on WO3 for ethanol and acetone injections for 

different concentration levels from 10 to 50 ppm, using the same temperature. The resistance value 

was decreasing when the ethanol and acetone concentrations were increased. It is noteworthy that 

resistance increases and exceeds the initial value at the return time to the baseline. This might be 

Sensor4 275 



 

 

explained by the training of new radicals and the complexity of the chemical reactions during 

adsorption taking place on the WO3 surface. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure5. Sensor WO3 S1 response to (a) oxidizing gas (O3), (b) reducing gases ethanol and 

acetone 

 

In figure 5.b, it is quite noticeable that upon returning to the baseline, the resistance increases and 

exceeds the value of the baseline. This can be explained by the fact that the new radicals and by 

the complexity of chemical reactions during adsorption that take place at the surface of WO3 .By 

increasing the concentration, this rise disappears. For the extracted parameters, this inconsistence 

in baseline does not affect any parameter example TDmax is extracted from derivate not from sensors 

raw data. 

3.3. Signature representation 

As mentioned above, our sensors array consists of four WO3 gas sensors in order to detect different 

gases simultaneously. The response of the four sensors exposed to a given gas plays an important 

role in the concept of electronic noses. Figure 6 show that we get a very specific signature for each 

gas. For the oxidizing gas, we used the ratio Rs/R0 opposite to the reducing gases for which R0/Rs 

ratio was used as a response. The notation S1 to S4 is the same as WO3 S1 to WO3 S4.These 

sensors are different in terms of temperature. Gas sensor data such as resistance is raw data that 

does not show any trend if viewed separately. This is why the normalized parameter Rs/R0 has 

been calculated.  
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Figure 6. Normalized response of four sensors for (a) 265ppb of ozone (b) 40ppm of ethanol, (c) 

40 ppm of acetone, (d) 265ppb of ozone and 40ppm of ethanol. 

In our experience, the ozone concentration is set at 265 ppb and the ethanol concentration is varied 

from 10 to 50 ppm. we find that by increasing the concentration of ethanol, the resistance value 

decreases. This is explained by the presence of the reducing effect. 

4. Signal preprocessing 

The pre-processing stage is achieved to pick a set of parameters that identify the sensor array going 

from feature extraction to dimensionality reduction.  

 

4.1. Extracted features  

The optimization process consists in using a satisfactory identification rate while minimizing the 

number of the initially extracted variables (Boilot et al., 2003). 

The aim of this paper was to reach the best accuracy rate through a good exploration of the 

information of each experiment. To achieve this purpose, three combined transient features in the 

same dataset were obtained after analyzing each feature independently. For each sensor, three 

features were extracted (figure 7) whose expressions are shown in table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure7.a) Characteristic response of a chemical gas sensor showing the transient part b) derivate 

integral signals and TDmax measured for each gas sensors 



 

 

 

 

 

 

 

 

 

 

 

Table2 .Used features extracted from transient sensors curves 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Before the classification phase, the data of each sensor using mid-level fusion approach were 

measured. The significant parameters matrix would be a merge of an individual evaluated 

parameter: derivate, integral and the time corresponding to peak derivate. The N observations 

represented by the variables (D, I, TDmax), collected on the artificial system, would make a database. 

The merged matrix composed of the derivate, integral and time corresponding for each pic derivate 

is presented in the following form: 

 

 

𝑇 =

[
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1 … 𝐷𝑡,𝑗
1 𝐷𝑡,4
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where  Dtj
c , Itj

c , TDmax tj
c  represents, respectively, the derivate, integral and the time corresponding 

to the derivate peak for each sensor j taken by the observation i for the c classes.  

j= 1, 2, 3, 4; is the sensor number. 

c=1, 2, 3, 4; is the class number, it corresponds to ozone, ethanol, acetone and the mixture ozone 

and ethanol, respectively. 

feature extraction method Description 

Peak Derivate The maximum value of derivate calculated by D(t) =
dR(t)

dt
⁄  

integral  Calculation of difference   accumulative total reaction in 

the presence of sample gas i.e I1-I0 

 

 

 

where a: is the beginning of the transient phase, and t: is an 

any instant in the transient phase 

TDmax the time corresponding to the peak derivate 

=
t
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5. Classification 

 The multivariate analysis methods serve to construct a data set based on observations of the 

functioning of the system through learning. Once this step is accomplished, the system is ready to 

recognize unknown objects that it will receive. There are two main distinct classification approaches 

applied in sensor array systems; supervised (SVM, KNN, LDA, ANN) and unsupervised (PCA…). 

 

5.1.Support Vector Machine  

The Support Vector machine is known to have reached a high classification rate in gas 

identification (Haddi et al.,2011; Güney and Atasoy,2012). It is a kernel learning method inspired 

from Vladimir Vapnik’s theory introduced in 1979. It was primarily designed for a binary 

prediction, i.e. discrimination of two classes. However, multi-class versions have been developed 

in order to consider more complex cases consisting of more than two classes. The SVM 

Classification can be easily adapted to tackle multiclass problems. The two common strategies are: 

One Versus Another method (OVA): This is the simplest and oldest decomposition method 

where the number of classifiers is selected to be equal to the number of classes.  

One Versus One method (OVO): if the class number is k, the classifier number is also designed 

as k (k-1)/2. Each classifier separates the data into two classes. There are different methods of 

combining the obtained classifiers and the most common is a simple voting scheme. 

In this work, we resorted to the SVM classifier especially the One Versus One method (OVO), 

as it proved to be a good classification method of the three gases. 

5.2.Extreme Learning Machine ELM 

The ELM is designed to train the Single Layer Feed-forward Networks (SLFNs) (Qiu et al.,2015;  

Huang et al.,2006; Huang et al.,2011).  This method was proven to be extremely simple and efficient 

and to enjoy a high speed. The weights of the hidden layer can be initialized randomly and 

analytically determine the output weights of the SLFNs thus urging only the optimization of the 

weights of the input layer and the biases of the output layer. 

After the input weights and the hidden layer biases are chosen arbitrarily, the SLFNs can be 

simply considered as a linear system and the output weights (linking the hidden layer to the output 

layer) of the SLFNs can be analytically determined through a simple generalized inverse operation 

of the hidden layer output matrices. 

Assuming that there are N training samples (xi, ti), where xi= [xi1, xi2… xin]T € Rn denotes 

one sample point in the n-dimensional space, ti=[ti1,ti2,..,tin]T€ Rm is the sample class label and 

the number of hidden nodes is M.  

The SLFN output and the activation function are defined as: 

      

              𝑜𝑖 = ∑ 𝛽𝑗𝑔𝑗
𝑀
𝑗=1 (𝑥𝑖) = ∑ 𝛽𝑗

𝑀
𝑗=1 𝑔(𝑤𝑗𝑥𝑖 + 𝑏𝑗)  ,                                                               (1) 

 

𝑤ℎ𝑒𝑟𝑒 𝑊𝑗 = [𝑤𝑗1, 𝑤𝑗2, . 𝑤𝑗𝑛]
𝑇
 ,     𝛽𝑖 = [𝛽𝑗1, 𝛽𝑗2, . . 𝛽𝑗𝑚]

𝑇
,      j=1,…, N 

 

with xi is the i-th sample, M is the number of hidden nodes; wj and bj denote the input weights 

of the hidden layer and the output weight linking the j-th hidden node to the output layer, 

respectively. Meanwhile, bj is a bias of the j-th hidden node and oi is the output vector of the input 

sample xi. 

This SLFN can approximate those N samples with zero error, which means that: 



 

 

 

∑ ‖𝑜𝑖 − 𝑡𝑖‖
𝑀
𝑖=0 = 0 ,                                                                                                       (2) 

   

Where ti is the sample class label vector of the input sample xi. Based on this approximation, the 

parameters vectors βj, w and bj can be written as follows: 

 

∑ 𝛽𝑗
𝑀
𝑗=1 𝑔(𝑤𝑗𝑥𝑖 + 𝑏𝑗) = 𝑡𝑖                                                                                                   (3)  

 

This can be written as: 

  (
𝑔(𝑤1𝑥1 + 𝑏1) ⋯ 𝑔(𝑤𝑀𝑥1 + 𝑏𝑀)

⋮ ⋱ ⋮
𝑔(𝑤1𝑥𝑁 + 𝑏1) ⋯ 𝑔(𝑤𝑀𝑥𝑁 + 𝑏𝑀)

)(

𝛽1
𝑇

⋮
⋮

𝛽𝑀
𝑇

)

𝑀,𝑚

= (

𝑡1
𝑇

⋮
⋮

𝑡𝑀
𝑇

)

𝑁,𝑛

                                          (4) 

Equation (4) may then also be written in a matrix form: 

 

     𝐻𝛽 = 𝑇                                                                                                                                        (5) 

 

Where H is the hidden layer output matrix and it is written as: 

  

𝐻 = [
ℎ(𝑥1)
ℎ(𝑥𝑁)

] = (
𝑔(𝑤1𝑥1 + 𝑏1) ⋯ 𝑔(𝑤𝑀𝑥1 + 𝑏𝑀)

⋮ ⋱ ⋮
𝑔(𝑤1𝑥𝑁 + 𝑏1) ⋯ 𝑔(𝑤𝑀𝑥𝑁 + 𝑏𝑀)

)                                                           (6)                       

 

To train the SLFN is equivalent to find a least squares solution of the linear system. The least-

square solution takes the following form:  

                                                                  β′ = H+T,                                                                 (7)                                                    

 where H+ is the Moore-Penrose generalized inverse of the matrix. 

To calculate the output weights, Huang et al. suggested adding a positive value 1/C (C is a 

regularization coefficient). According to the ridge regression theory, it is calculated as follows: 

 

 β = HT(
1

C
+ HHT)−1T                                                                                             (8) 

 

The SLFN output function is:  

 

f (xi) = h(xi) β,                                       (9)  

 

where h(xi) is the output of the hidden nodes and actually maps the data from input space to the 

hidden layer feature space H. 

Therefore, substituting Equation (8) for Equation (9) will describe the output function as follo

ws: 

 

           f(xi) = [
h(xi) h(x1)

T

h(xi) h(xN)T] (
1

C
HHT)−1T                                                                           (10)              

 



 

 

While the discrimination power of each feature was tested using PCA, the ELM and SVM 

classifiers were applied to complete the classification process. The Matlab software was used for 

the data analysis. 

 

6.  Results and discussion 

The PCA was used for data preprocessing and dimensionality reduction. The e-nose dataset was 

projected in a low dimensional space. This was achieved by computing the orthogonal and 

uncorrelated variables of the covariance matrix from the features of the sensors’ response. The two 

first principal components were used based on their greatest amount of variance. 

From each sensor response curve, three different transient features were extracted for each 

sample. The first feature extraction is the peak derivate from the transient part. The second feature 

extraction presents the difference accumulative total reaction in the presence of sample gas, i.e., 

I1−I0. The last one is the time corresponding of the peak derivate. 

Each data set extracted from each proposed feature in the form of X20×4 was introduced into 

the PCA process. A mean-centering pre-processing technique was applied to the datasets. The PCA 

results of the data sets were extracted by the proposed method.  

The peak derivate, integral, and time corresponding to the peak derivate and the combination of 

the three features are shown in Figure8 a–d, respectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Figure 8.PCA discrimination (a) using derivate parameter (b) integral parameter(c) time 

corresponding to the derivate pic (d) using the three combined parameters 

 

The PCA results show that the feature extraction based on the peak derivate and integral cannot 

classify and discriminate between ethanol and acetone. The Time corresponding to the peak derivate 

seems to give a better result than derivate and integral.  However, the linearity of the samples 

classification does not seem to lead to a better classification rate since it is not enough to guarantee 

the best classification accuracy. (Faleh et al., 2016) proved that combining derivate and integral 

leads to a better classification rate compared to standard features. For the feature extraction using 

the integral, peak derivate and the time corresponding to the peak derivate, the PCA results show a 

perfect classification between the four classes and the problem of discrimination between the two 

reducing gases ethanol and acetone has been overcome. The best classification scenario can be 

observed from the plot and each gas is widely separated from the others. 

 The classification and validation of the combined transient features method PCA were 

performed to explore the pollutant gases ozone, ethanol, acetone and a mixture of ozone and 

ethanol. However, this qualitative method cannot be used as an identification method. In this way, 

the ELM and SVM models were used to evaluate the effectiveness of the transient extracted 

features. Leave-one-out cross validation method was employed to evaluate the performances of the 

used methods in this experiment for the data set. 

The main idea underlying the ELM is that the network hidden layer parameters were randomly 

assigned. The only parameter is the number of hidden nodes in the SLFN hidden layer, which is 

normally obtained by a trial. While the input weights are within (−1, 1), those of the hidden layer 

biases are within (0, 1). According to the number of hidden nodes in the hidden layer, 20 

experiments were carried out 

Figure 9 shows only the classification results of one of the 20 repeated experiments to display 

the change process with the number of hidden nodes in the hidden layer varying from 1 to 20. It 

can be clearly seen that the classification rate gradually improved with the number of hidden nodes 

from 4 to 6 and from 17 to 18, while the classification rate gradually declined with the number of 

hidden nodes from 7 to 16. Moreover, the best classification accuracy the ELM can achieve is 85% 

when the number of hidden nodes is 4, 6. 

. 

 

 

 

 

 

 

 

 

 

 

Figure9.  Performance of ELM using combined features according to the number of hidden nodes 

from 1 to 20. 
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Table 3 shows that both different features and classification models impact the classification 

accuracy of the four gas classes. It also proves that the combined features method outperforms the 

classification accuracy of the studied classes. 

This very same table displays that regardless of the used classification method, the combined 

features present the highest accuracy compared to individual transient features. 

Using the peak derivate, integral and time of peak derivate, the SVM classification accuracy was 

better than that achieved when using the polynomial kernel. However, using the combined features, 

the best accuracy rate was obtained using the RBF Kernel method. For the ELM classification, the 

best classification depends on the hidden nodes number that is 20 in our case. When combining 

transient features, the ELM and SVM classifiers provided very satisfactory results for the gas 

classification.  

The following remarks can be therefore forwarded: the first is that using combined transient 

features yields a better classification rate than individual features. The second is that the SVM 

classifier implementation with a selection of a kernel function leads to a better discrimination 

capability than the ELM classifier. In this context, we are thinking that optimizing this classifier 

would be an interesting future perspective. 

 

 

 

Table 3. Classification results 

 

Features Method Parameters Classification rate 

Peak derivate ELM Activation function: RBF  

Hidden nodes=20 

76,5% 

SVM Polynomial Kernel, p=2, 

C=1 

85,83 

Integral ELM Activation function: RBF  

Hidden nodes=20 

75% 

SVM RBF kernel, σ =0,2 90,41 

Time of peak derivate ELM Activation function: RBF  

Hidden nodes=20 

80% 

SVM Polynomial Kernel, p=2, 

C=1 

92,97% 

Combined features ELM Activation function: RBF  

Hidden nodes=20 

90% 

SVM RBF kernel, σ =0,2 93,03% 



 

 

7. Conclusion 

The aim of this work was to improve the performance of the existing electronic nose by exploiting 

three new transient features combined in the same matrix. Initially, samples from the data set were 

introduced in the PCA algorithm to analyze the ability of the sensors array to discriminate the three 

gases and a mixture of two gases. This does illustrate that the system was able to discriminate the 

samples. To improve the classification accuracy, we resorted to another classification algorithm 

namely the SVM classifier and the ELM algorithm. As a future perspective, we are planning to 

improve the ELM algorithm by using the kernel ELM (K-ELM) and PSO optimization. 
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