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Abstract: In the case of network intrusion detection data, pre-processing
techniques have been extensively used to enhance the accuracy of the model.
An ideal intrusion detection system (IDS) is one that has appreciable detection
capability overall the group of attacks. An open research problem of this area
is the lower detection rate for less frequent attacks, which result from the
curse of dimensionality and imbalanced class distribution of the benchmark
datasets. This work attempts to minimise the effects of imbalanced class
distribution by applying random under-sampling of the majority classes and
SMOTE-based oversampling of minority classes. In order to alleviate the
issue arising from the curse of dimensionality, this model makes use of
stochastic neighbour embedding a nonlinear dimension reduction technique to
embed the higher dimensional feature vectors in low dimensional embedding
spaces. A nonlinear support vector machine with a radial basis function on a
series of gamma values was used to build the model. The results demonstrate
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that the proposed model with the dimension reduction has higher detection
coverage for all the attack groups of the dataset as well as the normal data.
Results are evaluated on two benchmark datasets KDD99 and UNSW-NB15.

Keywords: accuracy; classification; dimension reduction; intrusion detection;
KDD99; NLDR; SNE; SVM; UNSW-N15.
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1 Introduction

The internet in addition, to represent a revolution within the ability to exchange and
communicate data has conjointly provided a bigger chance for the disruption and
sabotage of knowledge previously thought to be secure (Hernandez-Pereira et al., 2009).
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One such group of actions that compromise confidentiality, integrity and availability
of the system is intrusion and the task of identifying such malevolent demeanour
is called intrusion detection (ID), and the device against whom the responsibility of
discriminating between legitimate and illegitimate data is called intrusion detection
system (IDS) (Stallings, 2007). An IDS passively monitors the network traffic for
the possible intrusions. Based on the scope of surveillance and the point of placement
in the system an IDS is classified as host-based IDS (HIDS) or network-based IDS
(NIDS) and based on the detection methodology an IDS is classified as misuse detection
or anomaly detection (Axelsson, 2000). Automatic NID based on machine learning
(ML) techniques has been a provenance of great interest in the research community.
Directed towards enhancing the detection coverage of IDS a variety of ML techniques
have been used extending both supervised and unsupervised techniques. The inherent
problem with the prominently used datasets for NIDS, i.e., KDD99 and UNSW-NB15
data is lower detection rate for less frequent attacks. The reason for this minimal
detection rate is curse of dimensionality also known as Hughes Phenomenon (Hughes,
1968) and imbalanced class distribution (Drummond et al., 2003). In this work a sort
of class balance of the dataset is achieved by SMOTE (Chawla et al., 2002) based
oversampling of the minority class and random undersampling of the majority class
instances. For improving the accuracy of the model in discriminating between legitimate
and illegitimate data a lot of preprocessing techniques like dimension reduction (DR),
feature selection (FS), normalisation, scaling, and relabelling have been used. In Davis
and Clark (2011) have surveyed the preprocessing techniques used in case of network
ID, and concluded that most prominently used preprocessing technique to enhance
the detection coverage and to alleviate the problems of the curse of dimensionality
is DR. DR methods transform the D dimensional vector = into the d dimensional
vector y with d << D without sacrificing much of the information (Lee and Verleysen,
2007). Off all the DR methods applied to reduce the dimensions of the dataset
principal component analysis (PCA) (Hotelling, 1933) has been most popular. PCA
performs linear transformations of high dimensional (HD) onto a set of low dimensional
orthogonal vectors called principal components with the aim of maximising the variance.

The world of DR has come a long way forward after the inception of linear
PCA with the boundlessness of nonlinear DR techniques like EE (Carreira-Perpindn,
2010), CCA (Demartines and Hérault, 1997), ISOMAP (Balasubramanian and Schwartz,
2002), LLE (Roweis and Saul, 2000) and SNE (Hinton and Roweis, 2002), etc.
have appeared on the horizon. These NLDR have proven to be far better than linear
techniques in retaining the inherent information of the dataset when transformed on
to lower dimensions. Motivated by the positive impact of the DR on the accuracy
of the model and the ability of NLDR to effectively transform the data into lower
dimensions without sacrificing much of the inherent information, this work takes a
recent NLDR technique SNE to reduce the dimensions of the dataset. SNE is an
unsupervised NLDR technique that obtains the ideal embedding for data items in the
HD space into the LD embedding space, by minimising the Kullback-Leibler divergence
between the conditional probability of the two objects being neighbors in HD space
and the conditional probability of the same two points being neighbors in the low
dimensional space. Fractal-based inherent dimension estimation was used to predict the
lowest possible number of dimensions for which the approximation of the dataset in
LD space is reasonable. On the reduced dataset a radial basis function support vector
machine (SVM) that better suits the nonlinear data was implemented over five different
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Gamma values. To show the superiority of the proposed model a comparison of SVM
on the RAW and PCA reduced data was performed. Experimental results show that
proposed system has better accuracy for all the attack groups as well as the normal data.
Moreover, a comparison of the proposed system with random forest which is equivocally
accepted as the best classifier by the research community for multiclass classification
problems has proven that the proposed model with SNE and nonlinear SVM proves to
be better, which in itself is a big lead. As the novelty of the work is considered, this is
the first attempt to apply any NLDR technique for network ID, as well as to implement
SNE on big data (having both volume and variety) and also the pioneer to study the
impact of SNE which actually is a visualisation technique on classification accuracy.

The rest of the paper is organised as follows. The motivation behind taking up this
work and a brief review of the related works is given in Section 2, in Section 3 the
discussion about the methods and materials used in this work are presented. Section 4
discusses the experimental methodology of the work. Results and discussions are given
in Section 5, finally, Section 6 draws the conclusion.

2 Motivation and literature review

A peculiar problem in the field of network ID that has interested the research community
is the low detection rate for U2R and R2L attacks. The reasons for this lower detection
rate are many with imbalanced class distribution and curse of dimensionality being
few. There is hardly anything that can be done to the base ML algorithm to enhance
the detection rate. So any improvement that should be done should be focused on
preprocessing the data before it is forwarded to the appropriate ML technique. Driven
by this idea a lot of research has been carried out and appreciable results have been
attained. In Tesfahun and Bhaskari (2013), Hamid et al. (2016) and Qazi and Raza
(2012) researchers have used SMOTE to reduce the class imbalance and in Giacinto
et al. (2008) and Michailidis et al. (2008) have implemented random undersampling
on the balanced data better results have been reported. As for alleviating the curse
of dimensionality is concerned FS and feature extraction have been effectively used.
The area of the FS is a hot research avenue for the ML practitioners. For the purpose
of selecting a subset of features in Chebrolu et al. (2005) authors have implemented
Markow blanket to reduce the features to 17, in Li et al. (2009) have used wrapper-based
FS to select a subset of features. In Ozyer et al. (2007), Shon and Moon (2007) and
Shon et al. (2006) have implemented genetic algorithms either in filter or wrapper mode
to select a possibly best subset of features. As for feature extraction is concerned the
only DR method that has been applied is PCA (Liu et al., 2007; Wang et al., 2004).
The literature review suggests that the most common classifier in the case of ID has
been SVM as in the works (Peddabachigari et al., 2007; Lin et al., 2012; Feng et al.,
2014) and the most popular dataset is KDD99 dataset as in works (Kim et al., 2012;
Eesa et al., 2015). There has been no reported work till date that has implemented any
NLDR in ID, but NLDR has been used successfully in other classification problems (Li
et al., 2015; Jamieson et al., 2010; Shekhar et al., 2014; Dupont and Ravet, 2013). All
this motivated us to take up this work wherein we blend most of the pre-processing
techniques. In order to balance the dataset we have applied random undersampling and
SMOTE-based oversampling, to effectively implement NLDR technique we convert the
nominal attributes of the dataset into numeric by arbitrary coding and this numeric
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dataset is normalised so as to avoid the attributes with large feature values to dominate
the attributes with lower feature values.

Figure 1 Support vector machines
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3 Materials and methods

In the next few subsections, a detailed discussion about methods and materials used in
this work are discussed.

3.1 Support vector machines

An SVM is a classification technique that is aimed at finding a separating plane to
distinguish between two classes of instances.

From Figure 1 it can be inferred that the margin between the hyperplane and the
nearest points on either side of the margin is given as ﬁ The characteristic equation
of the line separating two classes of data is W.z — b = 0 where W is the weight vector
and b is the bias term. From a set of separating planes a decision surface that maximises
the generalisation ability is selected. This is done by maximising the margin as given

by the following equation.

1
min (W) = 2|1
W,b 2 (1)
Subject to (W'Xi +b)>1,i=1,...1

A kernel function of the form 1 : R? — H is employed to transform the data from
some low dimensional space to HD space.The kernel function defines the feature space
in which the hyperplane will be sought for the training data.
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3.2 Radial basis kernel

Radial basis kernel is the most popular nonlinear function used to capture the similarity
of the two feature vectors. Given two vectors x and y, the similarity between the two
is calculated as

k(z,y) = exp(—||lz — yl|?). )

where ||z — y||? is the Euclidean distance between two vectors z andy, and v =
o is the only free parameter.

1
5527

3.3 Random forest

Random forest (Liaw and Wiener, 2002) is a multi-faceted ensemble learning
technique of decision trees that can be applied for both classification and regression. In
classification, the maximum vote policy is followed whereas in regression average of
the output of different trees is followed. Random forests have the inherent capability to
deal better with missing data and works well with the imbalanced class dataset and also
have the ability to deal with the unlabeled data.

3.4 Principal component analysis

PCA is a straightforward linear projection of data onto the principal components
aimed at maximising the amount of variance. PCA model is based on the assumption
that the observed variables, gathered in a random vector y = [yl,yg,yg....yp]/ are
result of some linear transformation W of P unknown latent variables, written as
& = [x1, 29, x3...z,) with the columns of W being orthogonal meaning W' W = I,
where [ is an identity matrix. For a given dataset PCA finds an orthonormal basis that
minimises reconstruction error

Errorpca = Z ||z — :17;||2 3)

i=1

where x; is the transpose of vector x;. Directed towards achieving better insight for a
matrix M with n rows and m columns, a PCA seeks to uncover a set of d principal
components with d being much smaller than m that preserve the maximum variance
of the data matrix M. Towards reducing the dimensionality of the dataset a matrix M’
of size n x d can be obtained from the matrix M by using the formula M’ = M x P
where P is an n X d matrix consisting of d principal components as its columns.

3.5 Stochastic neighbour embedding

Stochastic neighbour embedding is a probabilistic NLDR technique that is aimed at
embedding the HD data vectors in lower dimensional spaces. SNE aims to minimise
the Kullback-Leibler divergence between the similarity of the two data points in
high-dimensional object space X and similarity between the same points in the lower
dimensional embedding space Y. Given the asymmetric Euclidean distances matrix of
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the n data points SNE kick-offs by converting the HD Euclidean distances between the
data points by conditional probabilities that represent the similarities between the two
data points. The similarity between the two data points in the x; and z; is given by
the conditional probability p; ; that data point x; will take data point x; as its neighbor
given by the equation

|7

cap(—|lzi — x;|*/20%)
2k €p([|wi — k| ?/20?)

Pjli = “)

where o; is the only free parameter representing the variance of the Gaussian centered
on the data point z;. The conditional probability F;; is inversely proportional to the
Euclidean distance between the two data points. Greater the Euclidean distance between
two points x; and x; means higher the difference between the data points x; and x; and
lesser would be the conditional probability P ;, lesser the Euclidean distance between
the two points, higher would be the value of conditional probability.

The data points y; and y; represent the embedding of the two data points z; and ;.
The conditional probability of the same two points in the lower dimensional embedding
space is given by the conditional probability ¢;; that the data point y; will take up the
data point y; as its neighbor as given by the following equation

exp(—|ly: — y;11/20?)
> oni exp(||yi — ykl[?/202)

qj)i = (%)

By setting the variance of the Gaussian centered on the object y; in the embedding
space equal to %, above equation can be written as

exp(=|lyi — ;1)
> ki €|y — yel[?)

qj)i = (6)

If the embedding spaces map the feature space correctly for all the data points the
conditional probabilities p;; and ¢;; will be equal. The confidence with which g;;
models the p;|; is given by the Kullback-Leibler divergence

DPjli
qj|i

KLD(Pi[|Qi) = pjji log ™
J

The ideal embedding is given by minimising the Kullback-Leibler divergence W over
all the points ¢ and j as given by the equation

W =Y KLD (FiQ:) ()

The cost function given in the above equation is minimised by the gradient given in the
equation below

oW

F 2> (pji — 313 + Pag — €13) Wi — ;) ©)

J
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3.6 KDD9Y9 intrusion dataset

KDD99 and UNSW-NBI15 datasets are mostly used and widely accepted benchmark
datasets for network ID. Of course, there are many other datasets like DDoS dataset
(Moore and Shannon, 2003), UNM dataset, ADFA Linux dataset (Creech and Hu, 2013)
to name a few, that have surfaced up in last few years but have attained very less
acceptance among the diaspora of network security engineers till now. As for the DOS
dataset is concerned it covers only one group of attacks, i.e., DDoS, being specialised
the dataset cannot be used for generalised IDS. While as ADFA dataset is suitable
for HOST-based systems only and has the traffic captured on the single host it does
not take into consideration the distributed attacks making it infeasible. KDD99 and
UNSW-NBIS5 datasets alone have the proper mix of all the attacks be it network-based
or host-based, and moreover they cover all the attacks that get surfaced up form the
user trying to locate the victim (probe) for gaining initial access to the victim (R2L)
and gaining superuser privileges (U2R). There are only a few works that have used
the other mentioned datasets and as pointed out correctly by authors in Lin et al.
(2015) and Liao et al. (2013) KDD99 has been the most popular of them all, so using
these two datasets in our work will lead to better comparison of the model with other
works. All these problems pertinent in other datasets make the usage of KDD99 and
UNSW-NB15 indispensable. The KDD99 dataset is mixed in nature with some attributes
being numeric and some being nominal. In total 41 attributes are used to represent a
connection, and 42"% attribute signifies whether the connection is normal or an attack.
A total 23 attacks spanning across four groups, user to root, remote to local, DOS, and
probe are present in the dataset. The frequency of the different attacks and also the
normal data varies for each group as shown in Figure 2. Most predominant attack groups
in the dataset are DoS and Probe. There are lesser records pertaining to U2R and R2L
attacks. In addition to four attack groups, there is a group for normal data as well. So,
Let X = (24, ..., xn)T be the n x m data matrix. The number n represents the number
of samples used in the dataset, and m the number of attributes. We have in our case
n = 61,906 and m = 41. This dataset represents a big data challenge in a high dimension
context.

3.7 UNSW-NBI15 dataset

UNSW-NB15 (Moustafa and Slay, 2015) dataset was created in the Cyber Range
Lab of the Australian Centre for Cyber Security (ACCS) by the IXIA perfect storm
tool (Hughes, 1968). This dataset contains a hybrid of normal activities and attack
behaviours. Tepdump tool is used to capture 100 GB of the raw trace. Twelve algorithms
and tools such as Argus, Bro-IDS are used to generate UNSW-NBI15. In total the
dataset is comprised of 49 features which also includes the class label. These attributes
determine the features of the connections. The attributes are mixed in nature with some
being nominal, some being numeric and some being taking time-stamp values. This
dataset contains a total of 2,540,044 labelled instances categorised as being either normal
connections or attack connections. A total of nine attack categories namely fuzzers,
reconnaissance, shellcode, analysis, backdoors, DoS, exploits, generic and worms are
present in the dataset in addition to the instances representing the normal connection.
This dataset captured and made online in 2015 only has a vast amount of attacks
as compared to KDD99. So as matter of fact this dataset can be used for ID with
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confidence. As was the case with KDD99 some features of UNSW-NB15 were nominal
like protocol, state, etc. In order to apply the mathematical models on this data, we
replaced the nominal features by their equivalent values. In total, we have taken 1 lakh
instances comprising of both normal and malicious connections.

Figure 2 Analysis of different classes (see online version for colours)
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3.8 Estimating intrinsic dimensionality

The basic assumption of the work is that, even though data points are points in
R™ which in this case is 41, there exists a p-dimensional manifold M with p <<
m that can satisfyingly represent all the inherent information of the dataset. The
lowest possible value of p for which the approximation of X by M is reasonable is
called the ID of X in R™. For estimating ID of our KDD datasets, we in this work
applied a geometric procedure that estimates the equivalent notion of fractal dimension
(Camastra and Vinciarelli, 2002). The estimated intrinsic dimensionality of both KDD
and UNSW-NBI15 dataset using fractal dimension was found out to be p = 3. So we
retained three dimensions for both PC A and SNE.

4 Methodology

As shown in Figure 3, the proposed methodology is split into three parts, i.e., data
preprocessing, DR and model training and testing. The following subsections discuss in
detail all the three phases.

4.1 Data pre-processing

The work starts with selecting a subset of full KDD dataset, as using the full KDD
dataset is practically not possible. For the randomly drawn subset, a sort of balance
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among the instances of different classes is attained by random under-sampling of the
majority class instances and systematic oversampling of the minority classes by using
SMOTE. As the data is somewhat balanced, the nominal attributes are converted into
numeric attributes by the arbitrary coding of different nominal values. This numeric
dataset with the nominal class variable is subjected to normalisation to the range [0-1]
so as to avoid the features with very high values from dominating the features with
small values.

Figure 3 Block diagram of proposed system (see online version for colours)
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4.2 Dimension reduction

Before exposing the data to DR we study the intrinsic dimensionality of the dataset
using the fractal analysis. Only when we have a clear idea about how many features are
actually enough for classification, the data can be projected effectively. From the fractal
analysis, we could find out that at minimum three features are essential for classifying
this dataset. We then compute an asymmetric Euclidean distance matrix for the data
points. On this matrix only SN E is implemented and the data is transformed, from the
transformed data first three dimensions are retained. In addition to implementing SN E
we also applied PC A on balanced and normalised data. In this case, also we retained
three dimensions.

4.3 Model training and testing

Once we have the reduced data, i.e., data is transformed to n x 4 form (where the
first three attributes represent projected data and the last attribute designates class label)
we proceed by training and testing SVM on all the versions of the dataset, i.e., RAW,
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PCA and SNE. For each dataset, we train the nonlinear SVM based on radial bias
function using five different gamma values 0.01,0.1,1,10,100. For each value of
gamma, various classification measures like correctlyclassified, TpRate, precision
and recall are taken into consideration. In addition to that, the performance of the
proposed is also compared to the random forests over all the three variations of the
dataset.

On the reduced datasets RBF kernel-based SVM with five different gamma values
0.01,0.1,1,10, 100 is trained and tested. On the part of exhibiting the effectiveness of
the DR, the performance results of SVM on reduced data are compared with those
obtained from the RAW data. In addition to comparing the results of SVM on SNE
reduced dataset to those of PCA and RAW data, a comparison of SVM with random
forests has also been carried out.

As for the novelty of this work is considered this is the first attempt to apply any
NLDR technique for network ID. Over the decades a set of linear DR like PCA has been
applied for reducing the dimensionality of KDD dataset. Nonlinear DR techniques attain
very high data reduction whilst retaining the maximum information of the data. This
better aversion of the curse of dimensionality leads to the better detection for minimal
classes of attacks, i.e., U2R and R2L which have been the cause of menace for ID
professionals and researchers. Since the dataset is projected to only three dimensions
making it very feasible for the application in any problem domain suffering from the
curse of dimensionality.

5 Results and discussions

In the following subsections, we present the results of the proposed system. The results
are provided along four dimensions, first, in the Subsection 5.1, a 2D scatter plot of SNE
reduced 3D data. In Subsection 5.2 results of the experiments on SVM are provided.
Subsection 5.3 presents a comparison of the proposed work with other prominent works
in the field is given. In Subsection 5.4 a comparison of the proposed system based on
SNE with SVM and Random forests is given.

5.1 KDD9Y9 results

In the next few subsections, we present the results of the proposed model on the KDD99
dataset.

5.1.1 Scatter plot

A scatter plot of the SNE reduced data on the 2D plane is given in Figure 4. As it
is pretty clear from the figure that t-SNE helps in the effective clusterisation of the
data. From the scatter plot it is apparent that the reduced data results in well-separated
clusters when projected on the 2D plane. The records belonging to different classes are
clustered more or less very close to each other and very farther from the other class
data.
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Figure 4 Block diagram of proposed system (see online version for colours)

5.1.2 SVM performance metrics

Given in Figures 5 to 9 report various performance metrics of SVM on different
values of gamma for The KDD99 dataset. Each of the figures represents the particular
performance metric of SVM on all the three variations of the dataset, i.e., RAW
data, SNE reduced and PCA reduced. The performance metrics across which different
works are compared are detectionrate, T P — rate, F'P — rate, precision, recall and

ROCarea.

In Figure 5, we present a graph plotting detectionrate of SVM on all the three
datasets against all five different values of gamma for the KDD99 dataset. Starting with
the value gamma = 0.01 the detectionrate of SVM is around 96% for the RAW data
and is 84% for the PC' A reduced data and is lowest close to 80% for the SN E reduced
data. As the value of gamma changes from 0.01 to 0.1 the performance of SVM on
both the reduced dataset increases very appreciably, from there onwards the performance
of SVM increases moderately but at the same time the detectionrate keeps diminishing
continuously at the value of gamma = 100 the detectionrate of SVM is highest on
the SN E reduced data followed by the PC'A reduced data and is lowest on the raw
data.

In Figure 6, we present a graph plotting truepositiverate of SVM on all the three
datasets against all five different values of gamma for KDD99 dataset. As in case
of detection rate at the lowest value of gamma SVM reports best truepositiverate
for RAW data. But as the value of gamma increases, the T'Prate of SVM starts to
diminish continuously on the RAW data, and that on the both the reduced datasets is
on a continuous increase. At the highest value of the gamma that we have taken in the
course of this work, SVM has the highest T'Prate close to one on SN E reduced data,
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followed by the PC A reduced data, and has the lowest 7' Prate of 0.68 on the RAW
data.

Figure 5 Detection rate (see online version for colours)
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Figure 7 Precision (see online version for colours)
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Figure 8 Recall (see online version for colours)
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In Figure 7 we present a graph plotting precision of SVM on all the three datasets
against all five different values of gamma for KDD99 dataset. Beginning with the
value of gamma = 0.01 SVM reports lowest precision on SNE reduced dataset, and
has the highest precision on the RAW data. At the Gamma value of 0.1 both SVM
reports the similar precision value on both RAW and SN E reduced data. Likewise, the
precision also improved for PC A reduced data but is still less than that on two other
datasets. At the highest value of gamma = 100, the SVM has highest precision on the
SNE reduced data and the lowest on the RAW data. There is only a slight difference
between the precision of SVM on both the reduced datasets.

In Figure 8 we present a graph plotting recall of SVM on all the three
datasets against all five different values of gamma for the KDD99 dataset. At the
gamma = 0.01, SVM has better performance for the RAW data when compared
to PCA and SNE reduced datasets. As the value of gamma increases to 0.1 the
performances of SVM diminishes on the RAW data and increases on both the reduced
dataset. At the value gamma = 100 SVM reports lowest recall for RAW data and
highest recall on SNE reduced data. In the course of experiments on both reduced
dataset recall increases with the increase in the gamma value.
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In Figure 9 we present a graph plotting ROC of SVM on all the three datasets
against all five different values of gamma for the KDD99 dataset. At the lowest value
of gamma SVM starts with the ROC value close to one for both RAW data and is
very less on the SNE reduced data. As the value of gamma changes from 0.01 to
one, ROC' is somewhat steady on both the RAW and PC A reduced data but is on a
continuous increase on SN E reduced data. At the highest value of gamma, i.e., 100,
SVM reports highest ROC close to one on SN E reduced data, followed by that on the
PC A reduced data, and is lowest around 0.76 on the RAW data.

5.1.3 Comparison of related works

In given in Table 1 a comparison of the proposed system with various other works is
given. From the data given in the table, it is clear that the proposed system has better
detection rate than all the other works for all the attack groups as well as the normal
data. For Dos attacks alone the model proposed by in Horng et al. (2011) performs
better than our proposed model. But the difference is very small. For all other, the attack
groups and normal data our proposed model reports much higher detection rates.

Table 1 Comparison with related works

Model Normal DOS Probe R2L U2R
Mukkamala et al. (2002) 97.22 97.87 77.19 86.76 19.14
Hernandez-Pereira et al. (2009) 98.73 92.63 52.56 0.00 0.00
Toosi and Kahani (2007) 98.20 99.50 84.10 31.50 14.12
Lin et al. (2015) 95.98 82.85 96.59 78.95 61.54
Tsai and Lin (2010) 96.12 83.12 96.59 60.00 78.26
Peddabachigari et al. (2007) 99.64 99.78 61.72 28.06 40.00
Proposed system 99.85 98.89 98.89 96.51 86.80

5.2 UNSW results

In the next few subsections, we present the results of the proposed model on UNSW
dataset.

5.2.1 SVM performance metrics

Given in Figures 10 to 14 report various performance metrics of SVM on different
values of gamma for the UNSW-NBI15 dataset. Each of the figures represents the
particular performance metric of SVM on all the three variations of datasets, i.e., RAW
data, SNE reduced and PCA reduced. The performance metrics across which different
works are compared are detectionrate, TP — rate, F'P — rate, precision, recall and
ROCarea.

In Figure 10, we present a graph plotting detectionrate of SVM on all the three
datasets against all five different values of gamma. As can be seen on from the figure
that the proposed model with SINE reduced data reports the better detection rate. We
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have taken the detection rate for all the attack groups separately and plotted an average
of all the values.

Figure 10 Detection rate (see online version for colours)
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In Figure 11, we present a graph plotting truepositiverate of SVM on all the three
variations of the dataset against all five different values of gamma. As it is perfectly
evident from the figure that proposed model with SN E has higher truepositiverate
than all the other models. The higher truepositiverate is driven by the fact that the
proposed model is able to preserve the maximum amount of information in the least
number of dimensions.

Figure 11 TP rate (see online version for colours)
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In Figure 12 we present a graph plotting precision of SVM on all the three datasets
against all five different values of gamma for the UNSW-NB15 dataset. Starting with
the value of gamma = 0.01 SVM reports lowest precision on SNE reduced dataset,
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and has the highest precision on the RAW data. With the increase in gamma value,
the precision of SVM increases for SN E reduced data. Even though for PC A reduced
data also preciston increases with the increase in the gamma value it is still lesser
than SN E reduced data.

Figure 12 Precision (see online version for colours)
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In Figure 13 we present a graph plotting recall of SVM on all the three datasets against
all five different values of gamma on the UNSW-NB15 dataset. As can be seen from
the figure the proposed model has higher recall than all the other models on most of
the gamma values. With the growing gamma values, the recall of the proposed model
with SN E also increases appreciably.

Figure 13 Recall (see online version for colours)
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In Figure 14 we present a graph plotting ROC of SVM on all the three datasets against
all five different values of gamma for the UNSW-NB15 dataset. As can be seen from
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Figure 14 SVM reports better ROC' on the proposed model of SN E reduced data than
all the variations of the data.

Figure 14 ROC area (see online version for colours)
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5.3 Comparison with random forests for KDD dataset

In Figure 15, a comparison of SVM and random forests is drawn. On the multi-class
classification problems, Random Forest an ensemble of decision tree classifier more
often gives better results than the single classifier. Here in this work, we made use of
random forests to check the effectiveness of SNE in improving the detection rate of
nonlinear SVM for network ID. On both raw data and PCA reduced datasets Random
Forests report better detection rate than SVM. But in the case of SNE reduced data, the
proposed system using SVM with RBF outperforms the random forests, which in itself
is a big lead.

Figure 15 Detection rate on variations of KDD99 dataset
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5.4 Comparison with random forests for UNSW

In Figure 16, a comparison of SVM and random forests on the UNSW-NB15 dataset
is drawn. As already mentioned above that on the multi-class classification problems,
random forest an ensemble of decision tree classifier more often gives better results than
the single classifier. As done for the KDD99 dataset we performed the comparison of
the proposed model on the UNSW-NB15 dataset with random forests. As can be seen
from the figure the proposed model outperforms the random forest.

Figure 16 Detection rate on variations of UNSW-NB15 dataset

fln svM

00 Random Forest

100

Percentage

RAW PCA SNE

5.5 Discussion

A comparison of the results of SVM on RAW, PC A reduced and SN E reduced data
support the claim that both KDD99 and UNSW-NBI15 datasets suffered the curse of
dimensionality, which results in the hampering the detection coverage of the model. All
through the experiments, SVM performs better on SN E reduced data as compared to
RAW and PC A reduced data over all the performance metrics T'P Rate, detectionrate
and ROC, etc. At the beginning, in all the experiments SVM performs better on RAW
data but as the Gamma value increases the performance of SVM drops on the RAW
data and increases on the SINE and PC A reduced data. At the highest value of gamma,
the SVM performs best on SNE reduced data, followed by PCA and RAW data.
A comparison of the proposed system with the random forest that actually gives the
best results on the multiclass classification problem shows that our proposed system
has better detection rate than the RF which in itself is an improved edge of the work.
Moreover, we compared the proposed model to the already existing works in the field
proved that the proposed model has better detection rate for all attack groups than all
of the other techniques. The other benefit of this work is that proposed work was able
to obtain the better performance than other works at the same time using only three
transformed attributes from a total of 41 attributes that the model started with which is
a big gain over the amount of resource required to hold the data.
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6 Conclusions

This work as the first of its kind applies SNE a probabilistic NLDR technique to reduce
the dimensionality of ID dataset. This is the first attempt to apply SNE on big data and
also the first attempt to experiment the effects of the data visualisation techniques on
classification accuracy. The main motivation of this work was lower detection rates of
IDS models for minimal attack groups, which result from the curse of dimensionality.
The intended work projects the data onto three dimensions as predicted by inherent
dimensionality estimation. On the reduced dataset a nonlinear SVM based on radial basis
function was tested over five different values of gamma. The experimental results be
it the SVM performance metrics, comparison with random forests and the compassion
with the prominent works in the field show that the proposed model has better detection
rate overall the attack groups as well as on the normal data for both the datasets. This
improved detection rate of the proposed system comes with complex DR process of the
dataset. In future, we will try to replace the Euclidean distance metric with GOWER
index metric that will be better suited for mixed data. We hope that by changing the
distance metric we can have very well separated clusters in the dataset, which in turn
will have a positive impact on classification performance metrics.
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