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1 Introduction

Character detection in novels is the task of de-
tecting which characters are present and where
they appear in a novel. It is a useful task, as it
can be used to automatically extract information
from literary works: as an example, it is a nec-
essary step of character network extraction (La-
batut and Bost, 2019), which is a subject of interest
in digital humanities. Despite the apparent sim-
plicity of the task, it requires solving several natu-
ral language processing (NLP) problems, such as
Named Entity Recognition (NER) and disambigua-
tion. While NER is a well-studied task in the NLP
community (Li et al., 2020; Yadav and Bethard,
2018), most datasets used to train and evaluate
models do not cover the literary domain. Popular
datasets, such as CoNLL-2003 (Tjong Kim Sang
and De Meulder, 2003), Ontonotes v5 (Weischedel
etal., 2011) or WikiGold (Balasuriya et al., 2009),
contain mainly newswire and web-based texts. The
LitBank dataset (Bamman et al., 2019) focuses on
literary texts, but is concerned with nested NER,
an arguably harder task. Because of this difference
in coverage, most NER models see their perfor-
mance decrease on literary texts. Dekker et al.
(2019) performed an evaluation of several NER
tools on approximately one chapter of forty nov-
els. They noted that performance varied wildly
based on the considered novel, and that models
were plagued by recurring issues, such as the detec-
tion of apostrophed names ("D’ Artagnan’’) or
word names (“Mercy”). We show that a BERT-
based model (Devlin et al., 2019) trained on an
out-of-domain dataset is able to mitigate those is-

sues. To tackle the remaining ones, we propose
a simple data-augmentation scheme, that can be
used to adapt an out-of-domain corpus to help mod-
els perform more robust character detection. We

release our code under a free license !.

2 Method
2.1 Dataset

To evaluate our performance, we use the dataset of
Dekker et al. (2019), consisting of approximately
one annotated chapter of forty novels. Those novels
are separated into two groups: a group of “old”
classic works, and a group of “new” works, mostly
consisting of novels from the fantasy genre.

We found that the dataset suffered from various
errors and inconsistencies. Therefore, we estab-
lished a set of guidelines that we consistently ap-
plied using a semi-automatic system to re-annotate
the dataset.

2.2 Training

We finetune a pretrained BERT-base model with a
token classification head for 2 epochs (Devlin et al.,
2019) on the CoNLL-2003 NER corpus (Tjong
Kim Sang and De Meulder, 2003). As in Dekker
et al. (2019), we feed our model each sentence, as
well as the previous and next ones for context.

2.3 Data Augmentation

Data augmentation has seen an increase of interest
in NLP recently (Feng et al., 2021), and we hope
that it can be used to adapt a corpus from a domain
to another: this would allow leveraging the high
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number of NER corpus available to train NER sys-
tems in the literary domain or other low-resources
domains.

To test this hypothesis, we devise a scheme to
adapt CoNLL-2003 to the literary domain. We
generate new synthetic examples by taking existing
samples from the corpus and replacing, label-wise,
person entities by other person entities randomly
sampled from a predetermined list. We experiment
with two different lists, tailored to tackle problems
encountered by Dekker et al. (2019):

* A list of 493 word names, that we obtain by
taking the intersection of a set of English first
names and the set of English common nouns
retrieved using WordNet (Miller, 1995).

* A list of 1,324 fantasy names, consisting of
characters from the game “The Elder Scrolls
III: Morrowind”. We chose this game because
we needed a big-enough list of characters with
typical fantasy names that was not from the
studied novels.

3 Results

We evaluate our models on our re-annotated ver-
sion of the corpus from Dekker et al. (2019). We
compute precision, recall and F1-score as in the
CoNLL-2003 shared task (Tjong Kim Sang and
De Meulder, 2003). Since Dekker et al. (2019) pro-
vides the output for the four systems they tested,
we can compare our results with theirs even though
our datasets are different. Table 1 shows the mean
F1 of each NER system on our corrected dataset.
BERT (Devlin et al., 2019) significantly outper-
formed previous tools.

3.1 Discussion

In this section, we delve further into issues de-
scribed by Dekker et al. (2019), and show the ben-
efits that can be gained using our proposed data
augmentation technique:

Apostrophed Names contrarily to models tested
by Dekker et al. (2019), BERT is able to cor-
rectly detect most apostrophed names, such as
“D’Artagnan”. However, some complex fan-
tasy names are harder to detect. This is the case in
The Wheel of Time, with characters such as “Rand
al’ Thor”. However, training BERT on our fan-
tasy augmented version of the CoNLL-2003 re-
duced the number of those recall errors from 7 to 1,

and improved the score by 2.66 F1 points for this
novel.

Word Names Dekker et al. (2019) gives The
Black Company as an example of a novel where
most characters are designated using a code name
(“"Mercy”, “Croaker”), which resulted in poor
performances for the systems they evaluated.
While BERT trained on the original CoNLL-2003
detected most mentions of those characters, a few
hard cases remained (“Dancing”, “Silent”).
By using the CoNLL-2003 corpus augmented us-
ing our word names list, the model was able to
better detect these names. Such recall errors went
from a number of 10 to 6, and we gained 3.93 re-
call points. Precision, however, decreased by 4.07
points. While we argue that recall is a more inter-
esting metric than precision because it is easier to
filter wrongly detected characters than to retrieve
non-detected ones, further work is required to alle-
viate this effect.

4 Conclusion

Our results show that a pretrained transformer-
based model such as BERT is able to mitigate is-
sues plaguing more classical NER models on liter-
ary texts. While issues remain, our presented data
augmentation scheme shows promise in tackling
them, and might also prove useful to adapt popular
NER corpus to other domains as well.
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