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Abstract. The EDEN framework provides formal modelling and analysis
tools to study ecosystems. At the heart of the framework is the reaction
rules (RR) modelling language, that is equipped with an operational
semantics and can be translated into Petri nets with equivalent semantics.
In this paper, we formally define the RR language and its semantics,
detailing the initial definition from [8] and extending it with a notion of
constraints that allows to model mandatory events. Then, we consider
in turn two classes of Petri nets: priority Petri nets (PPN), which are
safe place/transition Petri nets equipped with transitions priorities, and
extended Petri nets (EPN) which are PPN further extended with read arcs,
inhibitor arcs, and reset arcs. For each of these classes, we define the
translation of an RR system into a Petri net and prove that the state-space
generated with the RR operational semantics is equivalent to the marking
graph of the Petri net resulting from the translation. We use a very
strong notion of equivalence by considering labelled transition systems
(LTS) isomophism with states and labels matching.

1 Introduction

The framework EDEN has been developed and used for ecological studies for
more than five years [4H8}|12]. It provides tools and methods to formally model
ecosystems, and analyse them through an interactive method that lets the users
explore their models dynamics and draw understanding progressively. Properties
of interest include searching the root causes (events, conditions, or states) leading
to trajectories of interest, structural stabilities, or collapses. In addition to the
published works, EDEN has been used by more than a dozen Master interns in
ecology, who modelled and analysed varied ecosystems.

At the heart of EDEN is the reaction rules modelling language (RR). An
RR system consists of (1) a set of Boolean variables representing the functional
presence (on) or absence (off) of an entity in an ecosystem, and (2) a set of actions
representing the possible events that lead to observable changes in the ecosystem
(i.e. assign new values to variables). A species is functionally present if its presence
enables observable effects on the ecosystem, otherwise it is functionally absent.
Actions are divided into constraints and rules, the only difference being that
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inhabitants: constraints:

Rp+: reproductives Fg- >> Te-

Wk-: workers rules:

S8d-: soldiers Rp+ >> Ec+

Te-: termitomyces (fungi) Rp+, Ec+ >> Wk+
structures: Wk+ >> Wd+, Te+, Fg+, Ec+

Ec-: egg chambers Wk+, Wd+ >> Sd+, Rp+

Fg-: fungal gardens Wk+, Te+ >> Wd-
resources: Wd- >> Wk-, Te-

Wd-: wood Wk- >> Fg-, Sd-
competitors: Wk-, Rp- >> Ec-

Ac*: ant competitors Ac+, Sd- >> Wk-, Rp-

Fig. 1. A toy model of a termite colony, adapted from [8]. Variables are defined in the
left column, dispatched into user-chosen sections (that play the role of comments). Each
variable is given a name, an initial value (+ for on, - for off, * for both values), and a
description. For instance, variable Rp is initially on and models the reproductives (queen
and king). Constraints and rules, collectively referred to as actions, are defined in the
right column, each has a left-hand side that corresponds to its guard and a right-hand
side that corresponds to its effect. We have named the actions for reference using a
comment “ ”. For instance, rule R9 states that if Ac is on and Sd is off, then rule R9
may be executed, yielding a state in which Wk and Rp are set to off.

the former have the priority over the latter (i.e. no rule can be executed if a
constraint can). Constraints are useful in particular to model cascading events
or transient states. For instance, if a pond dries its inhabitants will rapidly die.
Such a situation may be modelled by a constraint, and the state where the pond
is dry but its inhabitants are still present has to be transient. RR models can be
seen as an analogue for ecology to Boolean networks for systems biology [21], but
with important differences that will be underlined later on. An example of an
RR system is given in Figure [I| Note that an RR system may have several initial
states, for instance this one has two (one with Ac+ and another with Ac-).

The contribution of this paper is graphically summarised in Figure 2] In
Section [3] we give a formal definition of RR systems, detailing the initial definition
from [8] and enriching it with the notion of constraints as well as with the
possibility to have more than one initial state. We then define the semantics
of RR systems in terms of labelled transitions systems (LTS). At the end of
Section [3] we define two transformations on an RR system, normalisation and
elementarisation, and we prove that they generate RR systems whose semantics
are equivalent to that of the original RR system. In Section 4] we define the
translation of elementary RR systems into priority Petri nets (PPN: regular
Petri nets extended with transitions priorities), and we prove that the nets
resulting from this translation yield marking graphs (MG) that are equivalent
to the semantics of the translated elementary RR system. This corresponds to
the right-most column of the diagram depicted in Figure [2} Finally, in Section [5
we define the translation of normal RR systems into extended Petri nets (EPN:
PPN further extended with read-, inhibitor- and reset-arcs), and we prove that
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Fig. 2. Visual summary of the paper, where @ marks the elements we define, & those
that exist already in the literature, and @ those we prove. RR stands for reaction rules,
LTS for labelled transition systems, MG for marking graph, EPN for extended Petri nets,
and PPN for priority Petri nets.

the nets resulting from this translation yield marking graphs that are equivalent
to the semantics of the translated normal RR system. This corresponds to the
middle column of the diagram depicted in Figure [2]

From the proved equivalences, we also have that the marking graph of an EPN
translated from a normal RR system is equivalent to the marking graph of the
PPN translated from the elementarisation of the normal RR system (upper-most
gray dotted edge in the diagram from Figure . Finally, note that there exists a
translation from EPN to PPN that is well known in the Petri net communityﬂ and
corresponds exactly to what we use in the current paper: safe places are translated
into pairs of complementary places, which allows to implement reset and inhibitor
arcs as regular arcs, while read arcs are implemented with side-loops.

To start with, Section [2] provides the basic definitions upon which the rest is
defined; in particular the definition of labelled transitions systems LTS and their
equivalence through isomorphism with states and labels matching.

2 Preliminary Definitions

2.1 Boolean and Ternary Truth Valuations

Let B = {1, T} be the set of Boolean values and T = B & {x} be the set of
truth values where * is the unknown value. We define relation %2 on T as the

4 We did not find its formal definition and proof of correctness in the literature.



smallest symmetric binary relation such that T % L. Then, ~ is defined as the
complement of %, i.e., a ~ b iff ~(a £ b).

Let b be a Boolean expression and x,y two arbitrary values, we note by
(b? x: y) the ternary expression whose value is « when b holds else y.

Let V be a finite set of ordered values, an element of TV can be written as a
vector of values from T following the order in V. For v € V' \ {max(V)} we note
by succ(v) the smallest element of V such that v < succ(v). Let z,y € TV, we
define:

— z[v] for v € V is the value of x at position v;

— x ~y iff z[v] ~ y[v] for all v € V;

—fora,beT,aqbZ (b # % 7b:a), that is a <b has the value of a except when
b # x in which case it has the value of b.

daf . .

— z<y = [z[v]Qyv] | v € V], i.e. we extend < on vectors component-wise;

— for a € T and v € V, we note by al*! the element of T such that: al’l[v] = a
and al’)[v] = for all v/ € V \ {v}, ie., al! Z [(u=0v7a:%) |ue V]

x may be considered as the set of indexes where it valuates to T, i.e., x may be
viewed as set {v € V' | z[v] = T}. Operation z <y will be used to compute a new
state by applying on a state x the effect y of an executed action. This is why it
is defined as x except for some values that are updated as in y. Thus, x in y at
some position v means that the executed action has no effect on variable v.

For example, take z = [*x, L, Tl y = [L,T,*], and 2z = [T,*, T] with V =
[u, v, w] we have:

— zfu] = *, z[v] = L, and z[w] = T;

— x =~z but %y because x[v] = L £ y[v] =T;

— x<ay=[L,T,T] that is y except on variable w where y[w] = % and thus we
use the value of z[w];

— similarly, we have y<z = [T, T, T];

— Tl = [T, %,%] and LI =[x, L, «].

2.2 Multisets

A multiset m over a domain D is a function m : D — N (natural numbers),
where, for d € D, m(d) is the number of occurrences of d in the multiset m. We
note by D* the set of all multisets over D. The empty multiset is noted by 0
and is the constant function 0 : D — {0}. Similarly we define 1 : D — {1} the
unit multiset. A set X may be used as multiset 1 over X. A multiset m over D
may be naturally extended to any domain D’ D D by defining m(d) £ 0 for all
d € D'\ D, which explains why we generally do not need to be precise about
multisets domains. If m; and my are two multisets over D, we define:

— my < mg iff my(d) < mq(d) for all d € D;

— my + my is the multiset over D defined by (mq + ms)(d) = my(d) + ma(d)
for all d € D;

— my — my is the multiset over D defined by (mi — ms)(d) = max(0,m;(d) —
ma(d)) for all d € D;



— my /my is the multiset over D defined by (m; /ms)(d) = (ma(d) = 070:m, (d))
for all d € D. This operation nullifies m; where my is zero. For D' C D we
may use my/D’ by treating D’ as a multiset as explained above.

— for d € D, we note by d € m; the fact that mq(d) > 0.

2.3 Labelled Transition Systems
A labelled transition system (LTS) is a tuple (S, I, A, —) such that:

— S is the set of states;

— I C S is the set of initial states;

— A is the set of labels;

— = C 8 x A x S if the set of transitions.

We note by s = s the fact that (s, a,s’) € —.

It should be stressed that we use a definition where several initial states are
allowed, which will be the case for all our formalisms.

Let L £ (S,1,A,—) and L' = (8", I',A’,—') be two LTS, they are called
equivalent through (g, h) iff:

— g is a bijection from S to S’;

— h is a function from A’ to A;

- I'=g(I); ,

— forall z,y € S, z % y iff g(z) > g(y) with h(a’) = a.

Thus ¢ is an isomophism between the two LTS, and h defines a matching on
the labels of the transitions. Assuming that L is an “original” LTS to which we
compare a “transformed” LTS L', h maps every action label in L’ to the original
label it was obtained from. We note by id the identity function that may be
later used as g. This definition results in a very strong notion of equivalence that
requires matching the states as well as the transitions labels.

2.4 Regular Petri nets
A regular Petri net (RPN) is a tuple (P, T, W) where:

— P is the finite set of places, depicted as circle-shaped nodes;

— T is the finite set of transitions, depicted as rectangle- or square-shaped
nodes;

— W e (PxT)U(T x P))* is the weight of arcs, arcs with non-zero weights are
depicted as directed edges, labelled by the weight when it is greater that 1.

A marking m of a RPN is a multiset over P, m(p) is called the marking of place
p and is the number of tokens held by p. Tokens are depicted as black bullets e
inside p. Given t € T, we define *t = {p — W(p,t) | (p,t) € W} € P* that is
the preset of ¢, and t* = {p — W (t,p) | (t,p) € W} € P* that is the postset of
t. Both are multisets of places in which the multiplicity of each place p is the
weight of the arc from/to t.



A transition ¢ € T is enabled at a marking m iff *¢t < m. In such a case, ¢
may fire, leading to the marking m’ & m — *t + ¢*, which is noted by m - m'.
The state graph of a RPN (P, T, W) with respect to a set of initial markings
M C P* is a the smallest LTS (S, M, T, —) such that M C S and, if m Lm/ in
the RPN, then m’ € S and (m,t,m’) € — in the LTS as well. This LTS is generally
referred to as the marking graph, or the reachability graph, but we call it the
state graph to streamline the comparison between our formalisms. Similarly, we
have generalised the definition to allow a set of initial markings instead of just
one as it is usually the case.

A RPN is safe (or 1-safe) with respect to a set M of initial markings iff for all
marking m of its state graph we have m < 1. In the following, all our nets will
be safe so that most multisets in the definitions will be without repetitions (and
thus equivalent to sets). But since we will have to prove that our nets are safe,
we must state the definitions in the more general context of non-safe Petri nets.

3 Reaction Rules (RR)

3.1 Definition and Syntax

An RR system consists of a set of Boolean variables together with actions that
can change the variables when their values meet the action preconditions. Actions
are separated into constraints and rules, the former having a higher priority.

Definition 1 (RR systems). An RR system is a tuple (V,Z,C,R) where:

— V is a finite set of ordered variables;

— T CBY is the set of initial states;

— C is a finite set of constraints;

— R is a finite set of rules, disjoint from C;

— AZCWR is the set of actions, and each action is a pair ((,r) € TY x TV,

RR systems were originally defined in [8] using a concrete syntax that is
easy to edit in simple text files. Formalisation was done using much heavier
notations that we simplified here thanks to ternary truth values. Figure [3] shows
the grammar of the concrete syntax.

In the concrete syntax, using Ac*, like in Figure |1} means that we have two
initial states, one with Ac+ and another with Ac-. So that initial states are indeed
in BY. However, the abstract syntax allows more varied initial states than it is
possible to define using the concrete syntax. For instance, for two variables, it is
possible to have Z = {[T, L], [L, T]} which cannot be obtained using the concrete
syntax. This is not a problem since we base all the following on the abstract
syntax, but rather a practical limitation when using the concrete syntax.

3.2 Operational Semantics

The execution of an RR system is straightforward: starting from a set of initial
states, we can reach new states by applying constraints first, then rules from



rr ::= { vardecl } [ constraints ] [ rules ]

vardecl ::= word ":" "\n" { varinit ":" line "\n" }

varinit ::= word ( "x" | "+" | "-" )

word ::= /[A-Z][A-Z-9_1x%/i

line ::= /["\nl*/

constraints ::= "constraints:\n" { action }

rules ::= "rules:\n" { action }

action ::= varstate { "," varstate } ">>" varstate { "," varstate } "\n"
varstate ::= word ( "+" | "-" )

Fig. 3. Concrete syntax for RR systems in BNF notation. The left-hand side (resp.
right-hand side) of an actions correspond to the £ (resp. r) part in the definition. A
variable that do not appear in one side of an action is assumed to be x so that the £
and r parts of the actions are fully defined using this syntax.

states where no constraint can be applied. Note that we explicitly forbid self-
loops, i.e. action applications that would not change the state. This contrasts,
in particular, with Boolean networks where self-loops are not only allowed but
desired and searched for as they usually correspond to stable states of the system
of interest (e.g. a phenotype of a cell is often modelled as such a stable state). In
our setting, such states will be deadlocks.

Definition 2 (RR firing rule). Let (V,Z,C,R) be an RR system, with A <
CWR its set of actions. Let a = (£,r) € A be an action and s € BY be a state.
Then:

1. Action a is enabled at s iff s >~ (.

2. If a is a constraint, it can be fired from s yielding a new state s' = s <r iff it
is enabled at s, which is noted by s — s'.

3. If a is a rule, it can be fired from s yielding a new state s' = s <r iff it is
enabled at s and no constraint in C is enabled at s, which is noted by s — s'.

The semantics of an RR system is expressed as expected in terms of a LTS
obtained by firing actions from the initial states until saturation.

Definition 3 (RR state graph). Let (V,Z,C,R) be an RR system, with A =
CWTR its set of actions. Its state graph is the smallest LTS (S,Z, A, —) such that
T C S and, if s % ' in the RR system with s # s, then s' € S and (s,a, ') €.

Note that we forbid self-loops in the definition of an RR state graph instead
of in the definition of actions enabling. Both approaches would be correct but
the one we have chosen will simplify the comparison with Petri nets state graphs.
From now on, we always consider that we are within a LTS and thus we forbid
firing actions when this would create a self-loop.

3.3 Normal and elementary RR systems

As defined above, the actions of an RR system have implicit elements. For instance,
taking A, B, C as the variables, when one writes A+, B- >> C+ in the textual
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Fig. 4. Illustration of normalisation (left) and elementarisation (right), where b, c € B.
Each action (¢,7) is depicted with ¢ drawn above r.

syntax, this corresponds to an action ([T, L, *], [*, x, T]) in the definition. Firing
this action can be done only from state [T, L, L] (otherwise it would be a self-
loop), yielding new state [T, L, T], which results in A = T and B = | while this
is not explicit in the action.

An equivalent writing of the same action would be A+, B- >> A+, B-, C+,
which explicitly specifies which values A and B get upon firing. This latter version
of the action is called normal, i.e. all of its left-hand side variables appear in the
right-hand side, and we show below that any action can be rewritten this way
without changing the semantics.

An even more explicit writing of this action would be A+, B-, C- >> A+,
B-, C+, which clearly states that C has to be L to fire the action. Such an action,
with exactly the same variables on both sides, is called elementary. We show
below that any normal rule can be rewritten as a set of equivalent elementary
rules without changing the semantics. The elementarisation of an action is a
one-to-many transformation since there may exist different states from which
a normal action can be fired. Consider for instance A+ >> A+, B+, C+. It is
normal and can be fired whenever A = T and (B,C) # (T, T), which corresponds
to the three distinct states [T, L, 1], [T, T,L1], and [T, L, T] (with the fourth
possibility [T, T, T] yielding a self-loop).

Definition 4 (normalisation). Let R = (V,Z,C,R) be an RR system, with
AZCWYR its set of actions. R is called normal iff for all a < (4,r) € A and for
allv €'V we have: r[v] = x = Lv] = *.

The normalisation of R, noted by norm(R), is obtained by replacing all its
actions (€,r) with norm(¢,r) = (¢, [(r[v] = » ? £[v] : 7[v]) | v € V)).

How norm(¥, r) works is illustrated on the left of Figure {4} for each v € V, if
r[v] = x then it is replaced by £[v] (which may be * also).

Theorem 1. Let R < WV,Z,C,R) be an RR system. Then, R and norm(R)
generate equivalent state graphs.

Proof. We first note that systems R and R’ = norm(R) are defined on the same
variables so that every state of R is also a valid state of R’ and vice-versa.
Moreover, they have the same initial states by definition. Let s and s’ be two

states of R or R’, and let a = (¢,7) be an action of R and a’ = norm((,r) = (£,17).



We will prove that s = s’ in R iff s 2+ s’ in R’. As a consequence, starting from
the same initial states the LTSs of R and R’ are equivalent through (id, h) with
h < {norm(a) — a | a € A}.

(=) assume s — s’. By Definition [2] we have s ~ £ and s’ = s ar. Since
the left-hand side of a’ is ¢, we also have a’ enabled by s. So we need to
prove that s’ = s<ar = s <71/, or equivalently, that for all variable v we have
s[v] ar[v] = s[v] <7'[v]. From Definition 4] there are three cases:

— if £[v] = * = r[v], we also have r'[v] = £[v] and thus r'[v] = * = r[v], hence
the result;

— if r[v] # x then r'[v] = r[v] hence the result;

— if £[v] # x = r[v], then r'[v] = £[v], and since a is enabled we have £[v] = s[v],
hence the result.

(«<=) assume s+ s". The proof is essentially the same, by exchanging a (resp. r)
with a’ (resp. 7). O

Definition 5 (elementarisation). Let R = (V,Z,C,R) be an RR system, with
AZCWYR its set of actions. R is called elementary iff for all a = (,r) e A and
for allv € V we have: £[v] = x <= r[v] = x. Consequently, an elementary RR
system is also normal.

Assuming that R is normal, its elementarisation, noted by elem(R) is the RR
system (V,Z,C',R’) where

= U elem(a) and R' = U elem(a) ,

aceC a€R
with a = (¢,7), elem(a) = elem(¢,r, min(V)) and elem(¢,r,v) defined as:

—{(a Ll ), (0Tl P} if v = max(V) and £[v] = x # r[v];

— {(, )} if v =max(V) and =({[v] = % # r[v]);

— elem(£< L 7 succ(v)) Uelem(£ < T 7 succ(v))} if v < max(V) and {[v] =
* 7 rlv];

— elem(4, 7, succ(v)) if v < max(V) and —(¢[v] = % # r[v]).

How elem(¢,r) works is illustrated on the right of Figure 4} for each v € V in
turn, every ¢[v] = % such that r[v] # % is replaced by either L or T, yielding two
new actions.

Theorem 2. Let R < (V,Z,C,R) be a normal RR system. Then, R and elem(R)
generate equivalent state graphs.

Proof. As with normalisation, R and R’ may have the same states and they do
have the same initial states. Let s and s’ be two states of R or R'. Let a = (£, 7)
be an action of R. We will prove that s — s in R iff s — s’ in R’ for some
a’ € elem(?,1). As a consequence, starting from the same initial states the LTSs of
R and R’ are equivalent through (id, k) with h = {a’ — a | a € AAd’ € elem(a)}.
The right-hand sides of a and all ¢’ € elem(a) are the same, so we just need to
prove that a is enabled at s iff some a’ € elem(a) is enabled at s.



(=) assume s = s". Take ¢/ = [({[v] = x # r[v] ? s[v] : £[v]) | v € V], we have
(¢',r) € elem(a) and it is enabled at s because £ and ¢ only differ on positions v
where ([v] = x and at these positions we have ¢'[v] = s[v].

(<) take o’ = (£, 7) € elem(a) and assume s — s'. As previously, £ and ¢/

only differ on positions v where ¢[v] = x, which does not restrict enabling,. a

4 Priority Petri nets

Regular Petri nets may be extended with transitions priorities. In our setting,
we just need two levels of priorities, so we distinguish a set of urgent transitions
whose firing is always preferred above that of non-urgent transitions (hence the
used of letter U below). The former will be used to implement constraints while
the latter will be used to implement rules.

Definition 6 (PPN). A priority Petri net (PPN) is a tuple (P, T, W,U) where
(P, T,W) is a RPN, called the underlying RPN, and U C T is the set of urgent
transitions.

Definition 7 (PPN firing rule). Let (P,T,W,U) be a PPN and m a marking

of it. A transitiont € U is enabled at m iff it is enabled at m in the underlying RPN.

A transition t € T\ U is enabled at m iff it is enabled at m in the underlying

RPN and no u € U is enabled at m. If t is enabled at m then we may have
t . . o )

m — m — *t + t® just like in the underlying RPN.

Definition 8 (PPN state graph). Let (P,T,W,U) be a PPN and M the set
of its initial markings. Its state graph is the smallest LTS (S, M,T,—) such that
M C S and ifmi>m’ in the PPN with m # m/, then m’ € S and (m,t,m’) € —
in the LTS as well. The PPN is safe with respect to M iff for all m € S we have
m<1.

Note that, as for RR systems, we restrict the LTS semantics of PPN to avoid
self-loops (hence the condition m # m').

Translation from an elementary RR system to a PPN is made by creating a
pair of complementary places p, and p:- for each variable v and then, each action
a gives rise to a transition ¢, linked to these places as depicted in Figure [5} The
figure also depicts the translation to PPN of four elementary rules, each being
depicted separately from the others for the sake of readability.

Another way to avoid self-loops would be to remove from this translation all
transitions that do not change the marking (i.e., transitions ¢ such that *¢t = ¢*).
This is probably the most practical solution but, as discusses later, it will not
work for EPN so we prefer to use the same approach for both classes of Petri nets.
Moreover, doing so, we guarantee that every action in an elementary RR system
has a corresponding transition in the PPN translation.

Definition 9 (elementary RR systems to PPN). Let R = (V,Z,C,R) be
an elementary RR system, with A S CWR its set of actions. R can be translated
to a PPN ppn(R) S(P,T, W, U) and a set of initial markings M as follows:
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Flg 5. (Left) Depiction of all the possible relations between a variable v and an action
a = (¢,r) of an elementary RR system, and how this is translated to PPN. (Right) The
four elementary rules resulting from rule R9 (Ac+, Sd- >> Wk-, Rp-) in the termite
model of Fig. [1| translated to PPN (presented separately to improve readability). The
top-most transition is never fired because it does not change the marking.
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Proposition 1. With the notations from Deﬁnition@ we have that ppn(R) is a
safe PPN with respect to M.

Proof. We prove by induction that all the reachable markings are safe and that
the pairs of places p, and p. are complementary places (i.e., they together hold
exactly one token). For brevity below, we call v-safe such a marking.

(Basis.) Every marking in M is v-safe because for all s € Z and all v € V,
depending on the value of s[v], we put exactly one token in either p] or pi.

(Induction.) Firing any transition from a wv-safe marking yields a v-safe
marking. Indeed, for all v € V and all a € A, we have the following cases,
corresponding to the rows of Figure



— if £[v] = r[v] = T (row 1) then transition ¢, has a side loop on p, which does
not change the marking;

— case {[v] = r[v] = L (row 2) is similar;

— {[v] = T and 7[v] = L (row 3) then transition ¢, removes one token from p,
and puts one in p;-. Since these places are complementary, p- is empty before
the firing and will hold one token after while p, holds one token before the
firing and will be empty after;

— case f[v] = L and r[v] = T (row 4) is symmetric;

— if £[v] = r[v] = * (row 5) then transition t, is not connected to p, nor p
and thus does not change their markings.

No other arcs exist between ¢, and p, or p;-. O

Theorem 3. With the notations from Deﬁnition@ we have that R and ppn(R)
generate equivalent state graphs.

Proof. We prove that the LTS of R and that of ppn(R) are equivalent through
(g, h) with g = {s — {pf,[v] | v eV} |se St where S is the set of states of the
LTS of R, and h = {t, — a | a € A}. To do so, we prove that s % s' in R iff
g(s) 25 g(s) in ppn(R) with s # s' two states of R.

(=) assume s = s', with @ = (£, 7). Since a is enabled, we have ¢[v] = s[v] or
Llv] =+ =r[v] for all v € V, and thus *t, = {pf)[v] |ve VA =x=rv])}
by definition of W. Moreover, we have g(s) = {pi"! | v € V} by definition. Thus
*t, < g(s) and ¢, is enabled. Take m’ the marking such that g(s) Loy &
g(s) — *t 4+ t*, it remains to prove that m’ = g(s’). From the definitions we have

m' = {pill [veV} (1)
—{pM o eV AS(] = x = rlv])} (2)
+ {7 v eV A-(eo] = % =rv])} 3)

and we can consider each v € V separately. There are three cases, corresponding
to the rows in Figure

— if ¢[v] = r[v] # * (rows 1-2) we also have s[v] = £[v] because s enables a, thus

one token exists in pf}[”] at (1), it is removed at (2) and another is added at (3)

in pﬁ[v] so it is marked in m’. Moreover we have s'[v] = s[v] by definition of

RR firing, so g(s’) has one token in pf)[v]
hence the result;

— if [v] # r[v] (rows 3-4) then because R is elementary none of them is *.
Assume £[v] = T and r[v] = L (the other case is symmetric). The token in
p, from (1) is removed at (2), and one token is added to p. at (3). Moreover,
by definition of RR firing, we have s'[v] = r[v] = L so that g(s’) has one
token in p and none in p, hence the result;

— if £[v] = x = r[v] (row 5) then place pi[v] is left untouched with one token
inside because it is not connected to t,. Moreover we have s'[v] = s[v]
by definition of RR firing, so g(s’) has one token in p,;'”’ and none in its

complementary place hence the result.

and none in its complementary place



(<) assume g(s) Loy g(s’). Since t, is enabled, we have *t, = {pf,[”] | v e

VA=(l] =+ = 1))} < g(s) = {pi*! | v € V}. So, for each v such that
—(f[] = * = r[v]) we have 0 < {p”'} < {pi'} < 1 and thus €] = s[v].
Moreover, each v such that ¢[v] = * = r[v] has no influence on the enabling
of a. So @ is enabled at s. It remains to show that s = s’. Taking m’ = g(s'),
equation (1-3) above still holds and we consider each v separately. There are
three cases, corresponding to the rows in Figure

— if ¢[v] = s[v] = r[v] (rows 1-2), one token is removed and another is added
from p5*! while py**) remains empty, thus s[v] = s'[v] which is what firing a
with £[v] = s[v] = r[v] yields;

— if f[v] = s[v] # r[v] (rows 3-4), the token in pil*! from (1) is removed at (2)
and one is added to py°*! at (3). Because the net is safe, p, Ul is empty in
g(s) and holds exactly one token in ¢(s'). Firing a from s with £[v] # r[v]
changes the value of v thus s'[v] = =s[v], which corresponds to the marking;

— if £[v] = r[v] = x (row 5), token in Pl from (1) is not removed at (2) and
no token is added in pi” nor p, 1" at (3). g(s’) has one token in pi* and
s[v] = §'[v], which is what firing a with ¢[v] = r[v] = * yields. O

5 Extended Petri nets

Priority Petri nets may be further extended with:

— read arcs (depicted as bare edges) that allow to test for the presence of tokens
without consuming them (letter Z below is for “Zero tokens consumed”);

— inhibitor arcs (depicted with a white dot at the transition side) that allow to
test for the absence of tokens in a place (letter H below is for “inHibitor”);

— reset arcs (depicted with a black diamond at the transition side) that allow
to consume all the tokens from a place, if any (letter F' below is for “Flush”).

Considering this class rather that PPN allows a translation from RR systems
without resorting to elementarisation, only normalisation is needed. On the good
side, one action written by the modeller is being translated to one EPN transition
and normalisation can be kept invisible. On the bad side, we need to cope with a
more complex class of Petri nets for which fewer tools may be available.

Definition 10 (EPN). An extended Petri net (EPN) is a tuple (S,T,W,U, Z, H,
F) where (S, T,W,U) is a PPN, called the underlying PPN, and:

— Z € (P xT)* defines the (weighted) read arcs and for t € T we define
L {p— Z(p,t) | (p,t) € Z} the places from which t reads tokens;

— H € (P xT)* defines the (weighted) inhibitor arcs and for t € T we define
op £ {p— H(p,t) | (p,t) € H} the multiset of places from which t checks the
absence of too much tokens;

— F C (P x T) defines the reset arcs and for t € T we define *t = {p € P |
(p,t) € F} the set of places whose marking is reset by t.



Definition 11 (EPN firing rule). Let (S,T,W,U, Z, H, F) be an EPN and m
a marking of it. A transition t € T is enabled at m iff it is also enabled in the
underlying PPN, and we have *t < m and m/°t < °t. If t is enabled at m then
we may have m 5 m’ with m’ = m/(P\ *t) — *t + t°.

The intuition behind this firing rule is as follows:

— t must be enabled in the underlying PPN, that is: there are enough tokens to
be consumed by the regular arcs, and priorities are respected;

— *t < m checks that there are enough tokens to be tested by the read arcs.
Read arcs are weighted so for instance *¢(p) = 2 means that two tokens will
be tested in p, thus the inequality;

— m/°t < °t checks that there are not too much tokens with respect to the
inhibitor arcs. We consider m/°t instead of m because a weight zero on a
inhibitor arc corresponds to the absence of such an arc. So, this condition
can be read as “for every place p such that there is an inhibitor arc between
t and p with weight w > 0, p must be marked by less than w tokens”;

—m/ = m/(P\*) — *t+t* is similar to m’ = m — *¢ +¢* in PPN but instead
of computing m’ from m, we compute it from m restricted to the places that
are not connected to ¢ through a reset arc. In other words, m/(P \ *t) is m
in which we emptied all the places connected to ¢ through a reset arc.

Definition 12 (EPN state graph). Let (S,T,W,U,Z,H, F) be an EPN and
M the set of its initial markings. Its state graph is the smallest LTS (S, M, T, —)
such that M C S and if m Lo m’ in the EPN with m £ m’, then m € S and
(m,t,m’') € — in the LTS as well. The EPN is safe with respect to M iff for all
m € S we have m < 1.

As with PPN, we have restricted the semantics to avoid self-loops in an EPN
state graph.

Translation from a normal RR system to an EPN is made by creating one place
p, for each variable v and one transitions ¢, for each action a that is connected
to each p, as depicted in Figure[6] An example of such a translation is depicted
on the right of the figure.

Definition 13 (normal RR systems to EPN). Let R = (V,Z,C,R) be a
normal RR system, with A= CWR its set of actions. R can be translated to a
EPN epn(R) < (P, T,W,U,Z, H,F) and a set of initial markings M as follows,
with reference to Figure[f| displayed at the end of lines:

- P, [ve V)

7Td:f{ta‘a6“4}; X

W = {(po,ta) [lvEVAaZ(Ur)e AN ] =T Arfo] = L} (row 2)
+{(ta,po) [V EVAGE (L,7) € AN # T Arfo) =T}, (rows 4-5)

U= {ty|aecC};

f

=5

df

f{(py,ta) lveVAa = (lyr)y e ANL] =rv] =T} (row 1)
- {(pv,ta) | v € V/\ai (,r)ye AnLv) = L}; (rows 3-4)
{(pv,ta) |lvEVAa=(lr) e ANLY] =*AT[v] # *}; (rows 5-6)
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Fig. 6. (Left) Depiction of all the possible relations between a variable v and an action
a s (¢,7) of a normal RR system, and how this is translated to EPN. (Right) The

normal rule resulting from rule R9 in the termite model of Fig. [I] translated to EPN.
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Proposition 2. With the notations from Deﬁnition we have that epn(R) is
a safe EPN with respect to M.

Proof. We prove by induction that all reachable markings are safe.

(Basis.) Every marking in M is safe because for all s € Z and all v € V,
depending on the value of s[v], we put at most one token in p,.

(Induction.) Firing any transition from a safe marking yields a safe marking.
Indeed, for all v € V and all a € A, we have the following cases, corresponding
to the rows of Figure [6}

— if {[v] = r[v] = T (row 1), only a read arc exists between t, and p,, which
does not change its marking;

— if [v] = T and r[v] = L (row 2), a token is consumed by ¢, from p, which
keeps it safe;

— if f[v] = r[v] = L (row 3), only an inhibitor arc exists between ¢, and p,,
which does not change its marking;

— if f[v] = L and r[v] = T (row 4), a token is produced by ¢, into p, but only
if it is empty thanks to the inhibitor arc between t, and p,;

— if f[v] = * and r[v] = T (row 5), p, is emptied by ¢, thanks to the reset arc
and then one token is produced in p,;

— if [v] = % and r[v] = L (row 6), p, is emptied by ¢4;

— if £[v] = r[v] = x (row T), there is no arc between t, and p, so its marking is
untouched.



No other arcs exist between t, and p,. O

Theorem 4. With the notations from Deﬁnition we have that R and epn(R)
generate equivalent state graphs.

Proof. We prove that the LTS of R and that of epn(R) are equivalent through
(9,h) with g = {s— {p, |v € VAs[v] = T} | s € S} where S is the set of states
of the LTS of R, and h = {t, — a | a € A}. To do so, we prove that s = s’ in R
iff g(s) LZN g(s') in epn(R) with s # s’ two states of R.

(=) assume s % §', with a = (¢, 7). First we prove that t, is enabled. From
Definitions [T1] and [I3] we must have:

L p [vEVAL=TAr] =1} <g(s) Z{p, |veVAs]=T} (4)
“tE {py €V [ L] =r[v] = T} < g(s) (5)
t = {p, € V| o] = L} > g(s)/°t (6)

(4) and (5) hold because when a is enabled we must have s[v] = T for every v
such that £[v] = T. (6) holds because when « is enabled we must have s[v] = L
and thus g(s)(p,) = 0 for every v such that ¢[v] = L. Take m’ the marking such
that g(s) % m’ £ g(s)/(P\ *t) — *t + t*. It remains to prove that m’ = g(s').
From the definitions we have:

m' ={p, |vEVAsv]=TA (] #*Vrv]=x%)} (7)
—{py |vEV ALY =TAr[v]=1} (8)
+{py |vEV ALV #TAT[] =T} (9)

where £[v] # % V r[v] = % corresponds to p, ¢ *t by definition of F in the
translation. Then we can consider each v € V separately and there are seven
cases, corresponding to the rows in Figure [G}

— if f[v] =r[v] = T (row 1), then we have s[v] = T because a is enabled and
s'[v] = T by definition of RR firing. On the Petri net side, the token in p,
from m is kept at (7) and not removed at (8), and no token is added at (9),
so the marking is not changed, hence the result;

— if {[v] = T and r[v] = L (row 2), then we have s[v] = T and §'[v] = L.
Moreover, the token in p, from m is kept at (7), it is removed at (8), and no
token is added at (9), hence the result;

— if f[v] = r[v] = L (row 3), then we have s[v] = s’[v] = L. Moreover, there
is no token in p, from m thus none can be kept at (7), and none is added
at (9), hence the result;

— if fv] = L and r[v] = T (row 4), then we have s[v] = L and §'[v] = T.
Moreover, there is no token in p,, from m thus none is kept at (7), and one is
added at (9), hence the result;

— if f[v] = % and r[v] = T (row 5), then we do not know what s[v] is but we
have s'[v] = T. Moreover, any token in p, from m is not kept at (7), and one
is added at (9), hence the result;



— if £[v] = % and r[v] = L (row 6), then we do not know what s[v] is but we
have s'[v] = L. Moreover, any token in p, from m is not kept at (7), and
none is added at (9), hence the result;

— if £[v] = r[v] =+ (row 7), then s[v] = s'[v]. Moreover, any token in p, from
m is kept at (7), not removed at (8), and no other token is added at (9),
hence the result.

(<) assume g(s) =% g(s'), and thus relations (4-6). Consider each v € V
separately, we have four cases to prove that a is enabled at s:

— if £[v] = r[v] = T then from (5) we have 0 < *t(p,) < g(s)(py) thus s[v] = T;

— if f[v] = T and r[v] = L then from (4) we have 0 < *t(p,) < g(s)(p,) and
thus s[v] = T;

— if £[v] = L then from (6) we have 1 = °t(v) > g(s)(p,) thus s[v] = L;

— if /[v] = * then v has no influence on the enabling of a.

It remains to show that s % s’, taking m’ = g(s’), equation (7-9) still holds and
we consider each v separately. There are five cases corresponding to the rows in

Figure [G}

— if £[v] = r[v] (rows 1, 3, and 7), then a possible token in p, is kept at (7) and
not removed at (8) while none is added at (9), and from the definition of RR
firing we have s'[v] = s[v], hence the result;

— if f[v] = T and r[v] = L (row 2), then one token is consumed from p, at (8)
and none is added at (9) so that m/(p,) = 0. From the definition of RR firing
we have s'[v] = L, hence the result;

— if f[v] = L and r[v] = T (row 4), then m(p,) = 0 and one token is added
at (9), so that m’(p,) = 1. Moreover, we have s'[v] = T, hence the result;

— if f[v] = x and r[v] = T (row 5), then no token is copied from m into p, at (7)
and one is added at (9), so that m’(p,) = 1. Moreover, we have s'[v] = T,
hence the result;

— if £[v] = x and r[v] = L (row 6), then any token in p, is skipped at (7) and
none is added at (9) so that m’(p,) = 0. Moreover, we have s'[v] = L, hence
the result. O

6 Conclusion

We have presented a modelling language for ecosystems called reaction rules
(RR) that has been developed and used for more than five years. This is a simple
rule-based language in which ecological entities are modelled as Boolean variables,
and the potential events in the ecosystem are modelled as if-then rules. This
language is equipped with an operational semantics expressed in terms of labelled
transitions systems (LTS). Then, we have proposed two alternative denotational
semantics: (1) a translation to Petri nets extended with transitions priorities (PPN)
that is obtained through an elementarisation of the translated system’s rules,
and (2) a translation to PPN further extended with read, inhibitor, and reset arcs
(EPN) that is obtained trough a normalisation of the translated system’s rules.



The main result of this paper is to prove that all these semantics are strongly
equivalent, which is expressed in terms of the isomorphism of the corresponding
LTS, with states and labels matching. We have defined in proofs constructive
mappings that can be used in practice to translate one kind of LTS into another.
The overall contribution is summarised in Figure [2| page

The main interest of having several consistent semantics is the ability to chose
one or another depending on the situation. For example, the operational semantics
can be presented in intuitive terms directly on the RR concrete syntax, and thus
it is suitable to be explained to ecologists. However, no implementation exists for
it so it cannot be used to compute state-spaces. On the other hand, the Petri net
semantics allows to use one of the numerous tools readily available for Petri nets.
For instance, in [5Hg|, we have used TINA [1] to compute explicit state-spaces
from the PPN semantics of RR since TINA supports transitions priorities. We also
have used the EPN semantics in [4,/12] through a translation of extended Petri
nets into GAL systems |19, Sec. 5] in order to compute symbolic state-spaces
using libpDDD and 1TS-tools [18}[19]. Another use of the EPN semantics could be
through the SNAKES [15] library for interactive simulation.

6.1 Related works

The design of the RR modelling language has been made by computer scientists
working together with ecologists, with the goal to provide a language that is
both as simple as possible and also sufficiently descriptive for actual use by
ecologists. Actually, modelling ecosystems by discrete systems with if-then rules
was proposed in the early 90’s in [16,[17], but using multi-valued variables. These
works have then evolved towards cellular automata and, to the best of our
knowledge, remained focused on simulation-based analysis.

RR being based on Boolean variables, it may appear similar to Boolean
networks that are widely used in systems biology [14,21]. However, both languages
have several important differences. First of all, they greatly differ in the modelling
philosophy: Boolean networks are centred onto how each variable is influenced
by the others and thus present the system as an interaction network; RR is
centred onto the potential events in the system and thus presents the system as
a rule-based model. Then, RR allows to express non-determinism at the level of
rules while, in Boolean networks, it arises only in the semantics from the update
mode of the variables [3]. This is a crucial feature to model ecosystems that
often exhibit such non-deterministic behaviours where the same causes (as far as
they can be observed) may lead to distinct consequences. Finally, from the LTS
perspective, RR is strictly more expressive than Boolean networks. It has been
proved that it can generate any LTS based on Boolean variables while Boolean
networks cannot generate LTS in which a state has successors with incompatible
updates of some variables [20], as for example that depicted in Figure m From this
it appears that Boolean networks offer a trade-off between modelling complexity
and generality, by allowing modellers to focus on the evolution of each variable.
RR on the other hand, is focused on the events and may lead to more detailed,
and thus more complex, models.
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Fig. 7. A LTS on three Boolean variables that can be modelled by an RR system but
not by a Boolean network. (This is left to the reader.) This LTS has been taken in the
literature in ecology and corresponds to actual observations [9].

6.2 Future works

Several extensions of the RR language will be considered in the future. In par-
ticular, we have preliminary results based on an extension with explicit spatial
information, which allows to model ecosystems taking into account their “ge-
ography”. Another extension that is demanded by some users is the ability to
have multi-valued variables, for example to represent ecosystems where some
species play different roles depending on several thresholds of their population.
Finally, we are working on a compact semantics that would remove from the
state-space the constraints and the states from which they are executed. This
is motivated by the fact that constraints are usually introduced to skip states
that are only transient and should be discarded when studying the long term
dynamics. While such semantics is quite easy to obtain in explicit state-spaces,
it is more tricky for symbolic state-spaces. Moreover, the properties preserved or
not by this transformation are still to be precisely characterised.

Another trend of research addresses more particularly the EPN semantics of
RR systems. A PhD is in progress about obtaining unfoldings ¢ la MCMILLAN [13]
for such Petri nets, with the aim to be able to apply in ecology the techniques
developed in [2}10,/11] for a Petri nets semantics of Boolean networks.
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