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LASSO and SLOPE are two popular methods for dimensionality reduction in the high-dimensional regression. LASSO can eliminate redundant predictors by setting the corresponding regression coefficients to zero, while SLOPE can additionally identify clusters of variables with the same absolute values of regression coefficients. It is well known that LASSO Irrepresentability Condition is sufficient and necessary for the proper estimation of the sign of sufficiently large regression coefficients. In this article we formulate an analogous Irrepresentability Condition for SLOPE, which is sufficient and necessary for the proper identification of the SLOPE pattern, i.e. of the proper sign as well as of the proper ranking of the absolute values of individual regression coefficients, while proper ranking guarantees a proper clustering. We also provide asymptotic results on the strong consistency of pattern recovery by SLOPE when the number of columns in the design matrix is fixed while the sample size diverges to infinity.

1. Introduction. High-dimensional data is currently ubiquitous in many areas of science and industry. Efficient extraction of information from such data sets often requires dimensionality reduction based on identifying the low-dimensional structure behind the data generation process. One of the simplest forms of dimensionality reduction is the elimination of irrelevant parameters of the statistical models describing the data. In case of the high-dimensional multiple regression model

$$
\begin{equation*}
Y=X \beta+\varepsilon, \tag{1.1}
\end{equation*}
$$

with the design matrix $X \in \mathbb{R}^{n \times p}$, an unknown parameter vector $\beta \in \mathbb{R}^{p}$ and a random noise $\varepsilon$, elimination of irrelevant parameters in the vector $\beta$ corresponds to elimination of irrelevant predictors. One of the most popular methods for performing this task is the Least Absolute Shrinkage and Selection Operator (LASSO, [10, 21]), which estimates $\beta$ by solving the following convex optimization problem

$$
\begin{equation*}
\text { minimize }\left[\frac{1}{2}\|Y-X b\|_{2}^{2}+\lambda\|b\|_{1}\right] \text { over } b \in \mathbb{R}^{p} \tag{1.2}
\end{equation*}
$$

where $\|b\|_{1}=\sum_{i=1}^{p}\left|\beta_{i}\right|$ is the $\ell_{1}$ norm of $\beta$ and $\lambda>0$ is a tuning parameter. The wellknown selection properties of the $\ell_{1}$ norm are related to the fact that it is not differentiable when at least one coordinate of $\beta$ is equal to zero. The sparsity of the LASSO solution is governed by the tuning parameter $\lambda$ and it is guaranteed that at least one of the solutions of the optimization problem (1.2) has at most $n$ nonzero coordinates.
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In this article we discuss the Sorted L-One Penalized Estimator (SLOPE) [4, 5, 24], defined as

$$
\begin{equation*}
\operatorname{minimize}\left[\frac{1}{2}\|Y-X b\|_{2}^{2}+J_{\Lambda}(b)\right] \text { over } b \in \mathbb{R}^{p} \tag{1.3}
\end{equation*}
$$

with the penalty

$$
J_{\Lambda}(b)=\sum_{i=1}^{p} \lambda_{i}|b|_{(i)}
$$

where the sequence $\left(|b|_{(1)}, \ldots,|b|_{(p)}\right)$ with $|b|_{(1)} \geq \cdots \geq|b|_{(p)}$ contains absolute values of coordinates of $b$ sorted in the nonincreasing order and the vector of hyperparameters $\Lambda=$ $\left(\lambda_{1}, \ldots, \lambda_{p}\right)^{\prime}$ satisfies $\lambda_{1}>0$ and $\lambda_{1} \geq \cdots \geq \lambda_{p} \geq 0$. SLOPE is an extension of OSCAR [6] (where the hyper-parameter $\Lambda$ has arithmetically decreasing components) and an extension of LASSO [10, 21]. Indeed, if for all $i$ we have $\lambda_{i}=\lambda>0$, then the SLOPE penalty equals $\lambda\|b\|_{1}$ and coincides with the $\ell_{1}$ penalty for the LASSO.
When the sequence $\Lambda$ is strictly decreasing, SLOPE has substantially different properties than LASSO. Specifically, when the design matrix is orthogonal or the covariates are independent, SLOPE adapts to unknown signal sparsity and, contrarily to LASSO, obtains sharp minimax rates of the estimation and prediction errors [17] (see also [1, 2]). Moreover, in this case SLOPE allows for exact or asymptotic control of the False Discovery Rate (see, e.g., [5, 7, 8, 13]).
Another interesting feature of SLOPE is that it can group variables together so that the estimates of the regression coefficients in each group have exactly the same magnitude. As a result, SLOPE can yield more than $n$ nonzero regression coefficients as long as the number of groups created is less than the rank of $X$ [14] and can achieve full selection power in regimes where the lasso power is constrained [9]. In Figueiredo and Nowak [11], Bondell and Reich [6] it is observed that SLOPE clusters groups of correlated predictors, while in Kremer et al. [14] it is shown that the driving force behind the clustering phenomenon is the similarity of the influence of the predictors on the value of the response variable. Thus, clustering can also occur because of the similarity of the values of the regression coefficients. In particular, it can also occur when the design matrix is orthogonal (see Bogdan et al. [5], Skalski et al. [16]). In this article we take a novel perspective on the low-dimensional pattern recovery by SLOPE. In a recent article [15], the authors argue that the low-dimensional patterns, which can be recovered by the penalized regression are characterized by properties of the penalty subdifferential.
For example, LASSO pattern corresponds to the sign vector of $\beta$. Therefore, under certain circumstances, LASSO can recover the sign of $\beta$ with large probability. As explained in Section 1.2 of our paper, if the SLOPE sequence $\Lambda$ is strictly decreasing, then the SLOPE pattern is substantially more refined and contains also the information on the ranking of the absolute values of the coordinates of $\beta$. Thus, under certain circumstances, SLOPE can recover both the proper sign and the proper ranking of the absolute values of $\beta$ with a large probability. This clearly implies that SLOPE can identify clusters of the same absolute values in coordinates of $\beta$. Hence, from this new perspective, the clustering properties of SLOPE are just a specific realization of a much more important property, which is recovering the proper ranking of the explanatory variables. Consequently, it is natural to treat the triple: ranking, clusters and the sign of $\beta$ as a SLOPE pattern and to expect that, under certain circumstances, SLOPE will recover this pattern.
The main purpose of this article is to identify the circumstances under which the pattern recovery by SLOPE holds with a large probability. In case of LASSO, the capacity of the
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sign recovery is characterized by the well known Irrepresentability Condition, which takes the following form:

$$
\begin{equation*}
\operatorname{ker}\left(X_{S}\right)=\{0\} \quad \text { and }\left\|X_{\bar{S}}^{\prime} X_{S}\left(X_{S}^{\prime} X_{S}\right)^{-1} \operatorname{sign}\left(\beta_{S}\right)\right\|_{\infty} \leq 1 \tag{1.4}
\end{equation*}
$$

where $S \subset\{1, \ldots, p\}$ is the set of columns for which the true regression coefficients are different from zero, $\bar{S}=\{1, \ldots, p\} \backslash S$ and $\operatorname{sign}\left(\beta_{S}\right)$ is the sign vector of these coefficients. This condition is necessary for the sign discovery by LASSO. It is also sufficient for discovering the sign of the sufficiently strong signal [25].
In this article we derive the analogous irrepresentability condition for SLOPE (see (4.7) and (4.8)) and prove that it is necessary for discovering the sign and the ranking of the coordinates of $\beta$, and it is sufficient to do so when the nonzero elements of $\beta$ are large enough. We also present asymptotic results which illustrate the consistency and strong consistency of the pattern recovery when $p$ is fixed and $n$ diverges to infinity.
Figure 1 illustrates the difference in the pattern recovery by LASSO and SLOPE. In this example $n=100, p=200$ and $k=30$ nonzero elements are different from zero. The data matrix $X$ and the SLOPE sequence $\Lambda$ are designed such that the irrepresentability conditions hold both for LASSO and for SLOPE. The tuning parameter for LASSO was selected so as to minimize the mean squared estimation error, which also provides the best possible ranking of the coordinates of $\beta$. In this example both LASSO and SLOPE properly identified the sign of $\beta$. Thus, Figure 1 illustrates only the accuracy of the estimation of the non-zero coefficients. The left panel of Figure 1 shows the performance of SLOPE and LASSO when all regression coefficients are equal to 40 . Here we can observe that SLOPE can properly identify this cluster structure and estimate $\beta$ virtually without an error, while LASSO estimates are scattered over the interval between 36 and 44. The right panel of Figure 1 shows an even more interesting situation, when there are no non-zero clusters but the non-zero coefficients are distributed over an interval between 30 and 50 . Here we can observe that SLOPE returns a perfect ranking of non-zero betas and estimates them virtually with no error while LASSO yields a substantially larger error and has a problem with a proper ranking. Specifically, LASSO yields the largest estimate for the variable which is only sixth in the rank of absolute values and the third variable in the ranking is classified only as the $8^{t h}$ smallest (i.e. in the lower 30\% of non-zero signals).

## 2. Preliminaries and basic notions.

Throughout this paper we will always suppose that

$$
\lambda_{1}>\cdots>\lambda_{p}>0
$$

even though some results do not require this condition to be held.
For the design matrix $X \in \mathbb{R}^{n \times p}$, vector $Y \in \mathbb{R}^{n}$ and tuning parameter $\Lambda$, we define the set of SLOPE minimizers as

$$
S_{X, \Lambda}(Y)=\underset{b \in \mathbb{R}^{p}}{\arg \min }\left[\frac{1}{2}\|Y-X b\|_{2}^{2}+J_{\Lambda}(b)\right]
$$

In the multiple linear regression model (1.1) the SLOPE estimator of $\beta$ is defined as a vector $\hat{\beta}^{\text {SLOPE }}$ such that

$$
\hat{\beta}^{\mathrm{SLOPE}} \in S_{X, \Lambda}(X \beta+\varepsilon) .
$$

Note that there may exists many SLOPE estimators of $\beta$. However, if $\operatorname{ker}(X)=\{0\}$, then $S_{X, \Lambda}(Y)$ consists of one element. As observed in [22] in the LASSO case, if there are two minimizers $\hat{\beta}_{1} \neq \hat{\beta}_{2}$, then the fitted values must agree, i.e. $X \hat{\beta}_{1}=X \hat{\beta}_{2}$ and so $\hat{\beta}_{1}=\hat{\beta}_{2}$. Otherwise, by the strict convexity of the function $\|Y-\cdot\|_{2}^{2}$ and from the triangle inequality for the norm $J_{\Lambda}$, the value of $\frac{1}{2}\left\|Y-X \hat{\beta}_{0}\right\|_{2}^{2}+J_{\Lambda}\left(\hat{\beta}_{0}\right)$, for $\hat{\beta}_{0}=\left(\hat{\beta}_{1}+\hat{\beta}_{2}\right) / 2$, is smaller than the value for $\hat{\beta}_{1}$ and $\hat{\beta}_{2}$, contradicting their minimality. For a complete characterization of the unicity of SLOPE minimizer, see [15].
The column (resp. row) space of a matrix $A$ is denoted by $\operatorname{col}(A)($ resp. $\operatorname{row}(A)) . I_{n}$ denotes the identity matrix of rank $n$.
2.1. SLOPE Pattern and related objects. The following definition of the pattern of a vector on $\mathbb{R}^{p}$ is equivalent to the definition of the SLOPE model introduced in [15].

DEFInITION 1. The SLOPE pattern is a function patt: $\mathbb{R}^{p} \rightarrow \mathbb{Z}^{p}$ defined by

$$
\operatorname{patt}(b)_{i}=\operatorname{sign}\left(b_{i}\right) \operatorname{rank}\left(\left|b_{i}\right|\right), \quad i=1, \ldots, p,
$$

where $\operatorname{rank}\left(\left|b_{i}\right|\right) \in\{1,2, \ldots, k\}$ is the rank of $\left|b_{i}\right|$ in a set of nonzero distinct values of $\left\{\left|b_{1}\right|, \ldots,\left|b_{p}\right|\right\}$. We adopt the convention that $\operatorname{sign}(0)=0$.
Abusing terminology we call the elements $M \in \operatorname{patt}\left(\mathbb{R}^{p}\right)$ patterns as well. We denote the set of patterns in $\mathbb{Z}^{p}$ by $\mathcal{M}_{p}$.

Clearly, we have $b=0 \in \mathbb{R}^{p}$ if and only if $\operatorname{patt}(b)=0 \in \mathbb{Z}^{p}$.
REMARK 2. For $b \in \mathbb{R}^{p}$, we have
The SLOPE pattern defined above has the following properties, used in the definition of the SLOPE model in [15]. For any $b \in \mathbb{R}^{p}$, we have
(i) sign preservation: $\operatorname{sign}(\operatorname{patt}(b))=\operatorname{sign}(b)$,
(ii) cluster preservation: $\left|b_{i}\right|=\left|b_{j}\right| \Longrightarrow\left|\operatorname{patt}(b)_{i}\right|=\left|\operatorname{patt}(b)_{j}\right|$,
(iii) hierarchy preservation: $\left|b_{i}\right|>\left|b_{j}\right| \Longrightarrow\left|\operatorname{patt}(b)_{i}\right|>\left|\operatorname{patt}(b)_{j}\right|$.

The sets of indices $i \in\{1, \ldots, p\}$ for which the absolute values $\left|M_{i}\right|$ are equal are called clusters. For $M \in \mathcal{M}_{p},\|M\|_{\infty}$ is the number of nonzero clusters of $M$.

DEFInItion 3. Let $M \neq 0$ be a pattern in $\mathbb{R}^{p}$ with $k=\|M\|_{\infty}$ nonzero clusters. The model matrix $U_{M} \in \mathbb{R}^{p \times k}$ is defined as follows

$$
\left(U_{M}\right)_{i j}=\operatorname{sign}\left(m_{i}\right) \mathbf{1}_{\left(\left|m_{i}\right|=k+1-j\right)}, \quad i \in\{1, \ldots, p\}, j \in\{1, \ldots, k\} .
$$

If $M=0$, we set $U_{M}=0 \in \mathbb{R}^{p}$.

Example 4. If $\beta=(-4,3,0,-3,4)$, then $\operatorname{patt}(\beta)=(-2,1,0,-1,2)$ and

$$
U_{M}=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1 \\
0 & -1 \\
1 & 0
\end{array}\right)
$$

For $k \in \mathbb{N}$ we denote

$$
\mathbb{R}^{k+}=\left\{\kappa \in \mathbb{R}^{k}: \kappa_{1}>\ldots>\kappa_{k}>0\right\} .
$$

Definition 3 implies that for $0 \neq b \in \mathbb{R}^{p}$ and $k=\max \left\{\|M\|_{\infty}, 1\right\}$,

$$
\begin{equation*}
\operatorname{patt}(b)=M \Longleftrightarrow \text { there exists } \kappa \in \mathbb{R}^{k+} \text { such that } b=U_{M} \kappa \tag{2.1}
\end{equation*}
$$

If $b=U_{M} \kappa$, then $\kappa_{i}$ equals the absolute value of terms in the $i$-th cluster of $b$, where the clusters are ordered decreasingly by their absolute value.
We are about to define the clustered matrix and the clustered parameter. For the purpose of the latter definition we denote element-wise absolute value $|M|=(|m|: m \in M)$ of $M \in \mathcal{M}_{p}$. Let $|M|_{\downarrow}$ be the vector $|M|$ ordered non-increasingly. Both of these objects play an essential role in the characterization of the pattern recovery by SLOPE, see Theorem 5.

Definition 5. Let $M \neq 0$ be a pattern in $\mathbb{R}^{p}$ and $k=\max \left\{\|M\|_{\infty}, 1\right\}$.
For $X \in \mathbb{R}^{n \times p}$ we define the clustered matrix $X$ by $\tilde{X}_{M}=X U_{M} \in \mathbb{R}^{n \times k}$.
For $\Lambda \in \mathbb{R}^{p+}$, the clustered parameter $\Lambda$ is defined by $\tilde{\Lambda}_{M}=U_{|M|_{\downarrow}}^{\prime} \Lambda \in \mathbb{R}^{k}$.
If $M=\operatorname{patt}(\beta)$ for $\beta \in \mathbb{R}^{p}$ satisfies $\|M\|_{\infty}<p$, the pattern $M=\left(m_{1}, \ldots, m_{p}\right)^{\prime}$ leads naturally to reduce the dimension of the design matrix $X$ in the regression problem, by replacing $X$ by $\tilde{X}_{M}$. Actually, if $\operatorname{patt}(\beta)=M$, then $X \beta=X U_{M} \kappa=\tilde{X}_{M} \kappa$ for $\kappa \in \mathbb{R}^{k+}$. In particular, in order to construct the clustered matrix $\tilde{X}_{M}$, by Definitions 3 and 5 ,
(i) null components $m_{i}=0$ lead to discard the column $X_{i}$ from the design matrix $X$,
(ii) a cluster $K \subset\{1, \ldots, p\}$ of $M$ (component of $M$ equal in absolute value) leads to replace the columns $\left(X_{i}\right)_{i \in K}$ by one column equal to the signed sum: $\sum_{i \in K} \operatorname{sign}\left(m_{i}\right) X_{i}$.
2.2. Pattern and the subdifferential of the SLOPE norm. Recall that for a function $f$ on $\mathbb{R}^{p}$, the subdifferential at $b \in \mathbb{R}^{p}$ is defined by:

$$
\partial_{f}(b)=\left\{v \in \mathbb{R}^{p}: f(z) \geq f(b)+v^{\prime}(z-b) \forall z \in \mathbb{R}^{p}\right\} .
$$

Proposition 1. The SLOPE minimizer is characterized by the following conditions

$$
\begin{aligned}
\hat{\beta} \in S_{X, \Lambda}(Y) & \stackrel{(1)}{\Longleftrightarrow} \pi^{*}:=X^{\prime}(Y-X \hat{\beta}) \in \partial_{J_{\Lambda}}(\hat{\beta}) \\
& \stackrel{(2)}{\Longleftrightarrow}\left[J_{\Lambda}^{*}\left(\pi^{*}\right) \leq 1 \text { and } \hat{\beta}^{\prime} \pi^{*}=J_{\Lambda}(\hat{\beta})\right] \\
& \stackrel{(3)}{\Longleftrightarrow}\left[J_{\Lambda}^{*}\left(\pi^{*}\right) \leq 1 \text { and } U_{M}^{\prime} \pi^{*}=\tilde{\Lambda}_{M}\right],
\end{aligned}
$$

where $M=\operatorname{patt}(\hat{\beta})$ and $J_{\Lambda}^{*}$ is the dual norm on $\mathbb{R}^{p}$ given by

$$
J_{\Lambda}^{*}(x):=\max \left\{\frac{|x|_{(1)}}{\lambda_{1}}, \ldots, \frac{\sum_{i=1}^{p}|x|_{(i)}}{\sum_{i=1}^{p} \lambda_{i}}\right\} .
$$

Proof. The equivalence (1) follows immediately from the general fact that a function $f$ attains its minimum at a point $b$ if and only if $0 \in \partial_{f}(b)$. For (2), see [12, Example VI (3.1)]. Equivalence (3) follows directly from Proposition 3.

When it comes to pattern of the SLOPE minimizer, the second condition in (3) is a substantial simplification compared to the second condition in (2). If the pattern is known, it gives an explicit system of linear equations for $\pi^{*}$ and so for $\hat{\beta}$ as well. Moreover, (2) should be seen as an optimization problem, see (2.3).
The following Theorem 2 states that patterns $\mathcal{M}_{p}$ are in bijective correspondence with possible subdifferentials of the SLOPE norm $J_{\Lambda}$ and it is proven in [15]. For the sake of completeness, we provide in the Appendix a short proof of Theorem 2 as a by-product of our explicit description of SLOPE norm subdifferentials in Proposition 3.

THEOREM 2. Let $a$ and $b$ be any vectors in $\mathbb{R}^{p}$. Then,

$$
\operatorname{patt}(a)=\operatorname{patt}(b) \text { if and only if } \partial_{J_{\Lambda}}(a)=\partial_{J_{\Lambda}}(b)
$$

We denote

$$
D_{b}:=\partial_{J_{\Lambda}}(b)
$$

Let $C_{\Lambda}=\left\{x \in \mathbb{R}^{p}: J_{\Lambda}^{*}(x) \leq 1\right\}$ be the closed unit ball in the dual SLOPE norm. It follows from the definition of $J_{\Lambda}^{*}$ that $x \in C_{\Lambda}$ if and only if the following $p$ inequalities hold

$$
\begin{equation*}
|x|_{(1)}+\ldots|x|_{(j)} \leq \lambda_{1}+\ldots+\lambda_{j}, \quad j=1, \ldots, p \tag{2.2}
\end{equation*}
$$

It follows from a definition of dual norm $\|\cdot\|^{*}$ and the general fact that $\|\cdot\|=\left(\|\cdot\|^{*}\right)^{*}$,

$$
\begin{equation*}
J_{\Lambda}(\beta)=\max _{\pi \in C_{\Lambda}} \beta^{\prime} \pi \tag{2.3}
\end{equation*}
$$

For each pattern $M \in \mathcal{M}_{p}$ we define the pattern affine space $A_{M}$ by

$$
\begin{equation*}
A_{M}=\left\{x \in \mathbb{R}^{p}: U_{M}^{\prime} x=\tilde{\Lambda}_{M}\right\} \tag{2.4}
\end{equation*}
$$

Note that if $M=0$, then $A_{M}=\mathbb{R}^{p}$. When $\|M\|_{\infty}=k>0$, then the set $A_{M}$ is an affine subspace of $\mathbb{R}^{p}$ of dimension $p-k$.
Let $M=\left(m_{1}, \ldots, m_{p}\right)^{\prime}$ be a pattern with $k \geq 1$ clusters and let $p_{j}=\left|\left\{i:\left|m_{i}\right|=k+1-j\right\}\right|$ be the number of elements of the $j$-th biggest cluster. Denote $P_{j}=\sum_{i \leq j} p_{i}, j=1, \ldots, k$. Then,

$$
\tilde{\Lambda}_{M}=\left(\begin{array}{c}
\lambda_{1}+\ldots+\lambda_{P_{1}}  \tag{2.5}\\
\vdots \\
\lambda_{P_{k-1}+1}+\ldots+\lambda_{P_{k}}
\end{array}\right)
$$

Moreover, if $x \in D_{M}$, then (see the proof of Proposition 3 (i))

$$
U_{M}^{\prime} x^{*}=\left(\begin{array}{c}
\left|x^{*}\right|_{(1)}+\ldots+\left|x^{*}\right|_{\left(P_{1}\right)} \\
\vdots \\
\left|x^{*}\right|_{\left(P_{k-1}+1\right)}+\ldots+\left|x^{*}\right|_{\left(P_{k}\right)}
\end{array}\right)
$$

Thus, the system of equations $U_{M}^{\prime} x=\tilde{\Lambda}_{M}$ is equivalent to equalities in (2.2) for $j=P_{i}$, $i=1, \ldots, k$.

Proposition 3. Let $b \in \mathbb{R}^{p}$ and $M=\operatorname{patt}(b)$.
(i) We have

$$
\begin{aligned}
D_{b} & =C_{\Lambda} \cap A_{M} \\
& =\left\{x \in \mathbb{R}^{p}: \begin{array}{l}
\text { equalities hold in }(2.2) \text { for } j=p_{1}, p_{1}+p_{2}, \ldots, p_{1}+\ldots+p_{k} \\
(2.2) \text { holds for } j \neq p_{1}, p_{1}+p_{2}, \ldots, p_{1}+\ldots+p_{k}
\end{array}\right\},
\end{aligned}
$$

where $p_{j}$ is the number of elements of the $j$-th biggest cluster
(ii) The subdifferential depends on $b$ only through the pattern of $b$, i.e.

$$
D_{b}=D_{\operatorname{patt}(b)}
$$

(iii) $A_{M}$ is the smallest affine space containing $D_{M}$, i.e.

$$
\begin{equation*}
A_{M}=\operatorname{aff}\left(D_{M}\right) \tag{2.6}
\end{equation*}
$$

As we shall see in Theorem 11 and Theorem 19, the relative interior of the pattern subdifferential $D_{M}$ plays a preponderant role. We give an explicit form of ri $\left(D_{M}\right)$ it in the following proposition, having the advantage of being computationally efficient.

Proposition 4. Let $M$ be a pattern with $k \geq 1$ clusters and let $p_{j}$ be the number of elements of the $j$-th biggest cluster, $j=1, \ldots, k$. Then,

$$
\operatorname{ri}\left(D_{M}\right)=\left\{x \in \mathbb{R}^{p}: \begin{array}{l}
\text { equalities hold in }(2.2) \text { for } j=p_{1}, p_{1}+p_{2}, \ldots, p_{1}+\ldots+p_{k} \\
\text { strict inequalities hold in }(2.2) \text { for } j \neq p_{1}, \ldots, p_{1}+\ldots+p_{k}
\end{array}\right\}
$$

Proof. The set $\operatorname{ri}\left(D_{M}\right)$ is the interior of $D_{M}$ within the affine space containing $D_{M}$, i.e. within $A_{M}$. Thus, the result follows by Proposition 3.
3. Characterization of pattern recovery by SLOPE. We derive a novel characterization of the pattern of the SLOPE minimizer. Theorem below is the main tool of the proofs of the results on model recovery and is crucial for the paper. For the definition and the basic properties of the Moore-Penrose pseudo-inverse $A^{+}$of a matrix $A$, see [3]. Recall the definitions of $\tilde{X}_{M}$ and $\tilde{\Lambda}_{M}$ from Definition 5.
In the following result we do not require the unicity of the SLOPE minimizer. Recall that $\tilde{P}_{M}=\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{X}_{M}^{\prime}=\tilde{X}_{M} \tilde{X}_{M}^{+}$is the orthogonal projection onto $\operatorname{col}\left(\tilde{X}_{M}\right)$.

ThEOREM 5. Let $X \in \mathbb{R}^{n \times p}, Y \in \mathbb{R}^{n}$ and $\Lambda \in \mathbb{R}^{p+}$.
Let $M \in \mathcal{M}_{p}$ be a SLOPE pattern and denote $k=\max \left\{\|M\|_{\infty}, 1\right\}$. Define

$$
\begin{equation*}
\pi:=X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}+X^{\prime}\left(I_{n}-\tilde{P}_{M}\right) Y \tag{3.1}
\end{equation*}
$$

There exists $\hat{\beta} \in S_{X, \Lambda}(Y)$ with $\operatorname{patt}(\hat{\beta})=M$ if and only if the two conditions below hold true:

$$
\begin{cases}\text { there exists } s \in \mathbb{R}^{k+} \text { such that } \tilde{X}_{M}^{\prime} Y-\tilde{\Lambda}_{M}=\tilde{X}_{M}^{\prime} \tilde{X}_{M} s, & \text { (positivity condition) } \\ J_{\Lambda}^{*}(\pi) \leq 1 & \text { (dual norm condition) }\end{cases}
$$

If the positivity and dual norm conditions are satisfied, then $\hat{\beta}=U_{M} s$ and $\pi=X^{\prime}(Y-$ $X \hat{\beta}) \in D_{M}$.

Proof of Theorem 5. Necessity. Let us assume that there exists $\hat{\beta} \in S_{X, \Lambda}(Y)$ with $\operatorname{patt}(\hat{\beta})=M$. Consequently, $\hat{\beta}=U_{M} s$ for some $s \in \mathbb{R}^{k+}$.

By Proposition $1, X^{\prime}(Y-X \hat{\beta}) \in \partial_{J_{\Lambda}}(\hat{b})=D_{M}$. Multiplying this inclusion by $U_{M}^{\prime}$, due to (2.6), we get $\tilde{X}_{M}^{\prime}(Y-X \hat{\beta})=\tilde{\Lambda}_{M}$ and so

$$
\begin{equation*}
\tilde{X}_{M}^{\prime} Y-\tilde{\Lambda}_{M}=\tilde{X}_{M}^{\prime} X \hat{\beta}=\tilde{X}_{M}^{\prime} \tilde{X}_{M} s \tag{3.2}
\end{equation*}
$$

The positivity condition is proven.
We apply $\left(\tilde{X}_{M}^{\prime}\right)^{+}$from the left to (3.2) and use the fact that $\tilde{P}_{M}=\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{X}_{M}^{\prime}$ is the projection onto $\operatorname{col}\left(\tilde{X}_{M}\right):$ since $X \hat{\beta} \in \operatorname{col}\left(\tilde{X}_{M}\right)$, we have $\tilde{P}_{M} X \hat{\beta}=X \hat{\beta}$. Thus,

$$
\tilde{P}_{M} Y-\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}=X \hat{\beta}
$$

The dual norm condition follows from Proposition 1, since

$$
X^{\prime}(Y-X \hat{\beta})=X^{\prime}\left(Y-\left(\tilde{P}_{M} Y-\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}\right)\right)=\pi
$$

Sufficiency. Assume that the positivity condition and the dual norm conditions hold true. Then, by the positivity condition, one may pick $s \in \mathbb{R}^{k+}$ for which

$$
\tilde{X}_{M}^{\prime} Y-\tilde{\Lambda}_{M}=\tilde{X}_{M}^{\prime} \tilde{X}_{M} s
$$

We will show that $U_{M} s \in S_{X, \Lambda}(Y)$. Multiplying on the left by $\left(\tilde{X}_{M}^{\prime}\right)^{+}$, the equality above gives

$$
\tilde{P}_{M} Y-\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}=\tilde{P}_{M} \tilde{X}_{M} s=\tilde{X}_{M} s=X U_{M} s
$$

Moreover, by definition of $U_{M}$, we have $\operatorname{patt}\left(U_{M} s\right)=M$. Clearly, the following equalities occur

$$
\begin{equation*}
X^{\prime}\left(Y-X U_{M} s\right)=X^{\prime}\left(Y-\left(\tilde{P}_{M} Y-\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}\right)\right)=\pi \tag{3.3}
\end{equation*}
$$

Thus, by the dual norm condition we have $J_{\tilde{\sim}}^{*}\left(X^{\prime}\left(Y-X U_{M} s\right) \leq 1\right.$.
Since $I_{n}-\tilde{P}_{M}$ is the projection onto $\operatorname{col}\left(\tilde{X}_{M}\right)^{\perp}$, we have $\left(I_{n}-\tilde{P}_{M}\right) \tilde{X}_{M}=0$ and hence $U_{M}^{\prime} X^{\prime}\left(I_{n}-\tilde{P}_{M}\right) Y=\tilde{X}_{M}^{\prime}\left(I_{n}-\tilde{P}_{M}\right) Y=0$. Thus, by definition of $\pi$ and equation (3), we get

$$
U_{M}^{\prime} \pi=\tilde{X}_{M}^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}=\tilde{X}_{M}^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+}\left(\tilde{X}_{M}^{\prime} Y-\tilde{X}_{M}^{\prime} \tilde{X}_{M} s\right)=\tilde{X}_{M}^{\prime}\left(Y-\tilde{X}_{M} s\right)=\tilde{\Lambda}_{M}
$$

In view of (2.6), this implies that $\pi \in D_{M}$. Finally, by (3.3) and Proposition 1 we have $U_{M} s \in S_{X, \Lambda}(Y)$.

REMARK 6. The assertion of Theorem 5 cannot be strengthened in the sense that if $S_{X, \Lambda}(Y)$ contains more than one element, then these different minimizers in general have different SLOPE patterns.

## Corollary 6.

(i) The following condition

$$
\begin{equation*}
\tilde{\Lambda}_{M} \in \operatorname{col}\left(\tilde{X}_{M}^{\prime}\right)=\operatorname{row}\left(\tilde{X}_{M}\right) \tag{3.4}
\end{equation*}
$$

is necessary for the positivity condition and thus also for the pattern recovery.
(ii) The condition (3.4) is equivalent to

$$
X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M} \in A_{M}
$$

(iii) The condition (3.4) is equivalent to $\pi \in A_{M}$, where $\pi$ is defined in (3.1).

Proof. (i) is immediate. For (ii) observe that $\tilde{X}_{M}^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+}$is the orthogonal projection onto $\operatorname{col}\left(\tilde{X}_{M}^{\prime}\right)$. Thus, (3.4) is equivalent to $\tilde{X}_{M}^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}=\tilde{\Lambda}_{M}$, which, by (2.6), is equivalent to $X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M} \in A_{M}$. Since $I_{n}-\tilde{P}_{M}$ is the orthogonal projection onto $\operatorname{col}\left(\tilde{X}_{M}\right)^{\perp}$, we have

$$
U_{M}\left(\pi-X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}\right)=X_{M}^{\prime}\left(I_{n}-\tilde{P}_{M}\right) Y=0
$$

Hence, (iii) follows.
Remark 7. Similar approach as in Theorem 5 for $\lambda_{1}=\ldots=\lambda_{p}$ concerns the LASSO estimator. In particular, it allows new simple proofs of results on the sign recovery by LASSO. For LASSO we have the LASSO pattern being a sign vector, cf. [20]. For $S \in\{-1,0,1\}^{p}$, $\|S\|_{1}$ denotes the number of nonzero coordinates. If $\|S\|_{1}=k \geq 1$, then we define the corresponding pattern matrix $U_{S} \in \mathbb{R}^{p \times k}$ by

$$
U_{S}=\operatorname{diag}(S)_{\operatorname{supp}(S)}
$$

where for $A \in \mathbb{R}^{p \times p}$ and $B \subset\{1, \ldots, p\}, A_{B}$ denotes the submatrix of $A$ obtained by keeping columns corresponding to indices in $B$. Observe that for any $0 \neq \beta \in \mathbb{R}^{p}$ there exist unique $S \in\{-1,0,1\}^{p}$ and $\kappa \in \mathbb{R}_{+}^{k}$ such that $\beta=U_{S} \kappa$. Define the reduced matrix and reduced parameter by

$$
\tilde{X}_{S}=X U_{S} \quad \text { and } \quad \tilde{\lambda}_{S}=\lambda 1_{k}
$$

where $1_{k}=(1, \ldots, 1)^{\prime} \in \mathbb{R}^{k}$. It can be shown that the necessary and sufficient conditions for the LASSO pattern recovery are the following

$$
\left\{\begin{array}{l}
\text { there exists } \kappa \in \mathbb{R}_{+}^{k} \text { such that } \tilde{X}_{S}^{\prime} Y-\tilde{\lambda}_{S}=\tilde{X}_{S}^{\prime} \tilde{X}_{S} \kappa, \\
\left\|X^{\prime}\left(\tilde{X}_{S}^{\prime}\right)^{+} 1_{k}+\frac{1}{\lambda} X^{\prime}\left(I_{n}-\tilde{X}_{S} \tilde{X}_{S}^{+}\right) Y\right\|_{\infty} \leq 1
\end{array}\right.
$$

4. Pattern recovery for fixed $\boldsymbol{n}$. In the regression problem (1.1) with $M=\operatorname{patt}(\beta) \neq 0$, by Theorem 5 we obtain

Corollary 7.

$$
\begin{align*}
& \mathbb{P}\left(\exists \hat{\beta} \in S_{X, \Lambda}(Y) \text { such that } \operatorname{patt}(\hat{\beta})=M\right)  \tag{4.1}\\
& \quad=\mathbb{P}\left(J_{\Lambda}^{*}(\pi) \leq 1, \exists s \in \mathbb{R}^{k+}: \tilde{X}_{M}^{\prime} Y-\tilde{\Lambda}_{M}=\tilde{X}_{M}^{\prime} \tilde{X}_{M} s\right) \leq \mathbb{P}\left(J_{\Lambda}^{*}(\pi) \leq 1\right),
\end{align*}
$$

where $\pi$ is a random vector defined in (3.1).
Clearly, if the necessary condition for the positivity condition $\tilde{\Lambda}_{M} \notin \operatorname{row}\left(\tilde{X}_{M}\right)$ is not satisfied, then the probability of model recovery is 0 . A similar upper bound for the sign recovery by LASSO is given in [19].
As we will argue, under natural assumptions (like in the noisy case with the large signal to noise ratio or in the informative noiseless case) we have

$$
\mathbb{P}\left(\exists \hat{\beta} \in S_{X, \Lambda}(Y) \text { such that } \operatorname{patt}(\hat{\beta})=M\right) \approx \mathbb{P}\left(J_{\Lambda}^{*}(\pi) \leq 1\right)
$$

meaning that the positivity condition is not restrictive and that the inequality bound in (4.1) is sharp.

Below we formulate the main result of this section, which states that the upper bound in (4.1) is attained when the signal magnitude diverges to infinity. For this aim, we consider a sequence of signals with the same pattern $M \in \mathcal{M}_{p}$, namely

$$
\begin{equation*}
\left(\beta^{(r)}\right)_{r \geq 1}, \quad \beta^{(r)}=U_{M} s^{(r)}, \quad s^{(r)} \in \mathbb{R}^{k+} \tag{4.2}
\end{equation*}
$$

whose strength is increasing in the following sense:

$$
\begin{equation*}
\Delta_{r}=\min _{1 \leq i<k}\left(s_{i}^{(r)}-s_{i+1}^{(r)}\right) \xrightarrow{r \rightarrow \infty} \infty, \text { with the convention } s_{k+1}^{(r)}=0 . \tag{4.3}
\end{equation*}
$$

With the above sequence, we consider the following sequence of linear regression models

$$
\begin{equation*}
Y^{(r)}=X \beta^{(r)}+\varepsilon, \quad r=1,2, \ldots \tag{4.4}
\end{equation*}
$$

where $X \in \mathbb{R}^{n \times p}$ and $\varepsilon \in \mathbb{R}^{n}$ do not change with $r$.
We will assume that the vector of tuning parameters varies with $r$. More precisely, let

$$
\begin{equation*}
\Lambda^{(r)}=\alpha_{r} \Lambda, \tag{4.5}
\end{equation*}
$$

where $\Lambda \in \mathbb{R}^{p}$ is fixed and $\alpha_{r}>0$ for each $r$.
4.1. Positivity condition. We start with a lemma giving the sufficient assumptions on sequences $\left(\beta^{(r)}\right)_{r \geq 1}$ and $\left(\Lambda^{(r)}\right)_{r \geq 1}$ for the positivity condition to hold for large $r$.

Lemma 8. Let $\beta^{(r)}$ have the same pattern $M$ for every $r$. Assume that $\beta^{(r)}$ satisfies (4.2) and (4.3). Then, if $\frac{\alpha_{r}}{\Delta_{r}} \rightarrow 0$, then the positivity condition holds for large $r$.

Proof. Recall that $\beta^{(r)}=U_{M} s^{(r)}$ for some $s^{(r)} \in \mathbb{R}^{k+}$. Recall that for any matrix $A$ the matrix $A A^{+}$is an orthogonal projector onto $\operatorname{col}(A)$. As $\tilde{\Lambda}_{M} \in \operatorname{col}\left(\tilde{X}_{M}^{\prime}\right)$, we have $\tilde{\Lambda}_{M}=$ $\tilde{X}_{M}^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}$. Therefore, as $\left(\tilde{X}_{M}^{\prime}\right)^{+}=\tilde{X}_{M}^{\prime}\left(\tilde{X}_{M}^{\prime} \tilde{X}_{M}\right)^{+}$and $Y^{(r)}=\tilde{X}_{M} s^{(r)}+\varepsilon$, we obtain

$$
\begin{aligned}
\tilde{X}_{M}^{\prime} Y^{(r)}-\tilde{\Lambda}_{M}^{(r)} & =\tilde{X}_{M}^{\prime} \tilde{X}_{M} s^{(r)}-\tilde{\Lambda}_{M}^{(r)}+\tilde{X}_{M}^{\prime} \varepsilon \\
& =\tilde{X}_{M}^{\prime} \tilde{X}_{M} s^{(r)}-\tilde{X}_{M}^{\prime} \tilde{X}_{M}\left(\tilde{X}_{M}^{\prime} \tilde{X}_{M}\right)^{+} \tilde{\Lambda}_{M}^{(r)}+\tilde{X}_{M}^{\prime} \tilde{X}_{M}\left(\tilde{X}_{M}^{\prime} \tilde{X}_{M}\right)^{+} \tilde{X}_{M}^{\prime} \varepsilon \\
& =\tilde{X}_{M}^{\prime} \tilde{X}_{M} \Delta_{r}\left(\frac{s^{(r)}}{\Delta_{r}}-\frac{\left(\tilde{X}_{M}^{\prime} \tilde{X}_{M}\right)^{+} \tilde{\Lambda}_{M}}{\Delta_{r} / \alpha_{r}}+\frac{\left(\tilde{X}_{M}^{\prime} \tilde{X}_{M}\right)^{+} \tilde{X}_{M}^{\prime} \varepsilon}{\Delta_{r}}\right) .
\end{aligned}
$$

$S^{(r)}:=\frac{s^{(r)}}{\Delta_{r}}$ is a signal with strength not smaller than 1, i.e. the differences between neighbour terms $S_{m+1}^{(r)}-S_{m}^{(r)} \geq 1$ and $S_{k}^{(r)} \geq 1$. Then, since the next terms converge pointwise to 0 , for $r$ large enough the above sum is of the form $\tilde{X}_{M}^{\prime} \tilde{X}_{M} w^{(r)}$ with $w^{(r)} \in \mathbb{R}^{k+}$, which finishes the proof.

REMARK 8. Lemma 8 evidently holds in the special case of $\Lambda$ independent of $r$, i.e. when $\alpha_{r}=1$.
4.2. Dual norm condition. Observe that the vectors $\pi_{r}$ defined as in (3.1) can be represented in a following way:

$$
\begin{gathered}
\pi_{r}=\pi_{r}^{(1)}+\pi_{r}^{(2)}, \\
\pi_{r}^{(1)}=X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}^{(r)}, \\
\pi_{r}^{(2)}=X^{\prime}\left(I_{n}-\tilde{P}_{M}\right) Y^{(r)}=X^{\prime}\left(I_{n}-\tilde{P}_{M}\right) \varepsilon
\end{gathered}
$$

Note that in the noiseless case $(\varepsilon=0)$ we have $\pi_{r}^{(2)}=0$.
Then the dual norm condition $J_{\Lambda_{r}}^{*}\left(\pi_{r}\right) \leq 1$ is equivalent to

$$
\begin{equation*}
1 \geq J_{\Lambda}^{*}\left(\frac{\pi_{r}}{\alpha_{r}}\right)=J_{\Lambda}^{*}\left(\frac{\pi_{r}^{(1)}}{\alpha_{r}}+\frac{\pi_{r}^{(2)}}{\alpha_{r}}\right)=J_{\Lambda}^{*}\left(X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}+\frac{\pi_{r}^{(2)}}{\alpha_{r}}\right) \tag{4.6}
\end{equation*}
$$

Thus, if $\varepsilon \neq 0$, then the properties of pattern recovery require that $\alpha_{r} \xrightarrow{r \rightarrow \infty} \infty$.

### 4.3. Consistency of pattern of the SLOPE estimator.

Proposition 9. Suppose that there is no error, i.e. $\varepsilon=0$ and that $\Delta_{r} \rightarrow \infty$. For any fixed $\Lambda \in \mathbb{R}^{k+}$, the pattern recovery is equivalent to SLOPE IR condition (4.7).
Moreover, if the SLOPE IR condition does not hold, then for any $\hat{\beta} \in S_{X, J_{\Lambda}}(X \beta)$ we have $\operatorname{patt}(\hat{\beta}) \neq \operatorname{patt}(\beta)$.

Proof. We have $\pi_{r}^{(2)}=0$. The theorem follows immediately from Theorem 5, formula (4.6) and Lemma 8.

LEMMA 10. Let $\varepsilon \in \mathbb{R}^{n}$ be a random error. Let $Y^{(r)}=X \beta^{(r)}+\varepsilon$ and assume that $\tilde{\Lambda}_{M} \in$ row $\left(\tilde{X}_{M}\right)$. Then the upper bound (4.1) is asymptotically reached when $r$ tends to $\infty$ :

$$
\lim _{r \rightarrow \infty} \mathbb{P}\left(\exists \hat{\beta} \in S_{X, \Lambda}\left(Y^{(r)}\right) \text { such that } \operatorname{patt}(\hat{\beta})=M\right)=\mathbb{P}\left(J_{\Lambda}^{*}(\pi) \leq 1\right)
$$

where $\pi$ is defined in (3.1). Moreover, if $\varepsilon$ is a Gaussian vector $N\left(0, \sigma^{2} I_{n}\right)$, then

$$
\pi \sim \mathrm{N}\left(X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}, \sigma^{2} X^{\prime}\left(I_{n}-\tilde{P}_{M}\right) X\right)
$$

Proof. It is sufficient to show that the probability of the positivity condition tends to 1 . This is an instant conclusion of Lemma 8 and Remark 8.
The distribution of $\pi$ may be deduced directly from $\pi^{(1)}$ being deterministic and $\pi^{(2)}$ being a Gaussian vector multiplied by a matrix.

Definition 9. We say that $X$ and $\Lambda$ satisfy the SLOPE irrepresentability (SLOPE IR) condition

$$
\begin{equation*}
J_{\Lambda}^{*}\left(X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}\right) \leq 1 \text { and } \tilde{\Lambda}_{M} \in \operatorname{row}\left(\tilde{X}_{M}\right) \tag{4.7}
\end{equation*}
$$

where $M=\operatorname{patt}(\beta)$.
REMARK 10. The condition $J_{\Lambda}^{*}\left(X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}\right) \leq 1$ was introduced as SLOPE IR condition by P. Tardivel, who proved its necessity for the pattern recovery [18].

REMARK 11. Recall that the condition $\tilde{\Lambda}_{M} \in \operatorname{row}\left(\tilde{X}_{M}\right)$ is necessary for the pattern recovery (Corollary 6 (i)). When $\operatorname{ker}\left(\tilde{X}_{M}\right)=\{0\}$, SLOPE IR condition takes a form

$$
\begin{equation*}
J_{\Lambda}^{*}\left(X^{\prime} \tilde{X}_{M}\left(\tilde{X}_{M}^{\prime} \tilde{X}_{M}\right)^{-1} \tilde{\Lambda}_{M}\right) \leq 1 \tag{4.8}
\end{equation*}
$$

REMARK 12. By Corollary 6 (ii), the SLOPE irrepresentability condition (4.7) is equivalent to condition

$$
\begin{equation*}
X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M} \in D_{M} \tag{4.9}
\end{equation*}
$$

When there is a noise $\varepsilon \neq 0$, the sufficient condition for the discovery of strong signals takes a slightly stronger form, called Open SLOPE IR condition. If the vector $X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)^{+} \tilde{\Lambda}_{M}$ is in the boundary of $D_{M}$, adding an error term to it may provoke getting out of the dual ball $C_{\Lambda}$ and violating the dual norm condition.

Definition 13. We say that $X$ and $\Lambda$ satisfy the Open SLOPE irrepresentability (Open SLOPE IR) Condition if

$$
\begin{equation*}
X^{\prime}\left(\tilde{X}_{M}^{\prime}\right)+\tilde{\Lambda}_{M} \in \operatorname{ri}\left(D_{M}\right) \tag{4.10}
\end{equation*}
$$

where $\operatorname{ri}\left(D_{M}\right)$ is the relative interior of the subdifferential $D_{M}$ of the SLOPE norm at the pattern vector.

We will use the sharpness of the upper bound (4.1) to prove the sufficiency of the Open SLOPE IR condition for the SLOPE pattern recovery when the signal to noise ratio diverges to infinity.
Theorem 11 formally states the sufficiency of the Open SLOPE IR condition (4.10).
THEOREM 11. (Sufficiency) Let $Y^{(r)}=X \beta^{(r)}+\varepsilon$, where $\beta^{(r)}$ is the sequence of regression coefficient vectors defined in (4.2) and $\varepsilon \in \mathbb{R}^{n}$ is a random error.
Assume (4.3) and that a sequence $\left(\alpha_{r}\right)$ is such that $\alpha_{r} \rightarrow \infty$ and $\alpha_{r} / \Delta_{r} \rightarrow 0$ as $r \rightarrow \infty$. Let $\Lambda_{r}=\alpha_{r} \Lambda$ for $\Lambda \in \mathbb{R}^{p+}$. If the Open SLOPE IR condition is satisfied, then

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \mathbb{P}\left(\exists \hat{\beta} \in S_{X, \Lambda_{r}}\left(Y^{(r)}\right) \text { such that } \operatorname{patt}(\hat{\beta})=M\right)=1 \tag{4.11}
\end{equation*}
$$

Proof. We prove that for all realizations of $\varepsilon(\omega)$ there exists such $r_{0}$ that if $r \geq r_{0}$, then there exists

$$
\hat{\beta} \in S_{X, \Lambda_{r}}\left(Y^{(r)}\right) \text { such that } \operatorname{patt}(\hat{\beta})=M
$$

We apply Theorem 5. By the Open SLOPE IR condition, $\frac{\pi_{r}^{(1)}}{\alpha_{r}} \in r i\left(D_{M}\right)$. Then the above statement is a quick consequence of a formula (4.6), Lemma 8 and the fact that $\frac{\pi_{r}^{(2)}}{\alpha_{r}} \in A_{M}$. The convergence for all realizations of $\varepsilon(\omega)$ implies the convergence in probability, so that (4.11) holds.

COROLLARY 12. (Necessity) Assume that the error $\varepsilon$ has a symmetric distribution. If the SLOPE IR condition does not hold, then the probability of the pattern recovery is smaller than $1 / 2$.

Proof. The result easily follows from the separation theorem, convexity of $C_{\Lambda}$ and the argument used in [23], see also [19].

For LASSO, a similar result on the probability of sign recovery is given in [23]. Note that another proof of Corollary 12 may be given using Theorem 2 in [20] and our Proposition 9.
5. Asymptotic Pattern recovery. In this section we discuss asymptotic properties of the SLOPE estimator in the low-dimensional regression model in which $p$ is fixed and the sample size $n$ tends to infinity.
For each $n \geq p$ we consider a linear regression problem

$$
\begin{equation*}
Y_{n}=X_{n} \beta+\varepsilon_{n} \tag{5.1}
\end{equation*}
$$

where $Y_{n} \in \mathbb{R}^{n}$ is a vector of observations, $X_{n} \in \mathbb{R}^{n \times p}$ is a random design matrix, $\beta \in \mathbb{R}^{p}$ is a vector of unknown regression coefficients and $\varepsilon_{n} \in \mathbb{R}^{n}$ is a noise term with the normal distribution $\mathrm{N}\left(0, \sigma^{2} I_{n}\right)$. We assume that

$$
\begin{equation*}
X_{n} \text { and } \varepsilon_{n} \text { are independent for each } n, \tag{5.2}
\end{equation*}
$$

but we do not make any assumptions on the dependence structure of $\varepsilon_{n}$ and $\varepsilon_{m}$ for $n \neq m$. In particular, our setting covers the case of deterministic $X_{n}$.
From now on we suppose that the random matrices $X_{n}, n \geq 1$, have full column rank almost surely, i.e.

$$
\begin{equation*}
\operatorname{ker}\left(X_{n}\right)=\{0\} \quad \text { a.s. } \tag{5.3}
\end{equation*}
$$

When defining the sequence $\left(\hat{\beta}_{n}^{\text {SLOPE }}\right)_{n}$ of SLOPE estimators, we will assume that the vector of tuning parameters varies with $n$. More precisely, we will assume that

$$
\begin{equation*}
\Lambda_{n}=\alpha_{n} \Lambda, \tag{5.4}
\end{equation*}
$$

where $\Lambda \in \mathbb{R}^{p+}$ is fixed and $\left(\alpha_{n}\right)_{n}$ is a sequence of positive numbers. Under (5.3) the set of SLOPE minimizers $S_{X_{n}, \Lambda_{n}}\left(Y_{n}\right)$ consists of one element. For each $n$, we denote this unique element by $\hat{\beta}_{n}^{\text {SLOPE }}$.
We further assume that the design matrices $X_{1}, X_{2}, \ldots$ satisfy the condition

$$
\begin{equation*}
\frac{1}{n} X_{n}^{\prime} X_{n} \xrightarrow{\text { a.s. }} C, \tag{5.5}
\end{equation*}
$$

where $C$ is a deterministic positive definite symmetric $p \times p$ matrix.
Remark 14. Condition (5.5) is satisfied in the natural setting when the rows of $X_{n} \in$ $\mathbb{R}^{n \times p}$ are i.i.d. random vectors. Let $\xi=\left(\xi_{1}, \ldots, \xi_{p}\right)$ be a random vector and assume that each (independent) row of $X_{n}$ has the same law as $\xi$. In such case, the assumption (5.5) is implied by $\mathbb{E}\left[\xi_{i}^{2}\right]<\infty$ for all $i=1, \ldots, p$. Then, the strong law of large numbers ensures that (5.5) holds with $C=\left(C_{i j}\right)_{i j}$, where $C_{i j}=\mathbb{E}\left[\xi_{i} \xi_{j}\right]$ for $i, j=1, \ldots, p$. Moreover, $C$ is positive definite if and only if the random variables $\left(\xi_{1}, \ldots, \xi_{p}\right)$ are linearly independent a.s. Indeed, for $t \in \mathbb{R}^{p}$ we have

$$
t^{\prime} C t=\mathbb{E}\left[\left(\sum_{i=1}^{p} t_{i} \xi_{i}\right)^{2}\right]>0
$$

if and only if $\sum_{i=1}^{p} t_{i} \xi_{i} \neq 0$ a.s. for all $t \in \mathbb{R}^{p}$.
Under (5.5), the strong consistency of $\hat{\beta}_{n}^{\text {SLOPE }}$ can be characterized in terms of behaviour of the tuning parameter.

THEOREM 13. Consider a linear regression (5.1) and assume (5.2), (5.3) and (5.5). Let $\Lambda_{n}=\left(\lambda_{1}^{(n)}, \ldots, \lambda_{p}^{(n)}\right)^{\prime}$. If $\beta \neq 0$, then $\hat{\beta}_{n}^{\text {SLOPE }} \xrightarrow{\text { a.s. }} \beta$ if and only if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\lambda_{1}^{(n)}}{n}=0 \tag{5.6}
\end{equation*}
$$



As before, $M=\operatorname{patt}(\underset{\tilde{\sim}}{ }), k=\|M\|_{\infty}$ and $U_{M}$ is the corresponding model matrix. Recall from Definition 5 that $\tilde{\Lambda}=U_{|M| \downarrow}^{\prime} \Lambda, \tilde{\Lambda}_{n}=\alpha_{n} \tilde{\Lambda}$ and $\tilde{X}_{n}=X_{n} U_{M}$. To ease the notation, we write the clustered matrices and clustered parameters without the subscript indicating the model $M$. Let

$$
\begin{aligned}
& s_{n}:=\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1}\left[\tilde{X}_{n}^{\prime} Y_{n}-\tilde{\Lambda}_{n}\right], \\
& \pi_{n}:=X_{n}^{\prime}\left(\tilde{X}_{n}^{\prime}\right)^{+} \tilde{\Lambda}_{n}+X_{n}^{\prime}\left(I_{n}-\tilde{P}_{n}\right) Y_{n},
\end{aligned}
$$

where $\tilde{P}_{n}=\left(\tilde{X}_{n}^{\prime}\right)^{+} \tilde{X}_{n}^{\prime}$. We note that if $\operatorname{ker}\left(X_{n}\right)=\{0\}$, then $\left(\tilde{X}_{n}^{\prime}\right)^{+}=\tilde{X}_{n}\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1}$ and so $\tilde{P}_{n}=\tilde{X}_{n}\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \tilde{X}_{n}^{\prime}$.
As the positivity condition and the dual norm condition from Theorem 5 have different nature, we consider them separately in the two following subsections. It turns out that for the positivity condition $\left(\alpha_{n}\right)$ cannot be too large, while for the dual norm condition it cannot be too small. In this way we determine the assumptions for the sequence $\left(\alpha_{n}\right)_{n}$ for which both positivity and dual norm conditions hold true and for which the pattern is recovered.
5.1. Positivity condition. If $\tilde{X}_{\tilde{X}}=0$, then the positivity condition is trivially satisfied. Thus, we consider $M \neq 0$. Since $\tilde{X}_{n}^{\prime} \tilde{X}_{n}$ is invertible, the positivity condition is equivalent to

$$
s_{n}:=\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1}\left[\tilde{X}_{n}^{\prime} Y_{n}-\tilde{\Lambda}_{n}\right] \in \mathbb{R}^{k+} .
$$

Let $s_{0} \in \mathbb{R}^{k+}$ be defined through $\beta=U_{M} s_{0}$, where $k=\|M\|_{\infty}$.
Lemma 14. Let $M=\operatorname{patt}(\beta)$. Assume (5.2) and (5.5).
If $\alpha_{n} / n \rightarrow 0$, then the positivity condition is almost surely satisfied for large $n$.
Proof. We show in the Appendix that if $\alpha_{n} / n \rightarrow 0$, then

$$
\begin{equation*}
s_{n} \xrightarrow{\text { a.s. }} s_{0} . \tag{5.7}
\end{equation*}
$$

Since $s_{0} \in \mathbb{R}^{k+}$ and $\mathbb{R}^{k+}$ is an open set, there exists $n_{0}(\omega)$ such $s_{n}(\omega) \in \mathbb{R}^{k+}$ for all $n \geq$ $n_{0}(\omega)$, for $\mathbb{P}$ almost all $\omega$.
5.2. Dual norm condition. For $M \neq 0$ we denote

$$
\begin{gathered}
\pi_{n}^{(1)}=X_{n}^{\prime}\left(\tilde{X}_{n}^{\prime}\right)^{+} \tilde{\Lambda}_{n}, \quad \pi_{n}^{(2)}=X_{n}^{\prime}\left(I_{n}-\tilde{P}_{n}\right) Y_{n}, \\
\pi_{n}=\pi_{n}^{(1)}+\pi_{n}^{(2)}
\end{gathered}
$$

which simplifies in the $M=0$ case to $\pi_{n}=\pi_{n}^{(2)}=X_{n}^{\prime} Y_{n}$.
For any $\alpha>0$ we have $C_{\alpha \Lambda}=\alpha C_{\Lambda}$. Recall that the dual norm condition is $J_{\Lambda_{n}}^{*}\left(\pi_{n}\right) \leq 1$, which, under (5.4), is equivalent to

$$
1 \geq J_{\Lambda}^{*}\left(\alpha_{n}^{-1} \pi_{n}\right)=J_{\Lambda}^{*}\left(\alpha_{n}^{-1} \pi_{n}^{(1)}+\frac{\sqrt{n}}{\alpha_{n}} n^{-1 / 2} \pi_{n}^{(2)}\right)
$$

In view of results shown below, $\alpha_{n}^{-1} \pi_{n}^{(1)}$ converges almost surely, while $n^{-1 / 2} \pi_{n}^{(2)}$ converges in distribution to a Gaussian vector. Thus, the pattern recovery properties of SLOPE estimator strongly depend on the behavior of the sequence $\left(\alpha_{n} / \sqrt{n}\right)_{n}$.

Lemma 15. Assume $M \neq 0$, (5.4) and (5.5). Then,

$$
\frac{1}{\alpha_{n}} \pi_{n}^{(1)} \xrightarrow{\text { a.s. }} C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1} \tilde{\Lambda} .
$$

Proof. We note that (5.5) implies that almost surely

$$
\lim _{n \rightarrow \infty} X_{n}^{\prime} \tilde{X}_{n}\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1}=\lim _{n \rightarrow \infty} \frac{1}{n} X_{n}^{\prime} X_{n} U_{M}\left(U_{M}^{\prime} n^{-1} X_{n}^{\prime} X_{n} U_{M}\right)^{-1}=C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1}
$$

what ends the proof.
Lemma 16. Consider a linear regression (5.1) and assume (5.2), (5.3), (5.4) and (5.5). Then, the sequence $\left(n^{-1 / 2} \pi_{n}^{(2)}\right)_{n}$ converges in distribution to a Gaussian vector $Z$ on $\operatorname{aff}\left(D_{M}\right)$ with

$$
Z \sim \mathrm{~N}\left(0, \sigma^{2}\left[C-C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1} U_{M}^{\prime} C\right]\right) .
$$

Proof. We note that when $\beta=U_{M} s_{0}$, then the linear regression model (5.1) takes the form $Y_{n}=\tilde{X}_{n} s_{0}+\varepsilon_{n}$. Since $\tilde{P}_{n}$ is the projection matrix onto the vector subspace $\operatorname{col}\left(\tilde{X}_{n}\right)$, we have $\left(I_{n}-\tilde{P}_{n}\right) \tilde{X}_{n}=0$. Thus,

$$
\alpha_{n}^{-1} X_{n}^{\prime}\left(I_{n}-\tilde{P}_{n}\right) Y_{n}=\alpha_{n}^{-1} X_{n}^{\prime}\left(I_{n}-\tilde{P}_{n}\right)\left(\tilde{X}_{n} s_{0}+\varepsilon_{n}\right)=\alpha_{n}^{-1} X_{n}^{\prime}\left(I_{n}-\tilde{P}_{n}\right) \varepsilon_{n} .
$$

We consider the sequence of random matrices $\left(Q_{n}\right)_{n}$ defined by

$$
Q_{n}^{\prime}=X_{n}^{\prime}\left(I_{n}-\tilde{P}_{n}\right)
$$

We have

$$
n^{-1} Q_{n}^{\prime} Q_{n}=n^{-1} X_{n}^{\prime}\left(I_{n}-\tilde{P}_{n}\right) X_{n}
$$

Since $n\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \xrightarrow{\text { a.s. }}\left(U_{M}^{\prime} C U_{M}\right)^{-1}$, it follows that (A.6) holds with

$$
C_{0}=C-C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1} U_{M}^{\prime} C .
$$

Lemma 22 completes the proof.
Proposition 17. Under the assumptions of Lemma 16, if

$$
\lim _{n \rightarrow \infty} \frac{\alpha_{n}}{\sqrt{n \log n}}=\infty
$$

then $\alpha_{n}^{-1} \pi_{n}^{(2)} \xrightarrow{\text { a.s. }} 0$.
Proof. Follows directly from Lemma 16 and Lemma 21 (i) with $f(n)=\alpha_{n} / \sqrt{n \log (n)}$.
5.3. Consistency of pattern of the SLOPE estimator. The symbols $D_{M}, \operatorname{ri}\left(D_{M}\right)$ and $A_{M}$ denote the subdifferential, its relative interior and the affine space corresponding to fixed $\Lambda$.

Definition 15. Let $M=\operatorname{patt}(\beta)$. We say that the matrix $C$ satisfy the SLOPE Irrepresentability (SLOPE IR) condition if

$$
\begin{equation*}
J_{\Lambda}^{*}\left(C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1} \tilde{\Lambda}\right) \leq 1 \tag{5.8}
\end{equation*}
$$

We say that the matrix $C$ satisfies the Open SLOPE Irrepresentability (Open SLOPE IR) condition if

$$
\begin{equation*}
C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1} \tilde{\Lambda} \in \operatorname{ri}\left(D_{M}\right) \tag{5.9}
\end{equation*}
$$

First of our result concerns with the consistency of the pattern recovery by the SLOPE estimator.

THEOREM 18. Under the assumptions of Lemma 16, let $\hat{\beta}_{n}^{\text {SLOPE }}$ be the unique SLOPE estimator of $\beta \in \mathbb{R}^{p}$.
(i) If $\alpha_{n}=\sqrt{n}$, then

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\operatorname{patt}\left(\hat{\beta}_{n}^{\mathrm{SLOPE}}\right)=\operatorname{patt}(\beta)\right)=\mathbb{P}\left(J_{\Lambda}^{*}(Z) \leq 1\right)
$$

where $Z \sim N\left(C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1} \tilde{\Lambda}, \sigma^{2}\left[C-C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1} U_{M}^{\prime} C\right]\right)$.
(ii) Assume (5.8). The pattern of SLOPE estimator is consistent, i.e.

$$
\operatorname{patt}\left(\hat{\beta}_{n}^{\mathrm{SLOPE}}\right) \xrightarrow{\mathbb{P}} \operatorname{patt}(\beta),
$$

if and only if

$$
\lim _{n \rightarrow \infty} \frac{\alpha_{n}}{n}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{\alpha_{n}}{\sqrt{n}}=\infty .
$$

Remark 16. The idea of considering $\alpha_{n}=\sqrt{n}$ in (i) came from P. Tardivel.
Proof. (i) is a direct consequence of Lemmas 14,15 and 16. It is clear that the sequence $\left(\alpha_{n}^{-1} \pi_{n}\right)_{n}$ converges in probability to 0 if and only if $\alpha_{n} / \sqrt{n} \rightarrow \infty$.

The above conditions on $\left(\alpha_{n}\right)_{n}$ in general do not suffice for the almost sure convergence of the SLOPE pattern - see Remark 17. The following asymptotic theorem concerns the strong consistency.

THEOREM 19. Under the assumptions of Lemma 16, let $\hat{\beta}_{n}^{S L O P E}$ be the unique SLOPE estimator of $\beta \in \mathbb{R}^{p}$.
Assume that a sequence $\left(\alpha_{n}\right)_{n}$ satisfies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\alpha_{n}}{n}=0 \quad \text { and } \quad \lim _{n \rightarrow \infty} \frac{\alpha_{n}}{\sqrt{n \log n}}=\infty . \tag{5.10}
\end{equation*}
$$

(i) If the Open SLOPE IR (5.9) condition is satisfied, then the sequence $\left(\hat{\beta}_{n}^{\mathrm{SLOPE}}\right)_{n}$ recovers almost surely the pattern of $\beta$ asymptotically, i.e.

$$
\begin{equation*}
\operatorname{patt}\left(\hat{\beta}_{n}^{\mathrm{SLOPE}}\right) \xrightarrow{\text { a.s }} \operatorname{patt}(\beta) . \tag{5.11}
\end{equation*}
$$

(ii) The SLOPE IR (5.8) condition is necessary for the asymptotic pattern recovery (5.11).

Proof. (i) By Lemma 14, the positivity condition is satisfied for large $n$ almost surely. By Lemma 15 and Proposition 17, we have

$$
a_{n}:=\frac{1}{\alpha_{n}} \pi_{n} \xrightarrow{\text { a.s. }} C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1} \tilde{\Lambda}=: a_{0} .
$$

By Corollary 6 (iii), we have $\pi_{n} \in \alpha_{n} A_{M}$, thus $a_{n} \in A_{M}$. By the Open SLOPE IR condition $a_{0} \in \operatorname{ri}\left(D_{M}\right)$, and thus it follows that $a_{n} \in D_{M} \subset C_{\Lambda}$ almost surely for sufficiently large $n$. Therefore $J_{\Lambda_{n}}\left(\pi_{n}\right) \leq 1$ for large $n$ almost surely.
(ii) By Lemma 15 and Proposition 17 we have $\mathbb{P}(A)=1$, where

$$
A=\left\{\omega: \lim _{n \rightarrow \infty} \frac{\pi_{n}(\omega)}{\alpha_{n}}=C U_{M}\left(U_{M}^{\prime} C U_{M}\right)^{-1} \tilde{\Lambda}\right\}
$$

Suppose that $\operatorname{patt}\left(\hat{\beta}_{n}^{\operatorname{SLOPE}}(\omega)\right) \rightarrow \operatorname{patt}(\beta)$ for $\omega \in A$. Then it follows from Theorem 5 that for sufficiently large $n$ we have $J_{\Lambda_{n}}^{*}\left(\pi_{n}(\omega)\right) \leq 1$ or equivalently, $a_{n}(\omega) \in C_{\Lambda}$. Since $\left(a_{n}(\omega)\right)_{n}$ is convergent and the set $C_{\Lambda}$ is closed, it follows that (5.8) is satisfied.

REMARK 17. Assume that the Open SLOPE IR condition is satisfied. Assume (5.4) with $\alpha_{n}=c \sqrt{n \log n}$ for $c>0$. Then (5.10) is not satisfied. If random vectors $\left(\varepsilon_{n}\right)_{n}$ are independent and $\left(X_{n}\right)_{n}$ are deterministic matrices, then with positive probability, the true SLOPE pattern is not recovered.

## APPENDIX A: PROOFS

## A.1. Proofs from Section 2.

Corollary 20. Let $M=\left(m_{1}, \ldots, m_{p}\right)^{\prime}$ be a pattern with $k$ clusters. Assume that $x \in$ $D_{M}$. Then,
(i) $\left\{\left|x_{i}\right|:\left|m_{i}\right|=k\right\}>\left\{\left|x_{i}\right|:\left|m_{i}\right|=k-1\right\}>\ldots>\left\{\left|x_{i}\right|: m_{i}=0\right\}$, where for $A, B \subset \mathbb{R}$, we write $A>B$ if $a>b$ for all $a \in A$ and $b \in B$.
(ii) $x_{i} m_{i} \geq 0, i=1, \ldots, p$. If $m_{i} \neq 0$, then $x_{i} m_{i}>0$.

Proof. By Proposition 3 (i) we have

$$
D_{M}=\left\{x \in \mathbb{R}^{p}: \begin{array}{l}
\text { equalities hold in (2.2) for } j=p_{1}, p_{1}+p_{2}, \ldots, p_{1}+\ldots+p_{k} \\
(2.2) \text { holds for } j \neq p_{1}, p_{1}+p_{2}, \ldots, p_{1}+\ldots+p_{k}
\end{array}\right\}
$$

where $p_{j}$ is the number of elements of the $j$-th biggest cluster. The strict inequalities in (i) need to be justified. The inequality (2.2) for $j=p_{i}-1$ and the equality (2.2) for $j=p_{i}$ imply that $|x|_{\left(p_{i}\right)} \geq \lambda_{p_{i}}$. The same equality and the inequality (2.2) for $j=p_{i}+1$ imply that $|x|_{\left(p_{i}+1\right)} \leq \lambda_{p_{i}+1}$. We have $\lambda_{p_{i}}>\lambda_{p_{i}+1}$, so that $|x|_{\left(p_{i}\right)}>|x|_{\left(p_{i}+1\right)}$.
We have $x \in D_{M}$ if and only if $x \in C_{\Lambda}$ and $M^{\prime} x=J_{\Lambda}(M)=\max _{\pi \in C_{\Lambda}} M^{\prime} \pi$. Since for any $\varepsilon \in\{-1,1\}^{p}$ the vector $\left(\varepsilon_{1} x_{1}, \ldots, \varepsilon_{p} x_{p}\right)$ belongs to $C_{\Lambda}$, we have

$$
M^{\prime} x \geq \sum_{i=1}^{p} \varepsilon_{i} m_{i} x_{i}
$$

which ensures (ii).
Proof of Proposition 3. (i) Let $\beta \in \mathbb{R}^{p}$ and $M=\operatorname{patt}(\beta) \neq 0$. By Proposition 1 (2), we know that $\pi^{*} \in C_{\Lambda}$ belongs to $D_{\beta}=D_{M}$ if and only if $\beta^{\prime} \pi^{*}=J_{\Lambda}(\beta)$. We will show that if $\pi^{*} \in C_{\Lambda}$, then

$$
\begin{equation*}
\beta^{\prime} \pi^{*}=J_{\Lambda}(\beta) \quad \text { if and only if } \quad U_{M}^{\prime} \pi^{*}=\tilde{\Lambda}_{M} \tag{A.1}
\end{equation*}
$$

First we will need a precise description of $\tilde{\Lambda}_{M}$, the clustered parameter.
Let $M=\left(m_{1}, \ldots, m_{p}\right)^{\prime}$ be a pattern with $k$ clusters and let $p_{j}=\left|\left\{i:\left|m_{i}\right|=k+1-j\right\}\right|$ be the number of elements of the $j$-th biggest cluster. Denote $P_{j}=\sum_{i \leq j} p_{i}$ with $P_{0}=0$.
Subsequent columns of the model matrix $U_{M}$ contain $p_{1}, \ldots, p_{k}$ nonzero elements 1 or -1 . Then, by (2.5), we have

$$
\tilde{\Lambda}_{M}=U_{|M| \downarrow}^{\prime} \Lambda=\left(\begin{array}{c}
\lambda_{1}+\ldots+\lambda_{P_{1}}  \tag{A.2}\\
\vdots \\
\lambda_{P_{k-1}+1}+\ldots+\lambda_{P_{k}}
\end{array}\right)
$$

Clearly, if $\beta=\left(\beta_{1}, \ldots, \beta_{p}\right)^{\prime}$ is any vector with $\operatorname{patt}(\beta)=M$, then there exists a vector $s=$ $\left(s_{1}, \ldots, s_{k}\right)^{\prime} \in \mathbb{R}^{k+}$ such that $\beta=U_{M} s$ and hence $p_{1}$ of the absolute values $\left|\beta_{1}\right|, \ldots,\left|\beta_{p}\right|$ are equal to $s_{1}, p_{2}$ of them are equal to $s_{2}, \ldots, p_{k}$ of them are equal to $s_{k}$. In particular, we have

$$
J_{\Lambda}(\beta)=\sum_{i=1}^{p} \lambda_{i}\left|U_{M} s\right|_{(i)}=\sum_{i=1}^{k} s_{i} \sum_{j=P_{i-1}+1}^{P_{i}} \lambda_{j}
$$

Sufficiency in (A.1). Suppose that $\pi^{*}=\left(\pi_{1}^{*}, \ldots, \pi_{p}^{*}\right)^{\prime} \in C_{\Lambda}$ satisfies the condition $U_{M}^{\prime} \pi^{*}=$ $\tilde{\Lambda}_{M}$. Then, $\pi^{*} \in D_{M}$, because $J_{\Lambda}(\beta)=s_{1}\left(\lambda_{1}+\ldots+\lambda_{P_{1}}\right)+s_{2}\left(\lambda_{P_{1}+1}+\ldots+\lambda_{P_{2}}\right)+\ldots+$ $+s_{k}\left(\lambda_{P_{k-1}+1}+\ldots+\lambda_{P_{k}}\right)=s^{\prime} \tilde{\Lambda}_{M}=s^{\prime} U_{M}^{\prime} \pi^{*}=\left(U_{M} s\right)^{\prime} \pi^{*}=\beta^{\prime} \pi^{*}$.
Necessity in (A.1). Suppose that $\pi \in C_{\Lambda}$ satisfies $\beta^{\prime} \pi^{*}=J_{\Lambda}(\beta)$. Recall by (2.3) that $J_{\Lambda}(\beta)=\max _{\pi \in C_{\Lambda}} \beta^{\prime} \pi$. By Corollary 20 (ii), it follows that $\operatorname{sign}\left(\beta_{i}\right) \cdot \operatorname{sign}\left(\pi_{i}^{*}\right) \geq 0, i=$ $1, \ldots, p$. Moreover, the rearrangement inequality implies the following: if $\left|\beta_{i}\right|=s_{1}$, then $\left|\pi_{i}^{*}\right| \in\left\{\left|\pi^{*}\right|_{(1)}, \ldots,\left|\pi^{*}\right|_{\left(P_{1}\right)}\right\}$, if $\left|\beta_{i}\right|=s_{2}$, then $\left|\pi_{i}^{*}\right| \in\left\{\left|\pi^{*}\right|_{\left(P_{1}+1\right)}, \ldots,\left|\pi^{*}\right|_{\left(P_{2}\right)}\right\}$ and so on. These two facts imply that

$$
U_{M}^{\prime} \pi^{*}=\left(\begin{array}{c}
\left|\pi^{*}\right|_{(1)}+\ldots+\left|\pi^{*}\right|_{\left(P_{1}\right)} \\
\vdots \\
\left|\pi^{*}\right|_{\left(P_{k-1}+1\right)}+\ldots+\left|\pi^{*}\right|_{\left(P_{k}\right)}
\end{array}\right)
$$

To prove that $U_{M}^{\prime} \pi^{*}=\tilde{\Lambda}_{M}$, we use the fact that $J_{\Lambda}^{*}\left(\pi^{*}\right) \leq 1$. By the inequalities (2.2) there exist nonnegative $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{k}$, such that $\sum_{j=1}^{P_{i}}\left|\pi^{*}\right|_{(j)}=\sum_{j=1}^{P_{i}} \lambda_{j}-\varepsilon_{i}, i=1,2, \ldots, k$. Hence we have $\sum_{j=P_{i-1}+1}^{P_{i}}\left|\pi^{*}\right|_{(j)}=\sum_{j=P_{i-1}+1}^{P_{i}} \lambda_{j}+\varepsilon_{i-1}-\varepsilon_{i}$, for $i=1,2, \ldots, k$, where $\varepsilon_{0}=0$. This implies that

$$
\begin{aligned}
\beta^{\prime} \pi^{*} & =\sum_{i=1}^{p} \beta_{i} \pi_{i}^{*}=\sum_{i=1}^{p}\left|\beta_{i}\right|\left|\pi_{i}^{*}\right|=\sum_{i=1}^{k} s_{i} \sum_{j=P_{i-1}+1}^{P_{i}}\left|\pi^{*}\right|_{(j)} \\
& =\sum_{i=1}^{k} s_{i} \sum_{j=P_{i-1}+1}^{P_{i}} \lambda_{j}+\sum_{i=1}^{k} s_{i}\left(\varepsilon_{i-1}-\varepsilon_{i}\right) \\
& =J_{\Lambda}(\beta)+\varepsilon_{0} s_{1}+\sum_{i=1}^{k-1} \varepsilon_{i}\left(s_{i+1}-s_{i}\right)-\varepsilon_{k} s_{k} .
\end{aligned}
$$

Since $\varepsilon_{i}$ 's are nonnegative with $\varepsilon_{0}=0$ and since $s_{i+1}-s_{i}<0, i=0, \ldots, k-1$ and $s_{k}>0$, it follows that $(\beta)^{\prime} \pi^{*}=J_{\Lambda}(\beta) \Longleftrightarrow \varepsilon_{1}=\varepsilon_{2}=\ldots=\varepsilon_{k}=0$.
(ii) and (iii) follow directly from (i).

PROOF OF THEOREM 2. Let $M=\left(m_{1}, \ldots, m_{p}\right)^{\prime}$ and $\widetilde{M}=\left(\widetilde{m}_{1}, \ldots, \widetilde{m}_{p}\right)^{\prime}$ be patterns corresponding to the vectors $b$ and $\widetilde{b}$, respectively. By Proposition 3 , if $M=\widetilde{M}$, then $D_{M}=$ $C_{\Lambda} \cap A_{M}=C_{\Lambda} \cap A_{\widetilde{M}}=D_{\widetilde{M}}$.
It remains to prove that if $D_{M}=D_{\widetilde{M}}$, then $M=\widetilde{M}$. Suppose that $D_{M}=D_{\widetilde{M}}$. Then, the patterns $\left(v_{1} m_{\sigma(1)}, \ldots, v_{p} m_{\sigma(p)}\right)^{\prime}$ and $\left(v_{1} \widetilde{m}_{\sigma(1)}, \ldots, v_{p} \widetilde{m}_{\sigma(p)}\right)^{\prime}$ both have the same subdifferrential for any permutation $\sigma$ of $(1,2, \ldots, p)$ and any sequence $\left(v_{1}, \ldots, v_{p}\right) \in\{-1,1\}^{p}$. Indeed, if $\pi^{*}=\left(\pi_{1}^{*}, \ldots, \pi_{p}^{*}\right)^{\prime} \in C_{\Lambda}$ maximizes $\left(m_{1}, \ldots, m_{p}\right)^{\prime}\left(\pi_{1}, \ldots, \pi_{p}\right)$, then $\left(v_{1} \pi_{\sigma(1)}^{*} \ldots, v_{p} \pi_{\sigma(p)}^{*}\right)$ maximizes $\left(v_{1} m_{\sigma(1)} \ldots, v_{p} m_{\sigma(p)}\right)^{\prime}\left(v_{1} \pi_{\sigma(1)} \ldots, v_{p} \pi_{\sigma(p)}\right)$.
Hence we assume without loss of generality that $m_{1} \geq m_{2} \geq \ldots \geq m_{p} \geq 0$, which implies $\Lambda=\left(\lambda_{1}, \ldots, \lambda_{p}\right)^{\prime} \in D_{M}$. Since $D_{M}=D_{\widetilde{M}}$, it follows from Corollary 20 that $\widetilde{m}_{1} \geq \ldots \geq$ $\widetilde{m}_{p} \geq 0$, because $\Lambda \in D_{\widetilde{M}}$. The condition $D_{M}=D_{\widetilde{M}}$ also implies that $\|M\|_{\infty}=\|\widetilde{M}\|_{\infty}$ and that the $k$ th cluster of $M$ has the same size as the $k$ th cluster of $\widetilde{M}, k=1, \ldots,\|M\|_{\infty}$. To see this, suppose that there is $i$ such that $m_{i+1}=m_{i}$ and $\widetilde{m}_{i+1}<\widetilde{m}_{i}$. Then, $\Lambda^{(i)}=$ $\left(\lambda_{1}, \ldots, \lambda_{i-1}, \lambda_{i+1}, \lambda_{i}, \lambda_{i+2}, \ldots, \lambda_{p}\right)^{\prime} \in D_{M}$ and $\Lambda^{(i)} \notin D_{\widetilde{M}}$, which is in contradiction to the fact $D_{M}=D_{\widetilde{M}}$ (the same argument applies to the case $m_{i+1}<m_{i}$ and $\widetilde{m}_{i+1}=\widetilde{m}_{i}$ ). To complete the proof, suppose that $m_{p} \neq \widetilde{m}_{p}$, say $m_{p}=0$ and $\widetilde{m}_{p}=1$. Then, $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{p-1}, 0\right)^{\prime}$ is in $D_{M}$ but not in $D_{\widetilde{M}}$, which is impossible.

## A.2. Proofs from Section 5.

Proof of Theorem 13. By Proposition $1, \hat{\beta}_{n}^{\text {SLOPE }}$ is the SLOPE estimator of $\beta$ in a linear regression model (5.1) if and only if

$$
\begin{equation*}
\pi_{n}^{*}=X_{n}^{\prime}\left(Y_{n}-X_{n} \hat{\beta}_{n}^{\mathrm{SLOPE}}\right) \in C_{\Lambda_{n}} \tag{A.3}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{M_{n}}^{\prime} \pi_{n}^{*}=\tilde{\Lambda}_{n} \tag{A.4}
\end{equation*}
$$

where $M_{n}=\operatorname{patt}\left(\hat{\beta}_{n}^{\mathrm{SLOPE}}\right)$ and $\tilde{\Lambda}_{n}=U_{\left|M_{n}\right| \downarrow}^{\prime} \Lambda_{n}$. By the definition of $\pi_{n}^{*}$ we have

$$
\hat{\beta}_{n}^{\mathrm{SLOPE}}=\left(X_{n}^{\prime} X_{n}\right)^{-1} X_{n}^{\prime} Y_{n}-\left(X_{n}^{\prime} X_{n}\right)^{-1} \pi^{*}=\hat{\beta}_{n}^{\mathrm{OLS}}-\left(\frac{1}{n} X_{n}^{\prime} X_{n}\right)^{-1}\left(\frac{1}{n} \pi_{n}^{*}\right)
$$

Since in our setting $\hat{\beta}_{n}^{\mathrm{OLS}}$ is strongly consistent, $\hat{\beta}_{n}^{S L O P E} \xrightarrow{\text { a.s. }} \beta$ if and only if $\left(n^{-1} X_{n}^{\prime} X_{n}\right)^{-1}\left(n^{-1} \pi_{n}^{*}\right) \xrightarrow{\text { a.s. }} 0$. In view of $(5.5)$, we have $\left(n^{-1} X_{n}^{\prime} X_{n}\right)^{-1}\left(n^{-1} \pi_{n}^{*}\right) \xrightarrow{\text { a.s. }} 0$ if and only if $n^{-1} \pi_{n}^{*} \xrightarrow{\text { a.s. }} 0$.
Assume $n^{-1} \lambda_{1}^{(n)} \rightarrow 0$. By (A.3) we have $\pi_{n}^{*} \in C_{\Lambda_{n}}$ and thus $\left\|\pi_{n}^{*}\right\|_{\infty} \leq \lambda_{1}^{(n)}$, which gives

$$
\left\|\frac{\pi_{n}^{*}}{n}\right\|_{\infty} \leq \frac{\lambda_{1}^{(n)}}{n} \rightarrow 0
$$

Therefore, (5.6) implies that $\hat{\beta}_{n}^{S L O P E} \xrightarrow{\text { a.s. }} \beta$.
Now assume that $\beta \neq 0$ and $\hat{\beta}^{\text {SLOPE }}$ is strongly consistent, i.e. $n^{-1} \pi_{n}^{*} \xrightarrow{\text { a.s. }} 0$. Then, (A.4) gives

$$
\begin{equation*}
p\left\|\pi_{n}^{*}\right\|_{\infty} \geq\left\|U_{M_{n}}^{\prime} \pi_{n}^{*}\right\|_{\infty}=\left\|\tilde{\Lambda}_{n}\right\|_{\infty} \geq \lambda_{1}^{(n)} \tag{A.5}
\end{equation*}
$$

provided $M_{n} \neq 0$. Applying (A.3) for $\hat{\beta}_{n}^{S L O P E}=0$, we note that $M_{n}(\omega)=0$ if and only if

$$
n^{-1} X_{n}(\omega)^{\prime} Y_{n}(\omega) \in C_{n^{-1} \Lambda_{n}}
$$

It can be easily verified that $n^{-1} X_{n}^{\prime} Y_{n} \xrightarrow{\text { a.s. }} C \beta$.
Since

$$
\left\|\frac{1}{n} \pi_{n}^{*}\right\|_{\infty} \geq\left\|\frac{1}{n} \pi_{n}^{*}\right\|_{\infty} \mathbf{1}_{\left(M_{n}=0\right)}=\left\|\frac{1}{n} X_{n}^{\prime} Y_{n}\right\|_{\infty} \mathbf{1}_{\left(M_{n}=0\right)}
$$

we see that for $\beta \neq 0$, we have $M_{n} \neq 0$ for large $n$ almost surely. Thus, for $\beta \neq 0$ we eventually obtain for large $n$

$$
\frac{\lambda_{1}^{(n)}}{n} \leq p\left\|\frac{\pi_{n}^{*}}{n}\right\|_{\infty} \quad \text { a.s. }
$$

LEMMA 21. Assume that $\left(\xi_{n}\right)_{n \in \mathbb{N}}$ is a sequence of random variables, defined on the same probability space, which converges in distribution to $\mathrm{N}\left(0, \sigma^{2}\right)$ for some $\sigma \in(0, \infty)$.
(i) For any real function with $f(n) \rightarrow \infty$,

$$
\frac{\xi_{n}}{f(n) \sqrt{\log n}} \xrightarrow{\text { a.s. }} 0 .
$$

(ii) If $\xi_{n}$ are independent, then the sequence $\left(\frac{\xi_{n}}{\sqrt{\log n}}\right)_{n}$ does not converge a.s. to 0 .

Proof. Convergence in distribution to a continuous law implies the uniform convergence of cumulative distribution functions. Thus, for any $c>1$ and $N$ large enough we have

$$
\begin{aligned}
\sum_{n=N}^{\infty} \mathbb{P}\left(\frac{\left|\xi_{n}\right|}{f(n) \sqrt{\log n}}>\varepsilon\right) & =\sum_{n=N}^{\infty}\left(F_{\xi_{n}}(-\varepsilon f(n) \sqrt{\log n})+1-F_{\xi_{n}}(\varepsilon f(n) \sqrt{\log n})\right) \\
& \leq 2 c \sum_{n=N}^{\infty}(1-\Phi(\varepsilon f(n) \sqrt{\log n} / \sigma))
\end{aligned}
$$

where $\Phi$ is the cumulative distribution function of $\mathrm{N}(0,1)$.
The assertion (i) quickly follows from the Borel-Cantelli Lemma and the well-known tail inequality: $1-\Phi(t) \leq t^{-1} e^{-t^{2} / 2} / \sqrt{2 \pi}, t>0$. Indeed, we have

$$
1-\Phi(\varepsilon f(n) \sqrt{\log n} / \sigma) \leq \frac{1}{\sqrt{2 \pi}} \frac{\sigma}{\varepsilon f(n) \sqrt{\log n}}\left(\frac{1}{n}\right)^{\frac{\varepsilon^{2} f^{2}(n)}{2 \sigma^{2}}} \leq \frac{c}{n^{2}}
$$

for a positive constant $c$ and $n$ large enough.
For (ii) we observe that the events $A_{n}=\left\{\frac{\left|\xi_{n}\right|}{\sqrt{\log n}}>\varepsilon\right\}, n=1,2, \ldots$, are independent and moreover

$$
\sum_{n=1}^{\infty}(1-\Phi(\varepsilon \sqrt{\log n}))=\infty
$$

for any $\varepsilon>0$. Thus, the result follows again from the uniform convergence of cumulative distribution function.

Lemma 22. Assume that $\varepsilon_{n} \sim \mathrm{~N}\left(0, \sigma^{2} I_{n}\right)$ and that the sequence $\left(Q_{n}\right)_{n}$ of random matrices $Q_{n} \in \mathbb{R}^{n \times p}$ satisfy

$$
\begin{equation*}
\frac{1}{n} Q_{n}^{\prime} Q_{n} \xrightarrow{\text { a.s. }} C_{0}, \tag{A.6}
\end{equation*}
$$

where $C_{0}$ is a deterministic $p \times p$ matrix. If $\varepsilon_{n}$ and $Q_{n}$ are independent for each $n$, then the sequence $\left(\frac{1}{\sqrt{n}} Q_{n}^{\prime} \varepsilon_{n}\right)_{n}$ of random vectors converges in distribution to $\mathrm{N}\left(0, \sigma^{2} C_{0}\right)$.

Proof. By the independence of $Q_{n}$ and $\varepsilon_{n}$, we have for $t \in \mathbb{R}^{p}$,

$$
\mathbb{E}\left[\exp \left(i t^{\prime} \frac{1}{\sqrt{n}} Q_{n}^{\prime} \varepsilon_{n}\right)\right]=\mathbb{E}\left[\exp \left(-\frac{1}{2} t^{\prime}\left(\sigma^{2} \frac{1}{n} Q_{n}^{\prime} Q_{n}\right) t\right)\right] \rightarrow \exp \left(-\frac{1}{2} t^{\prime} \sigma^{2} C_{0} t\right)
$$

where the convergence follows from the Lebesgue dominated convergence theorem. Indeed, since $Q_{n}^{\prime} Q_{n}$ is nonnegative definite, we have $-t^{\prime} Q_{n}^{\prime} Q_{n} t \leq 0$ for any $t \in \mathbb{R}^{p}$.

Proof of (5.7). First we rewrite $s_{n}$ as

$$
s_{n}=\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \tilde{X}_{n}^{\prime} Y_{n}-\alpha_{n}\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \tilde{\Lambda}
$$

Since $\beta=U_{M} s_{0}$, we conclude $X_{n} \beta=X_{n} U_{M} s_{0}=\tilde{X}_{n} s_{0}$, so the linear regression model (5.1) takes the form $Y_{n}=\tilde{X}_{n} s_{0}+\varepsilon_{n}$. Thus, $\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \tilde{X}_{n}^{\prime} Y_{n}$ is the OLS estimator of $s_{0}$. Note that, with $Q_{n}^{\prime}=n\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \tilde{X}_{n}^{\prime} \in \mathbb{R}^{n \times k}$, we have

$$
\frac{1}{n} Q_{n}^{\prime} Q_{n}=n\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \xrightarrow{\text { a.s. }}\left(U_{M}^{\prime} C U_{M}\right)^{-1}=: C_{0} .
$$

A simple argument using Lemma 22 and Lemma 21 (i) shows that

$$
\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \tilde{X}_{n}^{\prime} Y_{n}=s_{0}+\frac{1}{\sqrt{n}}\left(\frac{1}{\sqrt{n}} Q_{n}^{\prime} \varepsilon_{n}\right) \xrightarrow{\text { a.s. }} s_{0} .
$$

To complete the proof, we note that

$$
\alpha_{n}\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \tilde{\Lambda}=\frac{\alpha_{n}}{n}\left[n\left(\tilde{X}_{n}^{\prime} \tilde{X}_{n}\right)^{-1} \tilde{\Lambda}\right] \xrightarrow{\text { a.s. }} 0\left[\left(U_{M}^{\prime} C U_{M}\right)^{-1} \tilde{\Lambda}\right]=0 .
$$
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