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Abstract

Of paramount importance in both ecological systems and economic policies are the prob-
lems of harvesting of natural resources. A paradigmatic situation where this question is raised
is that of fishing strategies. Indeed, overfishing is a well-known problem in the management
of live-stocks, as being too greedy may lead to an overall dramatic depletion of the population
we are harvesting. A closely related topic is that of Nash equilibria in the context of fishing
policies. Namely, two players being in competition for the same pool of resources, is it possible
for them to find an equilibrium situation?

The goal of this paper is to provide a detailed analysis of these two queries (i.e optimal
fishing strategies for single-player models and study of Nash equilibria for multiple players
games) by using a basic yet instructive mathematical model, the logistic-diffusive equation.
In this framework, the underlying model simply reads —uAf = 6(K(z) — a(x) — 6) where
K accounts for natural resources, 6 for the density of the population that is being harvested
and a = a(z) encodes either the single player fishing strategy or, when dealing with Nash
equilibria, a combination of the fishing strategies of both players. This article consists of two
main parts. The first one gives a very fine characterisation of the optimisers for the single-
player game where one aims at solving sup,, fQ af, under L and L' constraints on the fishing
strategies a. In particular, we show that, depending on the value of these constraints, this
optimal control problem may behave like a convex or, conversely, concave problem. We also
provide a detailed analysis of the large diffusivity limit of this problem. In the case where
two players are involved, we rather write a as a1 + a2 where «;, the fishing strategy of the
i-th player, also satisfies L> and L' constraints. Defining I; := fﬂ a;f we aim at finding
a Nash equilibrium. We prove the existence of Nash equilibria in several different regimes
and investigate several related qualitative queries, for instance providing examples of the well-
known tragedy of commons.

Our study is completed by a variety of numerical simulations that illustrate our results
and allow us to formulate open questions and conjectures.

Keywords: diffusive logistic equation, optimal control, bilinear optimal control, calculus of vari-
ations, Nash equilibria, game theory.
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1 Introduction

1.1 Scope of the paper & summary of the models

In this paper, we study an optimal harvesting problem motivated by the ecological management
of wild fisheries. One of the main ecological threats we currently face is the depletion of fish
populations in oceans [10, 21, 66]. While many factors can be held accountable for this situation,
one of the overarching ones is overfishing and, more generally, the poor management of fisheries.
The resulting very high strain that is exerted on fishing stocks puts at risk the biomass [20, 65].
While it is clear that this overfishing problem may arise when only one population of fishermen is
present, the situation can be more dramatic when several populations of fishermen are competing
for the same pool of resources. This is an example of the ubiquitous tragedy of commons [31]: the
competition over finite common resources may lead to the extinction of said resources. But not
only does this affect the fish population, it also endangers the fishing-based economies of several
societies [30]. Consequently, the future of fisheries and the study of optimal fishing strategies is
now a central topic both in the scientific community and in society [8, 20, 73, 9].

In the present work, we aim at providing an in-depth analysis of a paradigmatic model of
such (over)fishing problems from the perspective of optimal control of spatial ecology models and
game theory. Using, as a basic building block, the logistic-diffusive equation, we offer several
qualitative results that exemplify the intricate and rich qualitative behaviours of such queries, and
provide theoretical illustrations of the aforementioned concepts in the management of fisheries (in
particular, of the tragedy of commons).

Summary of the models Since the introduction is long let us for the sake of convenience
summarise here the models and questions we investigate. In general, the fishes’ population will be
described using the standard logistic-diffusive equation (see section 1.2 for more details): 6 being
the population density, we assume that 6 solves

—pAl =0(K(x)—0)— «ax)d in €,
——
harvested fish (11)
2 =0 on 09,

where « described the fishing rate, u > 0 is the diffusivity of the population and K (z) accounts
for the natural resources available in the environment. The optimisation problem we seek to
understand is the maximisation of the fishing outcome:

aenLloao)((Q) /Q a(x)lq(x)dz,
where by 6, we indicate the dependence of  with the variable o in (1.1). Of course we would need
to specify which constraints we enforce on av. We shall make this precise in section 1.2. In certain
cases, this problem can be solved explicitly; this is the case when K is a constant, see Remark 2.
However, when we consider a general capacity K (z) the study becomes more intricate. The first
part of this article is devoted to the study of this optimal fishing problem.

The second part is devoted to understanding a related game-theoretical problem. In this model,
two populations are fishing in the same pool of natural resources. Considering two players, the
state equation becomes:

—pAl =0(K(z)—0)— 10 — g in Q,
Player 1  Player 2 (12)
% =0 on 092,



where each player wants to optimise their fishing output

Il(alaa2):/a19a1,a2dx7 12(a17a2):/a29a1,a2d$a
Q Q

the outcome of one player depends on the strategy of the other player, since, both players have an
impact on the total population 6 through equation (1.2). A pair of strategies (a3, o3) is said to be
a Nash equilibria if

of € argmax (a1, 03), af € argmax Iz(a], as). (1.3)
aq a2

In general, Nash equilibria do not necessary exist, and obtaining their existence is a core point of
this article. Additionally, we shall give some qualitative contributions to the study of the impact
of competition on the total outcome: is it better, when two fishers’ population are fishing, to be
competing or cooperating? In particular, we will see that competition is sometimes detrimental to
the total fishing outcome. Furthermore, when considering n players we will see a more devastating
effect. We will see that as the number of players increase, there exist a Nash equilibrium such
that the total harvested amount of fishes goes to 0 as the number of players increases. Again, this
result validates the principle known as tragedy of the commons [31]: if one increases the number
of players in the harvesting game, the total amount harvested may decrease dramatically.

In order to avoid overfishing, typically governments impose regulations on the fishing capacity
of the players. Furthermore, players themselves might have limited fishing ability. In this paper
we will model this by imposing an integral constraint on o, [, a(z)dx < Vo or [, a(x)dz = Vj.

Throughout this study, we shall also cover several aspects of optimal control problems that are
interesting in their own right, and that belong to a currently very active field of research devoted
to the understanding of spatial heterogeneity in population dynamics and, more generally, in the
study of spatial ecologoy [6, 11, 22, 36, 37, 39, 43, 44, 47, 48, 49, 50, 51, 52, 53, 56, 57, 61, 71]. Let
us give a more mathematical point of view on our contributions:

From the applied mathematics perspective In this paper we investigate several optimal
fishing problems in spatial ecology. The first class of problem corresponds to a single fisher problem,
while the other two deal with multiple players problems. In the single fisher case, we mostly
investigate the influence of the total fishing capacity on the qualitative features of optimal fishing
strategies, while in the other problems we provide some contribution to the existence of Nash
equilibria. For multiple player games, we mostly consider the case of two players. Our approach
can also be used for analysing games with more players. Our theoretical analysis is illustrated by
several detailed numerical solutions.

From the optimal control perspective Another outlook on the results of this paper is to
notice that we are investigating a non-monotonic bilinear optimal control problem. By this we
mean the following in the case of a single fisher problem: the population of fishes being modelled
by its density # and a fishing strategy being accounted for by a certain function «, the equation
features a loss term —af, while the player tries to optimise a criterion of the form f af. Then it
is clear that overfishing will be detrimental to the fisher, as it is going to be detrimental for the
overall population. In this paper, we exemplify the shift this creates in the qualitative analysis;
for instance, maximisers can saturate certain constraints, or not at all depending on the values of
the parameters of the problem.
For further references and discussion, we refer to section 1.6 of the introduction.



1.2 The single fisher problem

State equation Following the seminal papers [27, 42], we model our population of fishes accord-
ing to the logistic diffusive equation: we assume that the population lives in a domain  C R,
assumed to be bounded and with a 42 boundary. The population is modelled by a population
density 6 and depends on the characteristic dispersal rate u > 0 of the species, on the resources
available in the domain, which are accounted for by a function K € L>°({), and the fishing strategy
a € L>*(Q) of the single player. In general, we denote by 0 o, the population density. In the
course of this paper, when K, «a or i are fixed, we may drop certain of the subscripts and only use
the notations 6, or 0k, for instance. Overall, 6, , solves the following logistic-diffusive equation:

—puAOk 0y — Okan (K(z) —a(z) = O0ka,u) =0 in 2,
Yo — () on 99, (1.4)
HK,(!,H 2 Oa# 0.

We refer to [53, Introduction] and the references therein for more details on the modelling. The
question of existence and uniqueness of solutions of (1.4) can be tedious. It is known [11] that for
fixed «, K there exists a unique solution to (1.4) if and only if the first eigenvalue of the operator
—pA — (K — «) is negative. Since we work on optimisation problems, it is easier to ensure the
existence and uniqueness of the solution for any control. As the first eigenvalue is bounded from
above [24] by f, (o« — K) we will simply work with controls « satisfying

0<]€a<]éK. (1.5)

Under these conditions, classical results from [11, 17] guarantee the existence and uniqueness of a
solution of (1.4).

We introduce a parameter Ky € (0;1) and always assume that K € I(Q2), where K(Q) is
defined as

K(Q) := {KeLOO(Q),ogKgL QK:KO}, (1.6)

where, for any f € L'(Q) we use the notation

4= vy ),

Single player functional The functional to optimise in the single player case is the total fishing
output

Ju o ][ ala .,
Q

and the relevant optimisation problem is
sup Jy, ().
[e3%

Of course, we need to specify which admissible fishing strategies a we consider.



Admissible controls Beyond the integral condition (1.5), we enforce a pointwise bound
0<a<sk,

where k > 0 is a fixed parameter: a single player has a limited fishing capacity at any given spots.

Second, we need to implement a global, L' constraint (the player has a globally limited fishing
ability); in order to still satisfy (1.5), we fixe a parameter Vg € (0; K) and we assume that either
all controls satisfy

][ a < Vy (Inequality constraint)
Q

or, on the other hand, that
][ a =V, (equality constraint).
Q

Overall, we thus define, for these two fixed paramers & , Vj, the two admissible classes of controls
M (K, Vo) = {aGLm(Q),Ogagna.e., ]Lagvo} (1.7)
Q

and

Mo (k, V) = {QGL‘X’(Q),Ogagna.e., ][onO} (1.8)
Q

Working in one or the other of these admissible classes changes the features of the prob-
lem drastically. This is related to the problem of overfishing: as we shall see throughout the
proofs, depending on the value of Vj, the functional J, may be increasing (in the sense that
a1 < ag = Ju(an) < Jyu(az)), in which case optimisers for the problem sup,,ecaq_(x,v,) Ju(@) are
also optimisers for the problem SUP e M < (#,00) Ju (), or loose this monotonicity, in which case the
optimisers for the inequality case are strictly better than optimisers for the equality constraint:
SUD e M_ (1,00) T (@) < SUD, e M < (r,00) Jyu(a). This is a first major difference between between the
fishing problem and the problem of optimisation of the total population size, where the monotonic-
ity of the functional is a stepping stone for further qualitative analysis of optimisers, see section
1.6.

The main problem Thus, the first two optimisation problems to be considered here and that
are the main foci of the present contribution are:

sup JN(O() ( Single)

<Vo
aeEM (K, Vo)
and
single
sup  Ju(a) PIV,)
aeEM=(k, V)

For these two problems, we can provide a fine analysis in the case of low fishing abilities (Vy < 1)
orin the large diffusivity asymptotic regime p — oo. In particular, we will show that, in general
(i.e. for a fixed diffusivity), if Vo <« 1, J,, is increasing on M« (k, Vp) (Theorem I), and also concave
(Theorem I1I) while, in the large diffusivity case p — oo, we can attain an explicit description of
optimal strategies (Proposition 4, Theorem V).



A ”’large fishing ability” model to showcase the complexity of fishing problems To
exemplify, however, the breadth of behaviours such fishing problems can display, we also propose
a deep exploration of another asymptotic case, that of large fishing abilities.

Let us make this more precise. What we mean here is that the fishing strategy is going to be a
small perturbation of the resources distribution K, i.e. that any fishing strategy writes a = K+dm
for a small parameter § > 0.

This leads us to introduce the auxiliary classes

Ne(@)i= fom € L2(@) ooy < 1-m < f m <= —no
Q

and

N(@) = {m € 1)l < 1. f, m = —mo |

where my is a fixed volume constraint, m; > —1 and we define, for any m € A (Q) and any § > 0,
the fishing strategy
g m = K+ om.

The parameter ¢ is destined to be small, so we are essentially, through this reparameterisation,
assuming that fishing strategies are close to natural resources distribution, and essentially lead to
killing all the population off.

Remark 1. For any m € N(Q), the zones {m < 0} correspond to zones where we are not
erhausting the natural resources modelled by K.

We define, for any § > 0, the map
T N(Q)>m e ][ asmBas i
Q

The related optimisation problems are

7 single
sup J5,(m) QL5
meN¢(Q)
and
7 single
sup J,.(m) (QZ%)
meN_(Q)

While these two problems seem extremely related to our original formulations (P°"2°)-(P*"2%) the

<V =,V

. . . single single . . .
qualitative behaviours of (Q2"%°)-(Q2"¢"") are very different. For instance, we show in Theorem

<,0 A =,0
I that when 0 < 1 the functional J;5, is not monotonic, and that it even behaves like a convex
function, in the sense that its maximisers are extreme points of the admissible set (see Theorem
V).

Structure of the statement of the results for single fisher models While it would seem

single

natural to divide our presentation of the results in two batches, one devoted to (P2} )'(P?,‘\%‘]f‘)

and another to (Qifﬂ?l")—( 2{1(’551('), the coherence of the methods of proofs used prompts us to rather

present them in the following order:



1. Monotonicity properties: in the first two theorems, Theorems I and II, we investigate the

monotonicity of the functionals .J, and J5,,. In Theorem | we show that (Pi‘,’{‘}]f‘) and (Pi‘»‘{f’-l")

coincide when Vy < 1. In Theorem I1 we prove that when § < 1 the problems (Q7"¢) and

<.
(Q:‘ﬁ‘l“) do not coincide. While such results can be obtained in a very straightforward
manner when we consider the case of a constant resources distribution K (see in particular
Remark 2), it is not immediate at all in the case of varying K. The interest of Theorem 11T is
twofold: first, it exemplifies the qualitative change of behaviour of the functional J,, when the
volume constraint is perturbed. Second, it is an essential building block to obtain concavity
properties for the functional and, therefore, to derive the existence of Nash equilibria when
we will, in the second part of the paper, study multiple players games.

2. Concavity and convexity properties: In Theorems [II-IV, we focus on the problems with
equality constraints (Pf“\*}“)—(Qfl{;h) We first show in Theorem IIT that, if V; is small
enough and if Q is one-dimensional then, regardless of the resources distribution K, .J, is a
concave functional, and we identify the maximising controls for particular values of V} or for
particular resources distribution K. This relies on very fine properties of the one-dimensional
logistic diffusive equation previously investigated in [6]. We prove the same result in higher
dimensions, provided K remains close to a constant. We show in particular that if K is
constant, then the maximising controls are constant as well. Then, in Theorem IV we show
that, if 6 > 0 is small enough, the functional Js, behaves, conversely, like a convex function

single

from the point of view of optimisation in N=(£2): all solutions of (Q™"}"") are extreme points
of the admissible sets and so they write m* = k1 g« for some suitable subset E* of €.

3. Precised behaviour in asymptotic regimes: finally, to conclude the theoretical contributions
to single player games, we offer an in-depth analysis of the large diffusivity limit p1 — oo of the
optimisation problem (P‘:”_lﬁlf‘). Building on techniques of [58], we give explicit maximisers
in the one-dimensional case; we refer to Theorem V. Similarly, this result will be used to

exhibit Nash equilibria in two-players games.

All these results are gathered in subsection 1.3.
In Section 5, we present and comment several numerical simulations.

Remark on the techniques used Throughout this first part of the paper, especially for The-
orems [-I1I-I'V one of the key ingredient is the second-order technique introduced in [59] to tackle
the problem of optimising the total population size. While this method proved fruitful in a variety
of other situations [54, 60], it is here impossible to apply directly, and it needs to be coupled with
some fine analytical study of the functions at hand. The characterisation of optimisers in the large
diffusivity limit is on the obtained using rearrangement-like arguments and Talenti inequalities.
Specifically, we shall use some results of [45] and of [58], the latter being used solely to derive the
limit model.

Terminology: bang-bang functions We shall often refer in this paper to ”bang-bang” func-
tions. They are simply admissible controls that write

a=klg.

Such bang-bang functions are known to be important in the optimal control of reaction-diffusion
equations (see in particular section 1.6 of this introduction), and, geometrically, are extreme points
of the convex set M—(x, V).



1.3 Qualitative properties for single player games: general diffusivities

Monotonicity of the fishing output We begin with the monotonicity of the fishing output
functional and explain how the volume constraint may have an influence on the increasing character
of J,,. Of course, this is a theoretical, optimal control formulation of the overfishing problem. Before
we state our result, let us explain in the following remark that such a result is very much expected
when working in homogeneous environments (K = 1) where explicit computations allow for an
explicit characterisation of maximisers; this shows that monotonicity is not the general rule.

Remark 2 (A standard example with loss of monotonicity). A simple yet instructive case to
exemplify the loss of monotonicity is given by the case K = Ky. In this case, for any strategy
a € M (K, Vo), Oa,, solves

—uAbq s — Oop (Ko — ba,) = 0l .

As O, satisfies Neumann boundary conditions, this entails

T(a) = ]{l B = 7{1 O (Ko — Ou).

Besides, if we assume that k < 2, so that |1 — |~ < 1, the mazimum principle implies 0, < 1
almost everywhere. As the mazimiser of ¢ : x — z(Ko — x) on [0; Ko is reached at x = £

follows that
1
s <o (3)

with equality if, and only if, 0, = % However, 84, = % if and only if o = £o. We thus obtain

2
the following conclusion: for any Vo > %, a* = % is the unique maximiser of J, on M« (k, Vo).

~~

7

. . . . . single
In particular, if Vo > %, the volume constraint is not saturated in (P\l“\j: ).
<,
We now state our main theorem:

Theorem I. Let k > 0 be fized. There exists e1 > 0 such that, if Vi € (0;¢1), the map o — J, ()
is monotonic on Mg (K, Vo):
a1 < ag = Ju(al) < JM(OéQ).

As a consequence, any solution o of (P2"2°) satisfies
q s Y

<V

][a*:Vo.
Q

Our second theorem deals with (Qi‘fl")—(Q”i”’“"“):

=,0

Theorem II. There exists §; > 0 such that, for any § € (0;61), the functional Js ,, is not increasing
on N¢(Q); furthermore, for any solution o of ( 21_1(‘;“‘1“), there holds

][a*<VO.
Q

As was explained for example in [59], the monotonicity is intimately linked to pointwise proper-
ties of optimisers. In [59, 54] it is shown that for certain bilinear control problems, the monotonocity
of the functional entails that optimisers are extreme points of the convex set under consideration,
the aforementioned ”bang-bang” functions. Here, we show related results, in that we obtain con-
cavity and convexity-like properties. The first theorem deals with the ”low fishing capacity” limit.



Theorem III. 1. Assume Q = (0;1) i.e. that we are working in the one-dimensional case.
There exists €3 > 0 such that, for any Vo € (0;e2), the map J, is strictly concave on
M (K, Vo). If K is constant, and if Vo € (0;e2), the solution of (P\i“\*}“) and of (P}il_l{“‘ll:") is
a=V.

2. In any dimension d, there exists e3 > 0 and €3 > 0 such that for any Vo € (0;e2) and for
any K € K(Q) such that, defining K := Ky,

|K — K11 <e3
(

then the map J, is strictly concave on M« (k,Vy). If K is constant, and if Vo € (0;e2), the
solution of (Pl"{lﬁtv) and of (P2 isa = Vj.

<o

single

Theorem IV. There exists d2 > 0 such that, for any 0 < § < b2, any solution m* of (Q"F") is
a bang-bang function: there exists a subset E* C §) such that

As mentioned before we stated the Theorem, the parameters d;,02 are linked to the mono-
tonicity of the functional and it will be shown through the proof that

o <ex (k=1,2).

Remark 3. In Theorems Il and IV we have interpreted ”large fishing capacity limit” in an L™
sense, by requiring that the L™ distance from K to any fishing strategy be small. Another possibility
would be to require that the L' distance of K to the admissible controls is small.

Comment on the proofs The proofs of the three theorems above rely on the computation of first
and second-orde Gateaux derivatives of the map J,,. The first order Gateaux-derivative of J,, will be
denoted by ju' These computations can be used to determine whether or not certain configurations
can be optimal, by checking whether or not they satisfy first order optimality conditions.

The large diffusivity limit for single player games: precised change of convexity All
the information above can be made much more precise in certain asymptotic limits. In this section,
we analyse in depth the behaviour, as ;1 — 0o, of the optimisation problems (Pf}"'{“‘]}‘“)—(Pi’ﬂ{“’l}f‘). This
interest of this part is two fold: first, it allows to make the change of regime of the functional Jus
from concave to convex, much more precise and, second, as the problem is linearised, this allows
to gain a full characterisation of certain optimal configurations; this will be used at length in the
section devoted to the analysis of Nash equilibria in two player games.

It should be noted that this approach is natural in the context of the spatial ecology: as the
intricate nature of the problems at hand makes them hard to solve explicitly, it is hoped that
such large diffusivity limits may provide meaningful simplifications of the problem at hand. For
instance, we refer to [32, 33, 34, 58], where such asymptotic regimes are used to tackle both the
optimisation of the total population size and the study of stability of certain equilibria in Lotka-
Volterra systems.

Recall from [32, 33, 34, 58] that uniformly in o € Mc(k, V5)(Q) there holds, in the W2(Q)

sense,
—Avy — My (K —a—M,)=0 inQ,

1
Oap=|Ko— T —&-U—a 4+ O | — ) where % =0, (1.9)
’ Q B oo \ p? v ) )
N ot = 2 fu V0

=:M,



Also note that as we wish to investigate the monotonicity of the functional with respect to « in
order to analyse whether or not the two formulations (P;”_‘\‘“’gy") and (Pi'.'{“';)”) are equivalent, we keep

fo @ and do not replace it with Vj.
In particular we can already see the influence of the total fishing capacity on the first order
asymptotic expansion of the functional: as in [58], we obtain, uniformly in o € M«(k, V5)(€2), the

T i () e () 0 )

and it is natural to invest the two asymptotic problems

sup  J%a) (P« single,—00,0)
aeEM(K,V)

and

sup JO(OZ) (P:,single,u—ﬂm,(})
aeEM=(k, Vo)

Of course the particularly simple shape of the limit functional J° makes it amenable to an easy
analysis and we have the following Proposition:

Proposition 4. 1. IfVh < % then

sup  J%a)=  sup  J%«).
aeEM=(k,Vo) aEM (K, Vo)

In pCLTtZ'CUlG,T the two pTOblem‘S (Pg,hiugl(‘./lﬂ x,.()) and (P:.s111g1<'t,/l~>'x,[l) coincide.

2. If Vo > 52 then

sap  J% )<  sup  Ja).
OLEM:(I{,VQ) OLGMg(K,Vo)

In particular the two problems (P < cingie.s00.0) and (P ingle uis00,0) do not coincide.
The content of this proposition is that at the first order the asymptotic expansion of the
functional selects an optimal fishing ability. However, it characterises neither its pointwise nor its
geometric properties. This information is carried by the next order of this asymptotic expansion,
and we will only work with equality constraints. To make this more precise we define the functional
—Avg — My (K—a—M,)=0 inQ,
JlsaH][avawhere %7—’;:0,
Q
fo va = M%g fo [Vval*.

where we recall that M, is defined in (1.9) and, similarly to [58], we obtain, uniformly in a €

M (K, Vo),

(@) = J°(a) + ‘]1/50‘) +.0. (:2)

so that the next order optimisation problem is

sup Jl (OZ) (P:,single,u%oo,l)
aeM=(k, V)

We have a fairly good understanding of this optimisation problem, as showcased by the following
theorem:

10



Theorem V. We have the following results:

1. Concavity for low fishing abilities: if Vo < %, the functional J* is strictly concave on M—(k, V).

2. Converity for large fishing abilities: if Vo > %, the functional J' is strictly conver on

M<=(k,Vp). Consequently the solutions of (P— insle—o01) are bang-bang functions.

3. Characterisation in one dimension: if Q = (0;1), if Vo > %, if K is non-increasing and non

constant, the optimal fishing strategy o™ is equal to

a* = kg1 with bk = V.

The proof of this theorem relies on a rewriting of the functional J' and, for the characterisation
of optimisers in the one-dimensional case, we use Talenti inequalities [45].

With the elements that will be used in the proof of Theorem V we also derive the following
result that shows the particular role of the volume constraint V) = % Before we state it, let us
simply recall that a critical point of J?! is simply a fishing strategy o € M—(k,Vj) such that the
Gateaux-derivative of J! at a in any admissible direction is zero.

Proposition 5. Consider the constant fishing strateqy @ = Vi. Then @ is a critical point of J*
on M= (k, Vo) if, and only if, one of the following is satisfied:

Fither K s constant or Vy = %

In particular, for any K, if Vo = %, the only solution of (P— dngle—s00.1) 1S Q.

1.4 Qualitative analysis of Nash equilibria for two-player games: general
diffusivities
In this section, we present the second facet of the fishing problems we laid out in the introduction,

namely, the problem of existence and equilibria of Nash equilibria for multiple player games. For
the sake of simplicity, we will only work on two-players games.

Set-up and definitions We consider two players; the first player plays a fishing strategy ay
and the second player uses a fishing strategy as. We assume that the fish population still accesses
resources modelled by the function K : Q — R, with Ky = fQ K, and that there exists constant
ki, Vi (i =1,2) such that

fori=1,2,q;, € M=(k;, V}).

Let us note that here we work with equality constraints. We refer to Remark 7 for additional
comments about the constraints but simply note here that this simplifies our presentation. If we
assume that

i+ Ve <Ky

then we can define 04, ,,, as the unique solution of

ﬁ“Aoal,az,u - eal,az,u(K — o — Qg — eal,az,u) =0 in{,

Hepoan — on 99, (1.10)

96%17042# 2 070061702# 7& 0'

It should be noted that throughout this section we once again changed the subscript defining the
solution 6y, «,,, in order to emphasise that our optimisation variables are aq , as.
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For the i-th player (i = 1,2) the fishing output is given by the functional

Ly o: (o, ) = ][ ®ifa; a0,
Q

Each player wants to maximise its fishing outcome, so that we are typically in a situation where
we want to investigate the existence of Nash equilibria, defined as follows:

Definition 6. A Nash equilibrium for our two-players game is a couple of fishing strategies (a7, ab)
such that

Il,u(af,aS) = Il,u(al704;)7

max
a1 EM=(rk1,V1)
I, (af,a3) = max I, (af, as).
2,u( 1 2) a2 EML (2,Va) 2,u( 1 2)
Remark 7. [Equality vs. Inequality constraints] Of course, the same type of results that we
obtained in the single player case (Theorem 1) could be derived in the case of multiple players
games when considering the influence of an (in)equalily constraint in the set of admissible fishing
strategies; as the results would be extremely similar, we do not detail the influence of an inequality
constraint and this is why we work with an equality constraint.

Our main research question here is:
Does there exist a Nash equilibrium for the two-players game described above?

Let us note here that, in general, establishing the existence of Nash equilibria is a delicate matter,
that can usually be achieved using concavity or convexity properties of the functionals at hand
[29].

Our first theorem shows that whenever the fishing abilities of both players are small enough, a
Nash equilibrium exists.

Theorem VI. In the one-dimensional case Q = (0;1), the constants k1, ka2, p being fized, there
exists 6 = §(K1, ka, 1) > 0 such that, if

Vi+Vea<d

there exists a Nash equilibrium.
In any dimension d, the constants k1 , ko , pu being fized, there exists 61 > 0,92 > 0 such that, if

Vi+ Vo<1, |K = K|Lia) <02
there exists a Nash equilibrium.

Of course this result is linked to Theorem III above, as, since the seminal paper [64], the
concavity of the cost functionals is known to be of paramount importance to obtain the existence
of equilibria. Nonetheless, the proof is not immediate.

The standard results do not enable us to obtain the existence of a Nash equilibrium when, on
the other hand, Vi + Vs is close to K, and we can not conclude in the general case. We can,
however, pursuing our investigation of asymptotic regimes, show that, even in this case, in which
the cost functionals can behave, from the point of view of optimal control, as convex functions,
(see Theorem IV above), there exists a Nash equilibrium when the diffusivity p is large enough.
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1.5 Existence of Nash equilibria when the cost functionals are convex:
asymptotic analysis

Our final result deals with a slightly more complicated case, that of convex functionals. Here,
we provide a result for the asymptotic expansion of the fishing functionals, and in the case where
K = K is constant. This problem corresponds to taking the limit 4 — oco. Following the analysis
that was succinctly presented when introducing the problem (P_ e —o0,1) We define the two
limiting functionals (in what follows, M = Ko — V; — V3)

—A’Ual’oéz — M(K(] — 1 — Qg — M) =0
Doy, o
IN : M_(k, Vi) 3 oy ][ Va0 Where Vg, o, S0lves % =0
Q

JCQ Ua17a2 = # fQ |vv041,042‘2'
An asymptotic Nash equilibrium is then defined as follows:

Definition 8. An asymptotic Nash equilibrium for our two-players game is a couple of fishing
strategies (a7, ab) such that

111(04? O‘;) = MaXy, e M (k1,V1) Ill(a17a§) ’
I3(af,a3) = maxa,em_(x,,v5) I3 (@7, 2).

Theorem VII. Assume Vi,Vy > %, assume K 1is constant and let

a: = Kji]l[o;el] with kl; = V; (Z = 1a2)'

(af ,a3) is a Nash equilibrium in the sense of Definition 8.

Regarding ”the price of anarchy” and the uniqueness of Nash equilibria We conclude
with two remarks about Theorem VII. First, regarding the uniqueness of Nash equilibria, we can
conclude that it does not hold in general. Indeed, consider the conclusion of Theorem VII and
then compare it with the following analysis: if we assume that

1
K0=1,V1=V2=§,f€1=f€2=1

and if we let 1

3

then it is readily checked that (@, as) is also a Nash equilibrium: indeed, this follows from the
consideration of Remark 2 and the fact that with these definitions we have a; = @ whence
the conclusion. We are thus left with two different Nash equilibria, the one given by Theorem VI
and the constant one (@1, @s). In particular, we can not expect the uniqueness of Nash equilibria
to hold.

Second, we can use this particular example to illustrate a concept known, in economics, as the
7price of anarchy”. As we sketched briefly in the introduction to our paper, the price of anarchy
quantifies the insufficiency of selfish strategies when compared to cooperative strategies. In other
words, is it true that, in general, the two players would be better off collaborating and then sharing
the common fishing output rather than competing in a selfish manner? Consider once again the
Nash equilibrium (@;,@s) and now assume that, instead of competing against each other, the two
players united their strength, and decided to solve

] = Qi

max  J'(a). (1.11)

aEMg(%,%)
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In the end they would simply split the total fishing outcome associated with an optimal strategy
a*. However, from Remark 2, the unique solution of (1.11) is @ = % # af + 4. Thus,

I (@, @) + I (ay, @) < JH(@) :
the total fishing output is worse than if the players had convened a strategy before playing.

Competition and cooperation: a drastic example of the ”tragedy of commons” sit-
uation We can actually prove something stronger when the number of players goes to oo. If
we consider a game between n players, we can construct a sequence of Nash equilibria when K
is a constant. Assuming that K = 1, we can adapt the arguments above to observe that the
configuration where all players have the same strategy, namely when

1
n+1’

Vie{l,...n},af :==a" =

then (a);=1,.. n is a Nash equilibrium. Defining @ := (a

*)i=1,...n, the associated steady state is

Oz =1-—

—
n+1 n—+oo

We hence conclude that all ;1 > 0, there exist a Nash equilibria c?z = (of,ad, ..., ak) such that:

= (2 b
— = max o; | Ogdx > o | 0g-dz — 0
g (B oo [ (S oo

=1

In particular, for this sequence of Nash equilibrium, the total harvested amount goes to zero as the
number of player goes to co: cooperation would have been better than competition. For further
discussion of this concept of ”price of anarchy”, we refer to [38, 68].

1.6 Bibliographical references

As there are several bodies of literature the present work fits in, we split the detailed presentation
of our references accordingly.

Optimisation problem in spatial ecology Over the past two decades, a wide range of efforts
have been devoted to provide a better mathematical understanding of spatially heterogeneous
phenomena. Indeed, after the pioneering works of Fisher, Kolmogorov, Petrovski and Piskunoff
[27, 42], a wide body of literature was produced in an attempt to grasp fine propagation or invasion
phenomena but, more recently, a new line of research has emerged that strongly emphasises the
influence of heterogeneous reaction terms. After the works of Shigesada and Kawasaki, which
provided a first qualitative insight into the influence of the geometry of environments [70] on the
survival of populations, and several results of Cantrell and Cosner [14, 17, 16, 15], optimising
the spatial heterogeneity became a fruitful point of view. In other words: which is the optimal
heterogeneity from the point of population dynamics? Of course, we need to specify which criteria
are considered when using the word ”optimal”, but let us point out that this way of looking at the
question brought forth combinations of PDE or ODE techniques and of optimal control theory.
Let us also, on the topic of optimal control of biological models, point to the monograph [46]. A
typical instance of optimal control problem of the type under study in the present paper is that of
the optimal survival ability. A spectral optimisation problem, it has sparked a wealth of scientific
articles devoted to its understanding and is by now fairly well understood [11, 17, 35, 39, 44, 52, 56].
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Let us point out that, in studying this problem, [11] features what is, to the best of our knowledge,
the first use of rearrangement techniques and isoperimetric inequalities to spatial ecology problems.

More recently, a new question that has drawn a lot of attention from the mathematical com-
munity is that of the optimisation of the total population size. In other words, how should we
spread resources in logistic-diffusive models in order to maximise the total population size? Orig-
inating in the works of Lou [49, 50] this question was then explored in details in a series of works
[36, 37, 47, 48, 51, 61, 58, 59, 63]. Of particular relevance in the context of the total population
size was the bang-bang property: are optimisers for the total population size bang-bang functions?
After several partial results [58, 63] the answer was proved to be yes in [59]. It should be noted
that in the proof of Theorem I'V we build on the techniques of [59] to prove a bang-bang property
for optimal fishing strategies.

Optimal fishing problems Of course, all the problems we described in the previous paragraphs
describe, in a way, ”"nice” problems, in the following sense: since we are trying to optimise a
criterion with respect to resources, it is expected that adding resources will prove beneficial. One
of the conclusion of [59] is indeed that, for monotonic bilinear functionals (i.e. that increasing the
resources increases the criterion) the bang-bang property holds. However, the case under study in
this paper is quite different since, as we already touched upon, the problem of overfishing makes it
so that the functional we are considering is no longer monotonic: it makes no sense to fish as much
as we can for we may risk killing all the population. In that regard, our paper can be seen as a
first detailed analysis of an optimal control problem for spatially heterogeneous fishing problems.

Of course, several authors have considered many different aspects of optimal fishing problems
before. While it is impossible to list all these contributions here, let us single out [19], where a
survey of the early works (e.g. one-dimensional harvesting models, stochastic harvesting models...)
is presented and [12] where several types of models are considered, including the logistic diffusive
models, but where the diffusion operator would be (if we were to adopt our notations) A (a),
which changes the qualitative behaviour of the optimisation problem dramatically. Notably, it
is not possible to lift their results to the case of non-regular fishing strategies « (that may be
discontinuous for instance).

Nash equilibria in optimal control theory Several recent contributions deal with the ex-
istence and computation of Nash equilibria in optimal control theory. Let us single out two of
these works, namely, [18, 25] . In these works, the functionals one seeks Nash equilibria for are of
tracking-type (in the sense that we seek to minimise the distance to certain objective functions)
and, very importantly, consider linearly controlled PDEs with L? penalisations of the constraints.
This changes the features of the optimisation problem drastically. In [13] on the other hand, the
question of existence and computation of Nash equilibria in bilinear problems, but for ODE models.
Our paper is, to the best of our knowledge, a first contribution to the qualitative analysis of L> —L!
constrained bilinear optimal control problems with a cost function that is not of tracking-type.

1.7 Plan of the paper

The proofs of the theorems of the paper are grouped by the tools used in their proof. In section 2
we give the proof of Theorems [, II, IIT and 'V as they all rely strongly on the computation of first
and second-order Gateaux derivatives of the functional. In section 3, the proofs of the asymptotic
behaviours described in Theorems V are presented. Finally, we gatherd in section 4 the proofs of
those results dealing with multiple player games, Theorems VI and VII.
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2 Proofs of Theorems I, II, III and IV

Notational simplifications Throughout this section we investigate the influence of the range of
single

the parameter V; on the optimisation problems (Pg'ﬁ]f’)—(P:"b ), and we thus drop the diffusivity
u from all subscripts. Henceforth, 6, denotes the solution of (1.4), and we set

J:an—>][a9a.
Q

Furthermore, the proofs of the three theorems under scrutiny derive from the computations of the
first and second order Gateaux-derivatives of the functional J. We recall that, for an admissible
fishing strategy o, an admissible perturbation h at « is a function h € L?(£2) such that there exists

two sequences {hy hnen € L2, {e, nen € (Ry\{O}™ satisfying:

en — 0,h, — hin L*(Q) and, for any n € N, a + e,h,, is admissible.
n—oo n—oo
Whenever fQ a < Ky, we can adapt in a straightforward manner the proof of [23, Lemma 4.1]
and prove that the functional J and the map a — 6, are twice Gateaux-differentiable. In the first
part of this section we give these Gateaux-derivatives in expanded form, and analyse their specific
features when proving our results.

2.1 Computations of the first and second-order Gateaux-derivatives of
the functional J,

We fix an admissible fishing strategy « and an admissible perturbation h at c. At this point, since
we do not specify in which admissible set we work, an admissible perturbation is any h € L?(Q).
From the computations of [23, Lemma 4.1], the first, respectively second, order Gateaux-derivative
of a — 6, at « in the direction is the unique solution 6., of the equation

Di _ (2.1)

{—MAG'@ — 0o (K —a—20,) = —hf, inQ,
ov ’

respectively the unique solution 0, of the equation

(2.2)

3o _ on 0N).

{—NM}X — b, (K —a—20,) = —2h6, — 202 inQ,
ov

Remark 9. Ezistence and uniqueness of solutions of (2.1)-(2.2) follow from the following crucial
observation [49, Comment after eq. (2.6)]: from (1.4), the first eigenvalue of the operator —puA —
(K —a—10,) is zero. From the monotonicity of the eigenvalue, the first eigenvalue of —puA — (K —
a — 260,) is positive. The existence and uniqueness of solutions to (2.1)-(2.2) then follow from a
standard variational argument.

Similarly the first, respectively second, order Gateaux-derivative of the map J at « in the
direction h is given by the expression

J(a)[h] = fQ W, +]i b, (2.3)

respectively by

J(a)[h,h] =2 ]{z hb, + ]é af,. (2.4)
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We need to introduce an adjoint state in order to give equations (2.3)-(2.4) tractable expressions.
We introduce the unique solution p, of

{uApa —po(K—a—20,)=a inQ 25)

%L;:O on Of).

The following properties are obtained by adapting the reasoning of [59, Lemma 13], which simply
relies on the aforementioned Remark 9 that the first eigenvalue of —uA — (K —a—26,,) is positive:

Lemma 10. There exists a unique solution p, of (2.5). Furthermore, if « 2 0,a # 0,

inf po, > 0.
Q

Now, if we multiply (2.5) by 0., and integrate by parts, and, similarly, multiply (2.1) by po and
integrate by parts we derive the equality

][ aéa = M][ <ve.a 7VP04> - ][ paéa (K —a— 26&)
Q Q Q

= _][ hpaeou
Q

J(a)[h] = ]éu ~ p)Oah.

1J(a)[h] = ][ hé,, — f Pahba — ][ pab?.
2 Q Q Q

We have thus proved the following lemma:

so that

Similarly, we obtain

Lemma 11. The first and second order Gateauz-derivative of the functional admit the following
exTPTessions:

bﬂanmzzjact—pawah, (2.6)

and

1.
s @nn = F

(1 — pa)hbs — ][ pabd?. (2.7)

Q Q

2.2 Computation of the first and second-order Gateaux-derivatives of
Ts

We can adapt the proofs of the previous section to Js - Similar to the notational conventions we
adopted above, we now denote by 0 s, the solution of (1.4) with a = K + dm. We define, for
any m € N (), the unique solution gs,,, of

(2.8)

m _ () on 0.

{—MAqé,m — @s,m (—0m — 20k 5m) = K +0m in Q,
ov

Similarly to Lemma 11 we obtain the following expression:
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Lemma 12. The first and second order Gateauz-derivative of the functional admit the following
exTPressions:

jé,u(m)[h] = 5][ (1 = 45,m)0k +5mh, (2.9)
Q
and L-
3 Taum)t]) =8 (1= s )bbicssn = F asmd, 2.10)
Q Q

where O +5m satisfies

— 1Ok 1 5m — Ok (—0m — 205 +5m) = —O0hOk+s5m 1§,
{ pAO5 15 K+om (—6m K-+om) K45 in (2.11)

B t5m
=St = () on ON.
v

2.3 Proof of Theorems I-II: monotonicity of the functionals

Plan of the proofs We recall that monotonicity, for instance for J,,, means that
Vai,as € Mc(k, Vo), a1 < ag ae. = Jy(ar) < Ju(o2).

However, by the mean value theorem, we know that, for any aq,a2 € M (k, Vp), there exists
¢ € [0;1] such that

JH(OQ) — Ju(al) = JM(Oél —|—€(042 — Oq))[()(g - 051] (212)
and thus Lemma 11 yields the existence of £ € [0; 1] such that

Jl»’«(az) - JM(al) = ]{l(l - pOé1+E(az*041))9041+§(042*041)<a2 - al)' (213)

We can thus read the monotonicity of J, on (2.13): if @1 < ay almost everywhere, and since
0oy +¢(an—ay) 18 positive on Q for any ¢ € [0; 1], obtaining the monotonicity of the functional boils
down to deriving the sign of 1 —py, 4 ¢(ay—a,)- Thus the proof of Theorem I is simply to show that
under certain volume constraints we have p, < 1.

Similarly, using Lemma 12, to show the non-monotonicity of .J5, it suffices to prove that, for
d > 0 small enough, g5, > 1 for any m € N=(€). This will imply that the optimal values of the
two problems (Q7"#'°)-(Q™"¢") differ.

<,6 =,0

Proof of Theorem I. Following the general idea explained in the plan of the proof, it suffices to
prove the following lemma:

Proposition 13. The two constants k, i being fixed, we have the following property: for any d > 0,
there exists €1 = €1(Q, K, 1, 9) > 0 such that, for any Vo € (0;¢1), for any a € M« (k, Vo), we have

0 <infp, <supp, <1-—06.
Q Q
With this result at hand it is easy to obtain the monotonicity property: fixing § > 0 and
choosing the 1 given by Proposition 13, we obtain

YVo € (0561) , Yo € M (K, Vp) ,inf (Ty := (1 — po)ba) = dinf b, > 0
Q Q

so that (2.13) implies the conclusion: with § = %, the functional is monotonically increasing if
Vo < &1 where €7 is given by Proposition 13.
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smhh

This implies that any solution a* of (PZ'{:") satisfies

foee
Q

and thus that a* is a solution of (P Indeed, should we have fQ a* < Vi we simply take any
positive function h € L*>°(2) such that a* +h € M=(x,Vp). By monotonicity of the functional,

sm 1()

Ju(a* 4+ h) > J,(a”),

a contradiction.
It remains to prove Proposition 13.

Proof of Proposition 13. Let us note that, as  is fixed and as K € L*°(f), a classical application
of the maximum principle there holds

Yu >0, ||9a,M||Loo(Q) < ||K||LOC(Q) + ||aHLoo(Q) =: M. (2.14)

We will prove that

lim sup  ||pallze= (@) = 0.
Vo—0F ae M (x,Vo)

To control the L> norm of any p,, we need to use the first eigenvalue \(K — o — 26,,) of the

operator
—pA — (K —a—26,)

endowed with Neumann boundary conditions. As this operator is symmetric, we know that

MK —a—20,) = ( ][|vu\2 ][ 2(K—a—29a)>. (2.15)

uEWH2( Q) TCQ

As in [49, Proof of Lemma 2.1] (see also Remark 9 above) we know that for any Vp € (0; Ky) and
any a € Mc(k, Vo) there holds
MK —a—20,)>0

To obtain uniform regularity estimates on p, we need to obtain a uniform lower bound on A\(K —
a—204) as Vo — 0.
Lemma 14. There exists ag,e9 > 0 such that

VW € (0560), Voo € M (K, Vo), AE —a—20,) > ag

Proof of Lemma 1/. We observe that from (2.14) and standard L? elliptic regularity theory, for any
€ [1; 4+00) there exists a constant M, = M,(u, ) > 0 such that uniformly in V; and uniformly
in @ € M¢(k,Vp) there holds
10allw2r() < Mp.
Using Sobolev embeddings this implies that for any s € [0;1) there exists a constant C such that
uniformly in V and uniformly in o € M (k, Vp) there holds

16

1) < Cs. (2.16)
It is expected that as Vi — 0 we should have 6, — 6 where 8 is the solution of

—pAd -0 (K —60)=0 inQ,
20 _ on 012, (2.17)
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Let us show that this convergence is uniform in the following sense:

lim su 0, — 6 =0. 2.18
Vo—0t aeMgE‘{,VO) || “ ”(60(9) ( )

Argue by contradiction and assume there exists a sequence {Vj}ren, ¢1 > 0 and, such that, for
any k € IN, there exists oy € M (x, Vi) such that

10a, — Olloy = 1.

From (2.16), we extract from {0,, }rew a €' converging subsequence, still labeled {f,, }xen and
its ¢! limit 6. From [49, Equation (2.4)] there exists a constant ¢y uniform in Vg such that

[0a *9||L1(Q) < CO||0‘k||E1(Q)~

We thus conclude that 8, = 6, a contradiction.

From this uniform convergence and the simplicity of the first eigenvalue A\(K — a — 26,), we
deduce that

lim inf  ANK —a-—20,)=\NK—20)>0 (2.19)
Vo—=0+t ae M (k, Vo)

where the last inequality comes from the aforementioned [49, Proof of Lemma 2.1]. The proof of
(2.19) is standard and we postpone it to appendix A.1.

Lemma 14 is proved. O

We can go back to the proof of Proposition 13. We argue via a standard bootstrap method, as
follows: using p, as a test function in (2.5) we obtain

i f Vpal® — f P2 (K~ — 260) < Vol(®) ™ | 2oy 1Pl < VoL v/wValpal 22 ey

From the Rayleigh quotient formulation of eigenvalue (2.15) and the lower estimate of Lemma 14

we deduce that
Vo

S Va0
”paHLQ(Q) aOVol(Q)

which in turn yields a uniform W12(Q) bound on the family {p,}. Using Sobolev embeddings,
the bootstrap method implies the following uniform bound: there exists f, > 0 such that, for any
€ [1;+00), for any Vi € (0;¢p), there exists M, such that for any a € M (k, Vo), there holds

Pallw2r @) < M.

It is then clear that for any sequence { V4 } xe converging to zero and for any {ay frew € [[,en M< (K, Vi),
the sequence {pa, Ikew converges in €1(€2) to the solution p of

9 — () on O0f2.

{—,uAp—p(K—QG) =0 inQ,
ov

As AM(K —20) > 0, p = 0. Adapting the arguments of the proof of Lemma 14, it is easily shown
that such convergence is uniform and that

lim  sup  ||]pall%1 (o) = 0. (2.20)
Vo—=0 qe M (1, Vo) )

The proof of Proposition 13 is finished.
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Thus, as we explained how Proposition 13 implied Theorem I, the proof of Theorem I is com-
plete.
O

Proof of Theorem I1. For large fishing abilities, on the contrary, we will prove that

1

V?? >0,30; >0,V0< 6 <61,Vm € Ng(Q) ,iIlfQ5,m > —
Q Ui

To do so, we need to investigate the asymptotic behaviour of g5, as 6 — 0. Given that g5, solves
(2.8), this requires a knowledge of the behaviour of 0k s, as 6 — 0. This is the object of the
following proposition:

Proposition 15. Uniformly in m € N'(Q) the following asymptotic expansion holds in €*(£):

9K+§m =dmg+ O (62>
§—0
Proof of Proposition 15. We set 25, 1= HK%. Direct computations show that zs ,, solves

—5Azsm — 26m (—m — 25m) =0 in Q,

Pem — on 09, (2.21)

25m =0, 25.m # 0.

Thus the large fishing ability limit corresponds to a large-diffusivity limit for a standard logistic
diffusive equation. We can now apply [58, Appendix A-Convergence of the series]. Let us simply
recall the main steps: first it is proved that, uniformly in m, the asymptotic expansion

Zsm =mo+ O (0) (2.22)

p—00

holds in W12(£2). We then use a standard bootstrap argument, to obtain that (2.22) holds in any
W2P(€). From the definition of 25,m we infer that 0k 5, admits the expansion

Or+om = 0mo + O (6%) (2.23)

in €*(Q2). This concludes the proof. O

From this proposition we obtain an asymptotic expansion of the adjoint state gs :

Proposition 16. Uniformly in m € N(Q), the following asymptotic expansion holds in €*(9):

1 Ky n 1
m==—+4+ o0 (=].
Gom =75 "me 550\ 3
Proof of Proposition 16. From Proposition 15 the function g, s solves
— uAGm.5 — 0qm.s (—m —2mg + 60()(5)) =K +dm. (2.24)
—
We set 25, 1= 0¢5,m. Direct computations show that zs , solves

_%Aztg,m — Z5,m (—m —2mg + 590<6)) =K+dm inQ,

azé,m _
oy 0 on 8Q

(2.25)
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We can apply exactly the same reasoning as in [58] to obtain that, in €1 (£2), we have

Koy o ),

+
mo 6—0

Z5m =
whence the conclusion. O

From Proposition 16 we obtain that, for any n > 0 there exists §; > 0 such that, for any
0 < § < 6y, for any m € N(Q),

1 <o o 1
sm X 2m05 X 77-
However, we may proceed as in the proof of Theorem I: for any m; < ma,m1 # mo, 757M(m2) <
Js,;.(m1), so that the functional is no longer monotonic.
O

2.4 Proofs of Theorems I1I-1V

Reformulation of the second-order Gateaux-derivatives The proofs of the concavity of
J,, and the characterisation of maximisers of .J;5 , as extreme points of the admissible sets rely on
the type of computations carried out in [54, 59, 60] and in particular on a certain reformulation of
the second-order Gateaux-derivatives of the functionals under consideration.

Reformulation of J, We start with .J,(«)[h, h], which for notational convenience we write here
J(a)[h, h] (in other words we have dropped the subscript ). Throughout the computations that
follow we work with a fixed « € M_(k, Vp) and a fixed admissible perturbation h at a. We recall
that from Lemma 11 we have the expression

1.
s @ln b = f

(1 fpa)héa — ][ poﬂi
Q Q

Now observe that we may rewrite

B uAéa + 6, (K —a—20,)

h:
0o ’

whence, defining

_ 17po¢

e 0,

we derive

]{Zu — pa)hbe = ]{ﬂ’a (uéaAéa FO2(K —a— 29a))
S NORT
= —u]i% i

W{)ég (gA% (K —a— 290)) .

We have thus established the following lemma:

2 .
+0%(K —a— 29@)

v,

Lemma 17. For any a € M_(k,Vp), for any admissible perturbation h at «, there holds

1" _ 1 —pa P 2 [ M 1 —pa 1 —Dpa o .
S (@)lh,h] = ”]é T Vi) +]iea<2A( - >+ (K —a - 20,) pa>.
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Reformulation of jti,u We can carry the same type of computations for the second-order
Gateaux derivative of Js,: let m € N(Q) be fixed and h be an admissible perturbation at h.
We know from Lemma 12 that

1= . .
§J5,u(m)[h, h] = 5][ (1 — g5,m) Ok +-5m — ][ Q5,mO% 1 5m-
Q Q
However, we may rewrite

_ ﬂAéK+5m + éKJrém (_5m - 20K+6m)

h
69K+6m

and thus obtain, defining

. 95m — 1
Ysm =
Ok +6m

R . 2 .
5][(1 — @5,m)OK 15m = ,u][ ©s.m ‘V9K+5m‘ +][ 0% 5m (%A%,m — (—om — 20K+5m)> .
Q Q Q
Hence the following lemma holds:

Lemma 18. For any m € N_(Q), for any admissible perturbation h at m, there holds

qs,m — 1
Ok +6m

) 1= qsom .
e (58 (552 - o)
Q 2 Ok +6m Q

Proofs of Theorems III-IV We now get to the core of the proofs.

§Tsulmlhhl = s f (Vo rom|

Proof of Theorem I1]. Theorem III contains two statements, one dealing with the one-dimensional
case, the other one dealing with the multi-dimensional case. Both rely on the same estimate of the
expression of the second order gateaux derivative give by Lemma 17.

From the proof Lemma 14 we lift estimate (2.20), which ascertains that

lim  sup ||pall%i (o) = 0.
VoﬁoaeMg(vao) @ ()

Let us introduce, for any o € M«(k, V}), the potential

L E 1*1004 1*1’@ o o
Wa._<2A< m >+ T — o= 2600) pa>

as well as, for any a € M«(k, Vp), with Vj small enough to ensure that for any o € M¢(k, V) we
have 1 — p, > %, the operator

17pa
O

Lo =—uVv - ( V> — W,.

Let () be the first eigenvalue of L. £(«) is defined, by its Rayleigh quotient, as

. 1 —pa 2 ][ 2
= f \Y% — . 2.26
&(o) . P (M ]{2 0. |Vl . Wau (2.26)
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From Lemma 17, there holds, for any a € M (k, V) and any admissible perturbation h at «,

S @b < ~(a) f 2. (2.27)

Q

The goal is now to get the asymptotic behaviour of {(«) as Vy — 0 and, more precisely, to obtain
that

li inf >0, 2.28
Vogr(l)‘*' 046/\/112(&,\/0) f(a) ( )

which would suffice to prove the concavity of the functional. To do so, a first step is to understand
the behaviour of the potential W, as Vj — 0 .

As
1—p, Apq <Vpa, vea> O ‘voa |2
A =— 2 —(1- — +2(1 -
“<9a) R L ( pa)uaiJr( Pa) 5
and as
_MApa = +pa(K — o= 20(1)
we deduce that, if we define the limit potential
W 1 1 —
then it follows from (2.18)-(2.20) that
Vpe[l,4+o0), lim  sup  ||[Wa — W|» =0. (2.29)
0—0 QEMQ(N,V[))
Let & be the first eigenvalue of the operator
L= —u¥ (1) W
= —U 5 .
By a standard method that we detail in Appendix A.2 this implies
lim sup  |&(e) = €| =0. (2.30)

Vo0 ae Mg (r,V0)

In particular, the proof of the Theorem is complete, provided we can prove that

£>0.

First analysis of £ Let us first observe that we can expand W as follows:

I 1 1 —
- *A = = K—29

HORTE

_ —2

p(_A8 IV Lo g
=3 < 5 +2 B +§(K 20)

1 — . = I
= ﬁ(K —0) since 6 solves (2.17)

2
v 1
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-2 + 1
3 K-6 3 |V
29 e 7

3 K-0 3 |vO

we can actually prove that the first eigenvalue A of the operator

Fi=—uVv- (;V) -7

(2.31)

(2.32)

is equal to 0. We will then use a monotonicity principle for eigenvalues. We start with the fact we

just claimed:

Lemma 19. Z being defined by (2.31) and F being defined by (2.32), the first eigenvalue A of F
3

is zero, and its associated eigenfunction is ¢ = 67 .

3
2

Proof. Let ¢ :=0%. We have
Vo = g Vove
and so _
Vo 3 V6
7 2 Vi
Thus

A 3|ve|”
N AR

N AR

2 9 4 7

3
2
3 (-9 3|vo|
2
3
2

—12

.ﬁK,§, %ﬂ
( ) S
<3 K-8 3 |vo

= — = — U

_ _3
Thus ¢ is an eigenfunction of I associated with the eigenvalue 0. As ¢ = 6% > 0 and as the
first eigenvalue of F' is the only eigenvalue whose associated eigenfunctions have constant signs, we

deduce that ¢ is a principal eigenfunction and that the first eigenvalue of F is 0.

O

Now, if we can ensure that W < Z,W # Z then by virtue of the monotonicity of the first

eigenvalue [24, Lemma 2.1] we have

£E>0
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so that (2.28). Thus the proof would be complete.
We now notice that .
— \Y
49
[veo|*
3

Proving that € > 0 boils down to investigating whether or not <Z dhe 1) < 0. We do that in

the one-dimensional case and, in the higher dimensional case, for resources distributions that are
close to a constant.

1. In the one-dimensional case: here we use an estimate of Bai, He and Li [6, Estimate (2.2)],
namely, that, in the one-dimensional case, provided K is bounded (which is the case here by

assumption) there holds
_ 2 f(x)3
fad (9’ (x)) < (z) .

2 3

Remark 20. It should be noted that in [6, Estimate (2.2)] this estimate is proved when 0 is
monotonic, and that they then integrate this identity on such an interval to obtain an integral
estimate. Then, they present, in [6, Steps 2 and 3, proof of Theorem 2.2], a way to glue these
integral estimates. The very same strategy works to prove that [6, Estimate (2.2)] is valid on
the entire interval.

In particular,

so that the proof is concluded.

2. In the higher-dimensional case: in that second case, since we work with variable K, let us

add the subscript K to the notation # and denote by 0 the solution of (2.17). In this case

the only thing that should be noted is that, when K is constant, % = ﬁ(ﬂ)KO =K. In

that case, -
W—-Z=-1<0.

However, a simple adaptation of the arguments of (2.18) proves that for any ¢’ > 0 there
exists a constant e3 > 0 such that, for any K € (1), if | K — K||11(q) < €3 then

[0k — Orllsr(0) <9

If §' is small enough, this implies that for any K € K(Q) such that ||[K — K|[11(q) < €3 we

have .
1|Ve 1
14 L 73K| 1
4 0 2

The conclusion follow in exactly the same way.

O

Proof of Theorem IV. For the proof of Theorem IV we follow the same type of strategy as the
one used for the proof of Theorem I[1I. We start with the expression of the second-order Gateaux
derivative given in Lemma 18: for any m € N_(Q) and any admissible perturbation h at m we
have
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1 2

1= qs,m —
s m) (b, h] = u][ fom — 1
2 Q 9K+5m

) 1= qsm )
Q K+dm Q
Recall that, from Proposition 16, there exists do > 0 small enough such that, for any § < d2 and
for any m € N=(Q) there holds

’VéK-i—ém

1 s SUPmens (@) 105 +sm Lo ()
qs,m = B) .

For § < 63 we can thus bound the second-order derivative as

1= . 2 R
§J57M(m)[ha h] Z gf ‘VHK+5m‘ +][ Y;F,maf(—&-éma
Q Q

where the potential Y5, is defined as

=0
Vim i= (”A <q5’ ) — (=6m — 29K+5m)> — Gom.
2 Ok +6m

However, expanding Y5 ,, as was done in the proof of Theorem III for A (151;&) we obtain the

existence of a constant 5 = 3(J) such that
Vm € N=(Q), [Vl (@) < 8-

Defining vy := £ we thus have, for the second-order Gateaux-derivative, the lower estimate

1= . 2 R
3 Taum)lb b > f [Vorcson| = 6 f G
Q Q

However, we are now exactly in the proper situation to mimic the proof of [59, Theorem 1]: argue by
contradiction and assume that there exists a non-bang-bang solution m* of (QZ‘»';*I(‘). In particular
the set w* := {0 < m* < 1} has a positive measure. Let M > 0 be arbitrarily large. Following

[59, Proof of Theorem 1, Eq. (2.20) and below] there exists an admissible perturbation hys at m*

supported in w* such that
. 2 .
][ ‘V@KJrgm* > M][ 9%(+5m*.
Q Q

Taking M := g + 1 we obtain the required contradiction: for the perturbation hs there holds
Y

1= .
iJW;(m*) {hghg] > 7][ 0% L sm= > 0,
Y Q

in contradiction with the optimality of m*. O

3 Proofs of Theorem V

3.1 Proof of Proposition 4

Before we prove Theorem V we prove Proposition 4.
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Proof of Proposition /. We recall that

o () (6 )

Clearly, J° is twice Gateaux-differentiable at every a and, for any o € M (k, Vo) and any admis-
sible perturbation h at o there holds

J%mmﬁz(ﬁh>Oﬁ—2ﬁa)

In particular, if fQ a< V< % the functional J is increasing on M« (k, Vo), so that any solution
a* of (P< single i—o0,0) satisfies fQ a* = V. Thus, o* is also a solution of (P_ si,ule y—00,0)-

If, on the contrary, we assume that V > %, consider a solution a* of (P« gnglei—00.0). Let

us prove that we necessarily have fQ a* < Vy. If; by contradiction, we had

then, for any non-positive, non-zero perturbation h, we have

J%aﬂmp:<ﬁh><Kb_2iff)>m

in contradiction with the optimality of a*. In particular, fQ a® <V, and so the two problem
(P:.singlu./zﬁ x.()) and (Pg..\inglo./léxz.(l) dO not COiHCide.
O

3.2 Proof of Theorem V

Proof of Theorem V. Reformulation of J': To prove Theorem V, we need a tractable rewriting
of the function J'. Let us recall that we defined the constant

Ma::Ko—][a.
Q

As we are working with an equality constraint we may drop the subscript « and simply define
MO = KO - Vb
The functional J! is defined as

—Avy — My(K —a—My)=0 inQ,
Jl(a):]{)avawhere %L:: on 09,

fQ Vo = ﬁg fQ |V1}a|2.

Let us introduce, for any a € M (k, Vo), the solution v, of

—A@a—Mo(K—a—M()):O in Q,

% = on 02, (3.1)

f, 00 =0.
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Clearly we have

1
-9 _ AV
Vo Ua+Mg Q| Ua|,

so that
JHa) = ][ v,
Q
= ][ g
Q
1 ][ 9
+ — 1 |V, ][
Mg Q

:]i(aJrMo*K)"Da

][(MO—K)AQ

3 1 o
- _7][ Va2
g (ofny
+ —2][ |Via|?
() o

Analysis of the second order derivative of J': But now observe that, if we define

2Vo — K,
jiiar (OM2°> ][ Vool j2 - ][ Kq,
0 Q Q

then j5 is linear in « as the map « — 0, is linear. As
J'=j1+ 2
the second order derivative of J' is determined by the second-order derivative of j;. However, it

is straightforward to see, mimicking the computations of [58, Proof of Theorem 1, Step 1], that,
for any a € M_(k,Vp) and any admissible perturbation h at «, we have
where % =0 on 0f),

Ha()l h] = (QVOA;(?KO) L [w. %
b0 =0,

In particular, if 2V, > K the functional is (strictly) convex. Thus, any solution of (P— gi,ule —s00.1)
is an extreme point of M_(k, V) that is, any solution is a bang-bang function. Conversely, if
2Vh < K, the functional is (strictly) concave. This ends the proof of the two first-points of the
theorem.

Now let us move to the characterisation of optimisers in the convex regime (point 3 of the
theorem). Assume Q = (0;1), assume that 2V > Kj and that K is a non-increasing, non constant
function. To give an explicit description of the maximiser a we need to use the notion of non-
increasing rearrangement. Let us recall the following definition:

, —Aby + Moh =0 in Q,
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Definition 21. For any non-negative function f € L*(0;1) there exists a unique non-increasing,
non-negative function f# € L°>(0;1) such that
Vt >0, Vol ({f > t}) = Vol({f# > t}).

Similarly, there exists a unique non-decreasing, non-negative function fyu € L>(0;1) such that

YVt >0, Vol ({f = t}) = Vol({fx > t}).

Two inequalities are of paramount importance when dealing with rearrangements:
1. The celebrated Pélya-Szegd inequality: it states that, if f € W12(0;1), then f# € W12(Q)

and, furthermore, that we have
1 L2 1
][ ()] < ][ 2] (3.2)
0 0

2. The Hardy-Littlewood inequality: it states that, if f,g € L'(Q) are bounded functions then

]ff#g# < ][01 fo< ]glf#g#- (3.3)

While rearrangements are central in the calculus of variations (we refer for instance to [5, 7, 11,
40, 41, 67]) and has wide ranging applications, we focus here on Talenti inequalities. Originating
in the seminal [72], in the case of the Schwarz rearrangement for Dirichlet boundary conditions,
these inequalities aim at comparing the solution u of a Poisson equation of the form —Awu = f with
Dirichlet boundary conditions with the solution v of a symmetrised equation. Among the many
results related to possible extensions and to the qualitative analysis of these inequalities to other
operators [1, 3, 7, 55, 62, 69] let us focus on the results of [45]. To use them, we need to recall the
rearrangement order on Ll(O, 1): for any two non-negative functions f, g € L'(0;1), we say that f
dominates g in the sense of rearrangements and we write

=g

Vr € [0; R) ][f#<][

Our goal is to show that minor adaptation of [45, Chapter 5] yields the following result: defining,
for any f € L'(Q) such that fO = 0, the solution us of

if, and only if,

—(up)" = f in (0;1),
uf(O)—uf(l)—O, (3.4)
fo up = 0.

we claim that, for any g such that f < g, there holds
Up < Ug#. (3.5)
Before we prove (3.5), let us investigate why this yields the required result.

Lemma 22. If estimate (3.5) holds for any non-negative f € L*(), if K = K# is not constant
and if Vo > % then the unique solution of (P ngle i s001) 15 given by

at = Kl[1_g1)
where kKl = 1.

Proof of Lemma 22. The proof of this Lemma rests upon a rewriting of J' in terms of natural
energy functional assoc1ated with 0.
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Rewriting of J! in terms of an energy functional We start from the fact that for any o we

have

2V — Ko 1. v
T(e) = ZE P+ f K,
0

where 0, satisfies (3.1) To alleviate notations, define
22V0 - Ky
Mg

1
Vo, JY( 00][ | a|2+][ K.
0

However, (3.1) admits a natural variational formulation: introduce the space

1
X = {ue W1’2(0;1)7][ uzO}
0

and define the energy functional

Ea i X Dur - ][|u|2 M()][( —a — Mp)u.

Then 7, is the unique solution of

Cy = > 0,

so that

min Ea(u).

Now observe that from the weak formulation of (3.1) we have

£ = a6 o Mojea = —6a(ea) 4 3 f it

so that in the end .
F 18,2 = ~26u00).
0

1
JHa) = —2Co€4 (1) + ][ K.
0

This allows us to rewrite J! as

(3.6)

(3.7)

We will prove that rearranging the coefficients of the equation increases each term appearing

in the right-hand-side of (3.7).

Rearranging o increases —&,(0,) Let us start with the energy functional. From the Pdlya-

Szego inequality (3.2) we know that

2

£arsf ey

Furthermore, from equimeasurability of the rearrangement, we have

1 1
][ Myt = ][ Mo (%)
0 0

Finally, from the Hardy-Littlewood inequality (3.3) there holds

1 1 1 1 1
][ Ko, g][ K#*o# :7[ K% and ][ aud? < ][ g
0 0 0 0 0

Euy (0,) < Eay () < Ealin)

This gives
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Rearranging increases fol K9, Let us now observe the effect of rearrangement on the equation
satisfied by ©0,. Assume that the Talenti inequality (3.5) holds. Then we know (taking f = ¢ in
(3.5)) that
Vo < 2

where z solves

—2" =My (K —a—mg)* in (0;1),

Z(0)=2'(1)=0,

fol z=0.

In general it is not true that (K — a)# = K# — ay. However, we always have the inequality
(K—a)#* < K# —ay =K —ay.

See, for instance, [2, Proposition 3]. Thus, applying (3.5) with f = My(K — a — My) and g =
Mo(K# — Oy — Mo) yields

2 < Doy,
whence
Vo < Doy -

From the Hardy-Littlewood inequality (3.3) and the definition of the order relation < this gives

1 1 1
][ K, gf K# 0, =][ Kig,.
0 0 0

Conclusion In conclusion, we have established that

1 1
JHa) = —2Co€4(1s) +7€ Kb < —2Co€a, (Day) +]€ Kig, = J' (ag),

whence the conclusion. To guarantee uniqueness, it suffices to check that equality holds in the
Pélya-Szegd inequality if and only if 9, = 0% or 0, = (94)4. This, however, follows from [26].
We then conclude that either o = a# or a = ay. However, as K = K # is not constant, the only
possibility to also achieve equality in the Hardy-Littlewood inequality is to have o = .

O

It remains to prove the Talenti inequality (3.5). As we said, the proof can be quickly derived
from the considerations of Langford in [45]. For the sake of completeness, we sketch the details of
the proof of [45] here.

Proof of the Talenti inequality (3.5). We may extend f by parity to an even function (still denoted
f in the following) on (—1;1). Similarly, since uy satisfies Neumann boundary conditions at 0, it
may be extended by parity to (—1;1). Thus extended, the function uy satisfies

—(ug)" = f in (-1,1),
u%(—l) =u}(1) =0, (3.8)
ffl Uf = 0

Furthermore, by parity of f, we have
1
} ere—o
-1

32



We will establish a comparison inequality on this new problem. To this end, let us introduce the
fundamental solution of the Neumann Laplacian on (—1,1). It is the function K defined by

1 1
G(z) = §x2 — |z| + 3

We extend it to R by 2-periodicity. Consequently (see [45, Proposition 5.2]), we have an explicit
formula for uy:

1
uf:G*f:xﬂflK(x—y)f(y)dy.

Furthermore, G is, on (0,1), a decreasing function, and so it is equal to its decreasing rearrange-
ment. Now, by the Riesz convolution inequality [4, Theorem 1]), for any £ C (—1,1) of volume
2r < 2,

1 1 1 s
][ uf :][ 1 (Gxf) < ][ T_m (Kxf") < ][ ]l(_r;r)(G*g#) 27[ Ug#
E —1 —1 —1 .

which gives the required result. However, u,+ which is, a priori, only defined on (-1,1), is
necessarily symmetric with respect to 0, as g* is. Thus, its restriction to (0,1) is the solution of
the Neumann problem with datum ¢#. This concludes the proof. O

O

We note that the computations we carried out in the course of proving this theorem also provides
an efficient way to reach Proposition 5.

Proof of Proposition 5. We use the optimality conditions for the problem (P_ .,ue -5 00.1). Note
that @ is an interior point of M_(k,V}), so that @ is a critical point if, and only if, for any
admissible perturbation h at @,

J@)h] =o.

Adapting the proof of Lemma 11 we obtain the following expression for the first order Gateaux-
Derivative of J! at any « in any admissible (at «) direction h:

—Aby+Moh=0 inQ,
71— 2‘/0 - KO ~ 2 A . 8o
JH@)h =2 —5— (Vg ,Via) + 1 Ko with { 22 — on 02,
M Q Q o
F Qi =0,
::Cl

Introduce the adjoint state ¢ as the solution of

-Aq=K—-K; inQ,

% = on 09, (3.9)

foa=0.

This allows to rewrite .J'(a)[h] as
J'@)[h] = C1 f (Via, Via) + f K
Q Q

:leﬁathofqh.
Q Q
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Thus, if @ is a critical point of J!, we must have
Ciig — Mog = p
where p is a real constant. Taking the Laplacian on both sides of this equality, this implies that

CiMo(K —a — M) = K — K.

However,
K- Ky
CiMy(K—a—-My)=K-Kops K-—-a—My=———
1Mo ( « 0) 0 o 0 ChM,
1
S (K-Kp)|1- =0.
(- o) (1- o5 )
We develop
1 1 _1 My _2Kg—4da—-Ko+a  Ky—3a
CiMy 2Ky —4a 2K, — 4a 2K, —4a’
and we thus derive the conclusion: for @ to be a critical point, we must either have K constant, or

Ky -3y =0.

4 Proofs of Theorems VI and VII

Proof of Theorem VI. The proofs of Theorems VI follow in an almost straightforward manner from
the previous considerations on single player games.

Indeed, observe the following fact: from Theorem III, i > 0 being fixed, in the one-dimensional
case, there exists 61,02 > 0 such that

Vi <61,V < 82 = Vag € M_(k2,Va), I1 (-, a2) is concave in aq,

and
Vi <61,Va <63 = Yoy € M—(k1, V1) .15 (a1, ) is concave in ao.

Indeed, it suffices, for the concavity of Iy ,, to apply Theorem III with K — ay as a resources
distribution, and similarly for the concavity of I ,.
Similarly, in any dimension d, we obtain d; ,d2 > 0 such that, if

Vi4 Vo <01, [|K — K1) < 62

then the maps Iy ,(-, ) and I (a1, -) are concave in their respective variables.

So what matters about the assumptions of smallness of Vi, V, (and ||[K — K| 1)) is that the
functionals for which we are seeking a Nash equilibrium are concave. The rest of the proof does
not depend in any way on the dimension.

This concavity property is the natural one in the context of existence of Nash equilibria. Indeed,
let us recall [28, 64]: if A; ¢ RY (i = 1,2) is a convex, compact set, and if L; = A; x Ay — R is
a concave, continuous function (i = 1,2) then the game

L * ) L *
find @7 € A; (i = 1,2) such that { 21(7173) = maxeea, Loz, 73),
LQ(xlva) = MaXg,cA, LQ(xla ‘T2)

has a Nash equilibrium (z7, x3).
To apply this result to the situation under investigation in the present paper, we need to
approximate our infinite dimensional problem by a finite dimensional one.
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Reduction to the finite-dimensional setting Let us explain how this reduction is carried
out: consider, a fixed integer N being fixed, a measurable partition of 2 as

Q= UZ(:]B{)(A}]Q’N (41)
where, for any k € {0,...,n(N)} we have
Vol(wy,n) < 27V,

We consider the auxiliary admissible sets

N n(N)
MY (ki Vi) = Zak]lwwv ,0 < ap < Ky, Z aVol(wi,n) = V; (1=1,2),
k=0 k=0

and we define A; := MY (k;,V;) (i = 1,2).

Of course, for any ag € Ay, the map I ,,(-, a2) is concave on Ay and, similarly, for any aq € Ay,
the map I (o, -) is concave on Ag. The continuity of I; , (¢ = 1,2) on Ay X Ay is obvious. Thus,
by the existence theorem for pure Nash equilibria, we conclude that there exists a Nash equilibrium
(o} n, 5 ) for the problem

I * ) T *
find of € A; (i = 1,2) such that l’u(al’ai) e 1’“(a17a2)’

2,u\C1, O[2) = MaXa,eA, IQ,H(ala 062).
Conclusion of the proof We fix, for any N € IN, a Nash equilibrium (aj y,a3 y). Up to a
(non-relabelled) subsequence, there exists a couple (af, al) € M_(k1, V1) X M_(k2, V) such that

a; N Njoo of (i=1,2)
where the convergence holds weakly in L>°-*.
However, this weak convergence implies that, weakly in W?22(Q) (in particular, strongly in
L?()), there holds
eaI,N7a;,N7u Njoo 00"1‘70@'
Let us check that (o, a3) is a Nash equilibrium for our initial problem.
To this end, let ay € M_(k1, V1) and let us prove that
Il,u(a; a;) > ILM(O‘D a;)

By (4.1), there exists a sequence {a1 y}nen such that, for any N € N, oy y € M¥ (k1, V1) and
such that, strongly in L*(Q),

oy N  — Of.
N—oc0

By definition of aj 5 we have, for any N € N,
ILM(O‘T,Nvaz,N) > Il,u(aLNva;N)-
Passing to the limit as N — oo we obtain
Lulaq, a3) = I p(en, 0z).

As the symmetric property for I (i.e that a3 is a maximiser of I5 ,(aj,-) over M_(kg,V2)) is
proved in the very same fashion we omit it here. The conclusion follows: (a7, ) is indeed a Nash
equilibrium. O
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Proof of Theorem VII. The proof of this theorem follows from Theorem V. Indeed, observe that,
itV, Vo > %, then we have
Ko — Vs Ko — V1

Viz— Vo2 ——
! 2 2 2

Consequently, for any g € M (k2, V), it follows from Theorem V that, for any ay € M_(k2, Va)
fixed, the map
Qq = 111(061,012)

is strictly convex on M_(k1, V7). Similarly, for any fixed oy € M= (k1,V7), the map
Qg > 112(041, 02)

is strictly convex on M_(ka, Va).

Now let us take aj, a3 as defined in the statement of the theorem. We apply Theorem V:
taking as a resources distribution K = Ky — a3, which is a non-constant, non-decreasing function,
we deduce (from the convexity of the functional) that any solution of

max I (o, 03)
M= (r1,V1)

is a bang-bang function and (from Theorem V) that the solution is a non-increasing function.
Thus, the solution is exactly aj.
Similarly, a3 is the solution of
max I (o}, ).

:(RQ,VQ

Thus, (af, a3) is indeed a Nash equilibrium in the sense of Definition 8. O

5 Numerical simulations and comments

5.1 Simulations of the optimal harvesting problem

L positive continuous function K : [0,1]?> — R represented

in Figure 1 and we consider the optimal harvesting problem (Pii,‘ﬁ;l)’ Figure 2 exemplifies the
richness of different qualitative behaviours this simple problem can exhibit under modifications of
the constraints. More specifically we notice the following facts:

In this section we consider a random

1. The switch function 6(1 — p), can be constant and hence the optimal controls are not neces-
sarily bang-bang. This is a case already emphasised in the particular case in which K (z) = 1.

2. For certain parameters, the switch function does not have any flat region and it is uniformly
positive. In this case, we have a bang-bang strategies due to the well known bathtub principle:
the optimal policy is a characteristic function k1, where w is the level set of the switch
function with volume VO

3. The switch function can combine both aspects, it can have flat region and a nonflat one. This
is the case of the third column in Figure 2, where a qualitative mixture of the phenomenology
described in the previous two points is observed. In this case, one observes that the flat region
is at the maximum of the switch function. This is the reason why the optimal strategy does
not saturate the upper bound a < k and shows a non-bang-bang structure. In addition, as
in the previous case, one can observe that the support of « is not the whole square [0, 1)2.

'n the sense that we pick random Fourier coefficients
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Figure 1: Capacity K(z) used for the simulations shown in Figure 2

This can be seen also with the same philosophy of the bathtub principle, observing that the
optimal strategies have to be supported in a subset of a level set of the switch function.
Indeed, if the integral constraint Vj satisfied that Vp/k = |[{z € R? :  0(z)(1 — p(x)) =
max, 6(z)(1 — p(x))}| we would nonetheless observe a bang-bang strategy. However, for this
simulation, the above property is not satisfied and one has the V;/k is smaller than the
volume of the level set corresponding to the maximum of the switch function. Hence, what
one observes is supp(a) C {z € R?:  0(x)(1 — p(z)) = max, 0(x)(1 — p(z))}.

5.2 Simulations of the Nash equilibria

In this section, we provide several numerical simulations that illustrate some of the phenomena
described in the article. Moreover, it allows us to formulate open problems that may lead to further
research on the topic. For all the simulations we have employed a fixed-point algorithm to find
Nash equilibria. The algorithm used is the following

Algorithm 1.
1. Imitialization: Take a pair of strategies, a(lo), aéo) € M« (k, V).

2. Recursion: For every k € N, solve sequentially the optimization problems

_ _ _ o) — oD D))
max /aék)ﬁdx restricted to { HAG = 6(K (z) — ) —ar " (@)f = ag” (@)9,

oM eMc (r, Vo) J0 + Boundary conditions.

and then

—uAf = _9) — _ 1)
max / (k)de restricted to A0 = 0(K(z) —0) al (x)& %2 ()9,
oM eMc(r, Vo) J0 + Boundary conditions.

If the algorithm (1) converges, i.e. if there holds

(k)

()—>a1 and o

— aj

then the pair (af, ) is a Nash equilibrium by definition. We do not have a proof of convergence
of the above algorithm. The proof itself would imply the existence of Nash equilibria (but not the
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Figure 2: In this figure, several optimal policies a (first row) are depicted along with the cor-
responding switch functions (second row). All the simulations have been done using the same
capacity K = K(z) of Figure 1 and same diffusivity ¢ = 1 although with different control limi-
tations. In the first and second column the integral constraint is Vy = 0.3, but k = 7 in the first
column while kK = 0.1 in the second column. In the third column, V5 = 0.05 and x = 7.

648
6479
6478
6ar7
6476

6475

other way around). In the case of potential games, Algorithm 1 always converges. However, it can
be seen, using a contradiction argument, that our game is not a potential game.

We will employ this algorithm numerically to try to discover if a Nash equilibrium exists and we
will use the stopping condition ||o<§k+l) — az(k) |2 < tol for ¢ = 1,2. Since the algorithm above is
forced to stop given a tolerance, one cannot guarantee that the convergence is at a Nash equilibria,

but rather at an e-Nash equilibria.

Definition 23 (e-Nash equilibria). Fiz € > 0. A pair of strategies (a1, as) € Mg (k, Vp)? is an
e-Nash equilibria if

Yo € Mg(/ﬁ,Vg) 11(041,052) > 11(04,042) — €, Yo € Mg(/ﬁ,Vg) 12(041,052) > Ig(Oél,O[) — €

Note that if ¢ = 0 one has the definition of a Nash equilibria. Furthermore, it is important
to observe that an e-Nash equilibria (with € > 0) does not need to be close to a Nash equilibria.
Moreover, it is worth noting that an e-Nash equilibria can exist without a Nash equilibria existing.
If it converges, Algorithm 1 converges to an e-Nash equilibria (see Proposition 24 in the Appendix).

5.2.1 Symmetric bounds for both players

In this subsection we perform simulations and discuss the case in which both players have the same
fishing capacity, i.e. the game is symmetric. After looking at Figures 3 and 4, one should observe
five things:
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Figure 3: The blue line is the state 64, o,. The grey area indicates the are the subgraphs of the
strategy of the players (both players play the same strategy). Both players have the same capacity
and K(z) =

Vo =04, u =0.1, [ =0.35065 Vi =04, g =0.01, [0 =0.34763
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Figure 4: In this figure, several simulations following the fixed point Algorithm 1 have been
performed. In all the simulations, both players play the same strategy, and hence, only one
strategy is depicted. K (z) = 1 was choosen for all simulations.
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1. All simulations have converged to an e-Nash equilibria in which the strategies of both players
are the same. Therefore, they suggest that the search of such Nash equilibria can be phrased
as finding fixed points for the map A : L>°(Q) — L>*(Q) defined as

AK)=1—a

where by aj, is an element of the minimizers of the single player game. Of course, for such
map to be well defined, we would need to ensure uniqueness for (Pf\l‘_'{f}')“).

2. When the integral bound V; is small, the Nash equilibria are not exhibiting a bang-bang
structure and instead are constants (for K = 1, Figure 3 left column). This is in the line
with the concavity properties observed in Theorems 1T and V in this paper.

3. When V; is big, the algorithm converges, for both the one and two dimensional problems
to a Nash equilibrium that is bang-bang. We have observed that, in the asymptotic regime
there are two Nash equilibria for V, = %, (Vo, Vo) and (1(o,v;)» Lo,v)) (as a consequence
of Theorem VII). For every p, (Vo,Vp) is a Nash equilibria for the non-linear problem. An
interesting question is to determine whether or not bang-bang symmetric Nash equilibria
exist for general diffusivities.

4. Simulations in Figure 4, also point that in the two dimensional case, there is no uniqueness.
For the same diffusivity, and for the same integral bound, two different e-Nash equilibria were
found (left and middle columns of Figure 4).

5. An apparent fragmentation phenomena as observed in the simulations. The TV semi-norm
of the strategies increases as p — 0. This is a phenomenon observed in the maximisation
of the total population size [36, 59, 61]. However, this phenomenon is quite surprising with
respect to the previous studies since, in this problem, we are dealing with Nash-equilibria for
a game whose pay-offs are different from maximizing the total population.

5.2.2 Non-symmetric bounds

In this subsection we introduce some asymmetry in the problem by considering different capacities
for the players Figures 5 and 6. We remark the following

1. As observed in the previous case, when the integral bound is low, the observed e-Nash
equilibria consists of a pair of constants (left column in Figure 5). As before, this is a
manifestation of Theorem III and Theorem VI.

2. In contrast with the symmetric case, we no longer observe a full bang-bang strategy. Both in
the one dimensional case in Figure 5 and in the two dimensional one in Figure 6, we observe
that the player with higher capacity adopts a bang-bang strategy while the player with less
capacity is not showing this feature.

3. Figure 5 also shows that for high integral bound, the players do not necessarly share the
supports of their strategies. In contrast, the simulation done in the two dimensional case,
Figure 6 is not showing this particularity. There, it is observed that the player with less
capacity fishes in the same area than the player with higher capacity but at a ”lesser”
intensity in some areas.

4. Note that all the comments made for (le_’{“’}lf‘) in the previous subsection regarding Fig-
ure 2 apply in the context of Nash equilibria for understanding a posteriori its geometrical
properties.
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Figure 5: The blue line represents the state 64, o,. The strategy of the first (and second) player,
with higher (lower) capacity, has been depicted as a blue (orange) subgraph. The second player
has a lower integral bound than the first player. In all these simulations, K = 1.

5. Furthermore, we also observe an apparent fragmentation of the Nash equilibria shown for
high capacity.

6 Open problems

Concavity for low fishing abilities in higher dimensions One of the main drawbacks of
Theorem 11T is the fact that it holds only in one-dimension or, in higher dimensions, if the resources
distribution K is close to a constant in the L' norm. As was seen during the proof, the main
possibility to derive a result is so far to establish that

po |VOP?

1-2.
4 g

>0 (6.1)

for any K € K(Q), 6 being the solution of (2.17). In the on-dimensional case this was obtained
through an estimate of [6]. In the higher-dimensional setting, however, it is quite likely that there
is some serious difficulty in obtaining such an estimate for the following reason: in [37], it is proved
that, if we simply assume that K > 0,K # 0, the quantity sup,~o r xz0. x>0 fo 0/ fo K is
infinite. Should an estimate of the form (6.1), such a result could not be true (as one could then
apply the technique of [6] and obtain sup, x g0 x>0 fo 0/ fo K < 4, an obvious contradiction. Of
course, in constructing a sequence such that the biomass to resources ratio diverges, the authors of
[37] blow the L* bound up, but the fact that such phenomena occur in higher dimensions indicates
the potentially very intricate nature of the problem.
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Figure 6: At the left the strategy of the first player, at the right the strategy of the second player.
The second player has a lower integral bound than the first player. K(x) = 1.

The question of fragmentation for Nash equilibria We have also observed a clear frag-
mentation phenomenon of Nash equilibria in the low diffusivity limits. Building on [36, 61], is it
possible to prove a theorem of the form
lim inf min([|ai|sv, ez sv) = oc?
pn—0% (af,a3) Nash equilibria

At this stage, it seems thoroughly unclear how one could approach that question, as this would
require a very fine knowledge of the set of all Nash equilibria of the problem. We plan on tackling
this question in future works.

Optimal Game Regulation Problem In this article we have studied several regimes for which
Nash equilibria exist. Furthermore, we also illustrated how Nash equilibria lead to an under-
performance of resources, in the sense that there are Nash equilibria for which the sum of the
pay-offs of the players is strictly lower than what is optimal to fish. This also has been illustrated
in the numerical simulations. Behind this lines, there is a relevant problem to be addressed. What
is the optimal regulation so that we avoid overfishing as much as possible?

In Figure 7 the total fish harvested is depicted with respect to the volume constraint. One can
observe that, for the Nash equilibria found, there is an optimal volume constraint for maximising
the total amount harvested. This allows us to propose an optimal regulation problem for the
harvesting problem. Let us first define the set of all Nash equilibria given a volume constraint Vj

N (Vo) == {(af,a3) € M<(1,Vp) such that (af, «3) is a Nash equilibria} .

Now, the optimal game regulation problem for the harvesting game is the maximisation of the worst
Nash equilibria with respect to Vj, mathematically

i + 0 d
Y BB 1082

where 0 follows (1.2). To address this problem, it is necessary to characterise all Nash equilibria
given a volume constraint Vj. In Figure 7, we only used the Nash equilibria found with Algorithm
1, but we do not know if there are other Nash equilibria. It is worth noting that, in the case of
Figure 7 (K = 1), it would be sufficient to prove that the unique Nash equilibria for V5 = 0.25 is
al(x) = Vo, OQ(.’E) = V().
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Figure 7: In the vertical axis, the sum of the total fish harvested for both players at the Nash
equilibria found, in the horizontal axis the volume constraint for both players. K(z) = 1.
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Proof of technical results

A.1 Proof of (2.19)

Proof of (2.19). We argue by contradiction. Thus there exists n > 0, a sequence {Vj}rew con-
verging to 0, and, for any k € IN, there exists o, € M« (k, Vi) such that

IME — o, = 204,) — MK —20)| > n.

For the sake of simplicity, define

>\k = )\(K — O — 29ak).
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For any k& € N, define ¢ as the principal eigenfunction of —pA — (K — ap — 26,,). Up to
renormalisation we may thus assume that oy satisfies

—pAp = (K —ag — 200, )k + Ao in Q,
% =0 on 0, (A1)

) >OinQ,fQ<pi:1.
Let Vi, = K — o, — 20,,,. By the maximum principle there exists My such that
VEk € N, ||V L) < Mo
whence we derive that there exists M7 € IR such that

sup [\i| < My
keIN

In particular, by the weak formulation of (A.1) there exists Ms € R such that

sup @rl|wi2) < Ma.
keN

Let Ao be a closure point of {\;}ren and ¢oo be a (weak W12 strong L?) closure point of
{prtren. As

2 —
v ©9 K 08,

k—o0
Passing to the limit in the weak formulation of (A.1), as well as in the normalisation conditions,
we obtain, on ¢, the equation

—pA = (K —20)po0 + AoPoe  in Q,

g =0 on 99,

Yoo = 0in Q, [, 2 =1.

>

It thus appears that ¢ is a constant-sign eigenfunction of the operator —uA — (K — 26). As the
first eigenfunction of an operator is the only one having constant sign we deduce that ¢ is a first
eigenfunction of —puA — (K — 20), so that Ao = MK — 20). As Moo = limg 00 A(K — a, — 20,,),
this is a contradiction.

O

A.2 Proof of (2.30)

Proof of (2.30). We argue by contradiction and assume that (2.30) does not hold. In particular
there exists n > 0, a sequence {Vp i }xew converging to zero and, for any k € IN, oy, € M<(k, Vo 1)
such that

Vk € N, [&(a) — €| =n > 0.

As W, is uniformly bounded in L>®(Q) for V{ small enough from (2.18)-(2.20), the sequence
{&(a) trew is uniformly bounded, say by a constant My > 0:

Vk e N, [§(ar)| < Mo

and thus, up to extracting a subsequence, it converges to some £*.
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In turn this implies that, if we define, for any k& € IN, the normalised eigenfunction ¢ as the
solution of

—puV - ('ZT*":‘) — Waor = &(a)pr  in Q,
>0 fQ gpi =1,

8(;;" =0 on 01,

the estimate (2.18) and the fact that infg 6 > 0 yield the existence of a constant M; such that
VE €N, [lorllwrz@) < M.

We can thus extract a converging (weakly in W1’2(Q), strongly in L?(2)) subsequence of {¢ }ken,
and, without relabelling we assume that the entire sequence thus converges to a ¢* € W12(Q).
Passing to the limit in the normalisation conditions provides us with

>OinQ,][(<p )2 =
Q

Since W, — W strongly (in particular, weakly) in L?(£2) we finally obtain, passing to the limit

k—o0
in the eigenequation, that ¢* solves

—uV - (va) —We* =¢"¢* inQ,
86%* =0 on 01},
= 07359(@*)2 =1

In particular, ¢* is a positive eigenfunction of L. As an eigenfunction of L has a constant sign if,
and only if, it corresponds to the first eigenvalue, we deduce that £* = &, a contradiction. O

A.3 Proof of convergence to an -Nash equilibria

Proposition 24. Algorithm 1 with tol= € > 0, in case of convergence it converges to an €'/*-Nash
equilibria.

Proof. Assume that one has set the tolerance of the algorithm up to ¢ > 0 and that the algorithm
has converged. Then one has that

k+1 k k _k\ _ k+1
11(011 2)—11(0417042)—/9041 9a1{:+17a;2@d$—/ﬂ Qak algd

:/Ozlf-‘_l@allc-pl’agd:ﬂ*/ k1 Gak agdz+/a’f+19a;f7a§dx /a’f& k Igcdx
Q Q Q Q
= / akJrl (0(}[;;4@70[;2c 70a11c,a12c) d:L'+/ Qallc al;ﬁ(l’)dx

Q

where €(z) is a function in L' such that ||e(x)||;: < e. Then, by adapting the estimate obtained
n [49, Equation 2.4] one has the follow estimate

V(@,a') € Me(5V0)*  Bar.as — baagllr < Clla— o[
where C is independent of p and «. This allows us to state
Il(a]fH 0‘2) Il(a1a042) < Ce'f?

The same argument applies for the second player and with that the proposition is proved. O
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