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Reducing the split-attention effect of subtitles during video learning: might the 

use of occasional keywords be an effective solution? 

 

Abstract 

Learning via videos presents many positive aspects (e.g., animation, multi-modality) 

but also has some constraints. For example, when subtitles are provided, a split-attention effect 

could occur between the oral narration, written text, and visual illustration. The presentation of 

only a few written keywords instead of subtitles may be a good solution in terms of how to 

guide learners into their information selection process. In the current study, 96 participants were 

distributed among four experimental conditions. They were shown a 12-minutes video with or 

without subtitles, and with or without highlighted information (i.e., keywords). The results 

showed no effect of subtitles, but keywords had a negative impact on content memorization, 

comprehension, and on the time allocated to learning. The results are discussed in terms of 

metacognition and learners' strategies. It is then hypothesized that learners did not use keywords 

as relevant scaffolds. Instead of being guided into the selection process, learners may have 

considered that the keywords replaced it, and overestimated their learning.  

Keywords: Video, subtitles, keywords, split-attention, learning 

 

Réduire l’effet d’attention divisée des sous-titres pendant l’apprentissage en 

vidéo : les mots-clés ponctuels sont-ils une solution efficace ? 

 

Abstract 

Les vidéos pédagogiques présentent des bénéfices (e.g., animations, multi-modalité) 

mais également des contraintes à prendre en compte. Par exemple, en présence de sous-titres, 
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un effet d’attention divisée peut apparaître entre l’audio, le texte écrit et les illustrations. Une 

solution serait de présenter des mots-clés à la place des sous-titres afin d’éviter une redondance 

inutile et de guider l’apprenant à sélectionner l’information pertinente. Dans cette étude, 96 

participants ont appris une vidéo de 12 minutes avec ou sans sous-titres, et avec ou sans 

information mise en saillance (i.e., mots-clés). Les résultats n’ont montré aucun effet des sous-

titres, mais les mots-clés ont un effet négatif sur la mémorisation, la compréhension et le temps 

d’apprentissage. Ces résultats sont discutés en termes de stratégies mises en place. Les 

apprenants n’auraient pas utilisé les mots-clés pour les guider dans la sélection de l’information, 

mais les auraient considérés comme remplaçant ce processus, surestimant ainsi leur 

apprentissage.  

Mots-clés : Vidéo, sous-titres, mots-clés, attention divisée, apprentissage  
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1. Introduction  

The use of pedagogical videos has increased over the last 20 years, a trend marked by 

three main factors: 1) Massive Online Open Courses (MOOC), generally in the form of video-

recorded lectures (Giannakos, 2013; Schacter & Szpunar, 2015); 2) flipped classrooms 

involving videos for the lesson to be studied before the class (Haagsman et al., 2020; van der 

Meij & Bӧckmann, 2021); and 3) distance learning in schools and universities due to the 

COVID-19 pandemic (Dietrich et al., 2020; Kim, 2020). Presenting the pedagogical content via 

video may have some benefits, but it also has some constraints compared to traditional text-

based content. Research on video learning has grown since 2007 (Giannakos et al., 2014), but 

questions remain on how to efficiently design the videos, taking into account new technological 

advances. 

Indeed, technical progress in artificial intelligence (LeCun et al., 2015) has allowed new 

possibilities to improve education. Relying on deep learning methods (Goksel & Bozkurt, 

2019), it is possible to automatically computerize some tasks, such as the classification, 

segmentation, or generation of various types of documents (e.g., text, images). In the context 

of pedagogical videos, some tasks previously requiring human intervention such as subtitles 

(e.g., Qiu, 2020; Shi et al., 2019) or summaries (e.g., Yousefi-Azar & Hamey, 2017) can now 

be automatically generated. Even if such operations are now technically feasible, their 

contributions to learning must still be evaluated. 

Although many studies have been conducted on the effect of subtitles in video in foreign 

language situations (e.g., d’Ydewalle & De Bruycker, 2007; Guichon & McLornan, 2008; 

Guillory, 1998; Kanellopoulou, 2019; Lavaur & Bairstow, 2011; Lee et al., 2013; Liao, Kruger, 

et al., 2020; Szarkowska & Bogucka, 2019; van der Zee et al., 2017; Winke et al., 2013; Zanón, 

2006), the processes involved may differ (Kanellopoulou et al., 2019; Lin et al., 2016) from 

learning with same-language subtitles (or video captions; see Gernsbacher, 2015). In the current 
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study, the impact of same-language subtitles and keywords on learning will be investigated. 

This topic seems particularly relevant, as designers might be tempted to insert them 

mechanically into video-based environments. In the light of recent studies about signaling 

information in videos, keywords will be associated with markers in the timeline in the present 

study. This implies less frequent keywords than those commonly studied in the literature about 

partial redundancy but may maximize their impact on learning. 

1.1.Video-based learning 

1.1.1. Multimedia learning  

Multimedia learning implies that information is delivered by texts (written or heard) and 

pictures (Mayer, 2014b). According to Paivio’s dual coding theory (1990), two separated 

channels are devoted to information processing: one is a verbal system devoted to language 

processing (e.g., written or oral words) and the other is an imagery system devoted to non-

verbal information (e.g., visual objects, sounds, tactile sensations) in which information can be 

processed in parallel (see Figure 1). These channels are also considered as capacity-limited. 

The theory relies on the general assumption of working memory as capacity-limited, and the 

possibility of overloading it with too much incoming information for it to process. This 

cognitive overload may be detrimental to learning (Paas & Sweller, 2014; Sweller et al., 2019). 

In the cognitive load theory, three types of cognitive load are usually distinguished: the intrinsic 

cognitive load that refers to the complexity of information; the extraneous cognitive load related 

to information presentation; and the germane cognitive load, defined as the resources left to 

process information (Paas & Sweller, 2014; Sweller et al., 2019, p. 201). The aim of 

pedagogical design is thus to: 1) reduce the extraneous cognitive load to 2) increase the germane 

cognitive load to 3) process the intrinsic cognitive load (Paas & Sweller, 2014).  
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Figure 1. Paivio’s distinction between verbal and imagery systems for information 

processing 

Figure 1. Distinction entre le système verbal et le système imagé pour le traitement de 

l’information selon le modèle de Paivio 

 

According to the Cognitive Theory of Multimedia Learning proposed by Mayer 

(2014a), and in line with Paivio’s work as outlined above, incoming information is processed 

through two capacity-limited channels. But more precisely, this process implies the active 

participation of learners, who select the relevant information from the document, organize it 

into mental representations, and then integrate these representations with their previous 

knowledge. This succession of steps is common to various other models, and may be designated 

as the Selection-Organization-Integration model (Fiorella & Mayer, 2016). However, theories 

about multimedia learning have not been specifically designed for video-based learning. 

Therefore, some particularities related to the video format need to be considered. 

1.1.2. Benefits of the video format to learning 

The video format combines two major benefits over traditional written pedagogical 

documents (van der Meij & van der Meij, 2014) that are not exclusive to videos, but are 

combined in this format. The first is that videos make it possible to show animated illustrations, 

which are beneficial compared to static pictures according to the literature (for a meta-analysis, 
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see Höffler & Leutner, 2007). This makes it possible to represent dynamic content, and gives 

the learner access to the perception of changes in time and/or space (Lowe & Schnotz, 2014; 

Ploetzner et al., 2020; van der Meij & van der Meij, 2014).  

The second benefit of the video format is that visual and auditory information can be 

delivered simultaneously (van der Meij & van der Meij, 2014). This benefit is related to the 

way the information is processed. On the basis of Paivio’s work, learning models such as the 

Cognitive Theory of Multimedia Learning (Mayer, 2014a) have emerged, alongside the 

Integrated Model of Text and Picture Comprehension (Schnotz, 2014). According to these 

models, information is still processed in two separated capacity-limited channels, but a 

preliminary sensory level is added in which the two channels distinguish between auditory and 

visual modalities. After this, information is processed in verbal and pictorial models in Mayer’s 

model, and in depictive and descriptive subsystems according to Schnotz’s model. This 

distinction at a cognitive level between verbal and non-verbal channels appears very similar to 

that described by Paivio (1990) for verbal and imagery systems (see Figure 2).  
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Figure 2. Information processing in two channels at sensory and cognitive levels 

Figure 2. Traitement de l’information en deux canaux au niveau sensoriel et au niveau 

cognitif 

 

Thus, cognitive overload could arise both at cognitive (as conceptualized by Paivio) and 

sensory levels. Presenting auditory and visual information could increase the effective working 

memory capacity, by not overloading either of the channels (Low & Sweller, 2014; Sweller et 

al., 2019). In the multimedia learning literature, this beneficial effect is called the modality 

effect (for a meta-analysis, see Ginns, 2005). Furthermore, in videos, auditory information is 

usually in the form of verbal narration, and visual information is usually provided as animated 

pictures. So, irrespective of the theoretical distinction considered to exist between the two 

channels (auditory/visual or verbal/non-verbal), the video format should be particularly adapted 

to solicit both of them. In summary, the video format delivers information in a particular way 

that can lead to better information processing. Liao et al. (2020) proposed a model specifically 

including a subtitles process. This model also presents benefits from the parallel use of visual 
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and auditory channels. However, the video format also brings some constraints, that must now 

be considered. 

1.1.3. Negative aspects of the video format to learning 

Along with the positive aspects of video over written documents, some negative impacts 

of videos must also be noted. The main concern related to information delivered transiently 

(Höffler & Leutner, 2007; Leahy & Sweller, 2011; Merkt et al., 2011). Contrary to static 

information (e.g., written text), when individuals watch some animated content, they need to 

integrate the delivered information with previous information that is no longer available (Hasler 

et al., 2007; Schwan & Riempp, 2004; Singh et al., 2012). This kind of information processing 

is cognitively costly (i.e., it increases the extraneous cognitive load; see Wong et al., 2019), and 

could exceed individuals’ resources (Bétrancourt et al., 2003; Hasler et al., 2007; Spanjers et 

al., 2012; Sweller et al., 2019). Indeed, the process of maintaining access to representations and 

integrating new information into these representations mainly relies on the working memory 

capacity, which is limited (Wiley et al., 2014). 

Another constraint of the video format is related to the difficulty of retrieving specific 

information. Rather than looking for information in a written document by visually browsing 

it, individuals need to navigate through the timeline of the video until they find the information 

they seek (Zhang et al., 2006). However, it appears that the ability to identify content’s 

organization in a document is a key component in information processing (Sanchez et al., 2001). 

This ability may also rely on working memory capacity: indeed, individuals with higher 

working memory capacity may better maintain and integrate information during retrieval 

activity (Banas & Sanchez, 2012). 

Overall, the aims when designing a video-based learning environment remain the same 

as those of multimedia learning to 1) avoid cognitive overload; and 2) facilitate the processes 
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of selection, organization (both promoting information seeking process), and integration 

(constrained by transience and limited working memory capacity) of relevant information. For 

this purpose, the presence of subtitles needs to be analyzed in view of these aims. It appears 

that, in line with the previously presented models, subtitles may induce cognitive overload. The 

next section will explain how full subtitles may be more detrimental than beneficial to the 

learner, but partial subtitles such as keywords may resolve some of the negative aspects. 

1.2. Presence of subtitles in a video-based environment 

1.2.1. Subtitles and split-attention 

Contrary to expectations based on the modality effect, in a study conducted by Leahy 

and Sweller (2011), participants had a lower level of learning performance when visual 

illustration was associated with oral narration rather than written text. According to the authors, 

this result can be explained by the transitory nature of oral narration, that makes it too difficult 

to process in working memory when the speech is too long. In this specific situation, the 

negative transience effect would hinder the beneficial modality effect. A shorter, less complex 

oral narration or written text would be easier to process. Thus, it might appear that adding 

written text (i.e., subtitles) to oral narration could limit the negative transitory aspect of 

information, but the combination of written text and oral narration (with an illustration) could 

actually be more detrimental than beneficial. Indeed, a negative split-attention effect could then 

occur when learners have to simultaneously mentally integrate different sources of information 

(Hasler et al., 2007). A subtitled video would provide three concurrent sources of information 

at the same time: oral narration, written text, and visual illustration (Zanón, 2006). According 

to Paivio’s model (1990), this implies a risk of cognitive overload in the verbal system, while 

in Mayer’s (2014a) and Schnotz’s (2014) models the risk of overload is situated in the visual 

channel (van der Zee et al., 2017; Yue et al., 2013). This situation may lead to losing the benefit 
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of the modality effect (i.e., the use of two channels instead of one to avoid overload). 

Furthermore, the association of oral narration and written subtitles may lead to redundancy, 

since these two sources deliver identical information (Adesope & Nesbit, 2012; Sorden, 2005). 

Generally, redundancy is considered as negative, individuals learn better when the pedagogical 

document is constructed of pictures and spoken words rather than pictures, spoken and written 

text presented simultaneously (Jamet & Le Bohec, 2007; Kalyuga et al., 2004; Mayer & 

Fiorella, 2014). 

Lastly, the presence of subtitles has specific constraints related to written content: 

learning is mainly driven by the text. In a study led by Hannus and Hyönä (1999, experience 

2), individuals were given a document with static illustration and written text. The authors’ 

analysis of eye movements showed that learners spent only 6% of learning time inspecting the 

illustrations. Overall, when written text is presented, individuals start reading before alternating 

between text and pictures, and ultimately spend more time on the text (Schmidt-Weigand et al., 

2010). However, in video, visual information is transient (Ayres et al., 2019). Even if it can be 

considered less transient than oral speech, adding subtitles implies adding partially transient 

written information, and the reading rhythm is no longer controlled by the learner (Kruger et 

al., 2015). Attention being mainly focused on the subtitles may lead to not enough time being 

devoted to inspecting illustrated information that may quickly disappear.  

So, the main constraints of subtitles in videos are that a split-attention effect can occur 

between the text and pictures, and that the text is considered as the principal source of 

information. The literature generally agrees on the potential negative effect of redundancy that 

full subtitles may provide with oral narration, even if some studies contradict these results (e.g., 

Gernsbacher, 2015; Szarkowska et al., 2016). A way to limit the amount of time allocated to 

redundant information could be to present only keywords associated with the oral narration in 

writing (Adesope & Nesbit, 2012). 
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1.2.2. Full versus partial subtitles 

In studies by Mayer and Johnson (2008), learners were exposed to a diagram 

accompanied by oral narration. Written keywords were proposed or not. The presence of 

redundant keywords was found to lead to better memorization of the information. In a meta-

analysis conducted by Adesope and Nesbit (2012), the degree of redundancy between oral 

narration and written text seemed to moderate the redundancy effect. Indeed, partial redundancy 

(e.g., oral narration associated with written keywords only) may lead to better learning than full 

redundancy (e.g., oral narration, and identical written text). The positive effect of keywords 

may be explained by the fact that keywords are supposed to guide learners in selecting relevant 

information (Adesope & Nesbit, 2012; Mayer & Johnson, 2008; McCrudden et al., 2014). As 

it corresponds to the first step of the learning process according to the Selection-Organization-

Integration model (Fiorella & Mayer, 2016; Mayer, 2014a), facilitating information selection 

may be particularly useful in improving learning (de Koning et al., 2009). 

In fact, this highlighting benefit attributed to keywords could be related to the definition 

of signaling devices in written documents (e.g., titles, typographical variations) according to 

Lorch (1989), aiding the identification of important information. When dealing with transient 

content (i.e., video), it may be particularly helpful for learners to know which information is 

important but also when it is presented, which could decrease extraneous cognitive load (de 

Koning et al., 2009). Further, studies on the effect of titles in videos (when associated with 

markers in the timeline, e.g., Cojean & Jamet, 2017, 2018) have shown that they may facilitate 

navigation in the video and the retrieval of specific information (which is one of the major 

constraints of videos). Thus, it can be supposed that occasional keywords with markers in the 

timeline could be beneficial in the same way in dealing with transient information and 

facilitating the retrieval of information during learning, especially during reviewing activity.  
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1.3. The current study 

The current study aims to investigate the impact of full subtitles and keywords 

(i.e., partial subtitles) on learning in video. When focused on the redundant effect, previous 

studies appeared either to focus on the effect of subtitles (e.g., Jamet & Le Bohec, 2007) or on 

the effect of keywords (e.g., Mayer & Johnson, 2008). In a study conducted by de Koning, van 

Hooijdonk, and Lagerwerf (2017), the effects of oral speech, written subtitles and on-screen 

labels on procedural learning were analyzed. However, the animation only lasted 84 seconds. 

According to results from Leahy and Sweller (2011), difficulties due to transience may depend 

on the length of the video. Perhaps the video in the study of de Koning, van Hooijdonk, and 

Lagerwerf (2017) was too short to induce a negative impact of redundancy and split-attention. 

It may therefore be interesting to analyze the impact of subtitles and keywords when learning 

using a longer video that might exceed learners’ cognitive resources. The current study aims to 

evaluate these effects through the use of a 12-minute video. Moreover, in the current study, and 

contrary to de Koning, van Hooijdonk, and Lagerwerf (2017), keywords were associated with 

markers in the timeline to optimize their beneficial guiding effect. Following a 2x2 

experimental design, learners were shown a video with full subtitles, only some keywords, both 

(subtitles and keywords), or none. Our main hypotheses are that: 1) subtitles may be totally 

redundant with oral narration, split attention between too many sources of information, and then 

have a negative impact on learning performance; and 2) occasional keywords may provide only 

partial redundancy and guide learners into relevant strategies (i.e., the selection of relevant 

information, navigation) that have an overall positive effect on learning.  

 In this context, learning corresponds to the increase in knowledge in the long-term 

memory (Hasler et al., 2007), and it implies the memorization as well as comprehension of the 

presented information (Eitel et al., 2013). On the one hand, memorization can be defined as the 

ability to reproduce or recognize presented material (Mayer, 2014b), and is usually measured 
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through retention tests (Bétrancourt et al., 2003). On the other hand, comprehension 

corresponds to the interaction between incoming information and prior knowledge (Woodall et 

al., 1983), and is usually measured through transfer tests (Bétrancourt et al., 2003) in which 

learners can reuse what they have learned in new contexts. 

A series of predictions was made in the present study, as expressed in the following 

hypotheses: 

Hypothesis 1. Effect of subtitles on video learning. Due to the split-attention effect 

between three concurrent sources of information (oral narration, written text, and visual 

illustration), full redundancy between two sources (oral narration and written text) and attention 

being focused on the written text at the expense of visual illustration, the presence of subtitles 

may be detrimental to the learner’s comprehension (Hypothesis 1a) and memorization 

(Hypothesis 1b) of the video content. 

Hypothesis 2. Effects of keywords on video learning. Keywords may help learners to 

select important information and facilitate the retrieval of specific information. So, the presence 

of keywords may be beneficial to comprehension (Hypothesis 2a) and the memorization of 

video content. However, previous studies have shown that the memorization of non-highlighted 

information could be poorer in the presence of keywords, because it would be considered as 

less important information (Lorch, 1989; Lorch & Lorch, 1996). Thus, a distinction is made by 

the learner between important information (i.e., highlighted by keywords when they are 

provided) and less important information (i.e., not highlighted by keywords). The presence of 

keywords may be beneficial to the memorization of important information (Hypothesis 2b), but 

they may have a negative impact on the memorization of less important information 

(Hypothesis 2c). 
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2. Method 

2.1. Participants 

113 students attending the University of Angers (France) participated in the study. Data 

from 17 participants were excluded from the analyses due to video issues. Of the 96 remaining 

students (87 women, 9 men), the average age was 20.07 years (SD = 2.15). All the participants 

volunteered to take part in the study, and were recruited via an email sent to all students at the 

university. The experiment was conducted in accordance with the principles of the Declaration 

of Helsinki (World Medical Association, 2013).  

2.2. Materials and experimental design 

Each participant had access to a computer and headphones. A video-based environment 

was designed to display a video in French about astronomy (TEDx Talks, 2013). The video-

based environment is presented in Figure 3, and consisted of the video (lasting 11 minutes and 

51 seconds), a table of contents presenting the five main parts of the video, and the timeline 

with segmentation corresponding to the five chapters. A timer was designed just below the table 

of contents to indicate how much time was left for learning (maximum 20 minutes). A button 

reading "Go to the questionnaire" was also displayed below the timer. A table of contents 

representing the chapters of the video was available in each experimental condition, as were 

segments in the timeline corresponding to these chapters. All the participants could navigate 

through the video using the timeline and click on a chapter in the table of contents to directly 

access it. Participants were evenly and randomly distributed among the four experimental 

conditions. In the "Subtitles" condition (n = 24), subtitles transcribing the full oral narration 

(i.e., verbatim; Szarkowska et al., 2011) were included below the screen (see Figure 3). In the 

"Keywords" condition (n = 25), seven keywords were available instead of full subtitles. They 

appeared when they were pronounced by the oral narration and corresponded to the actual 

written version of the spoken text. No other written information was included except the 
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keywords. Depending on the keyword, they were displayed on screen for between two and four 

seconds. Keywords were chosen as they were considered as representing important information 

(i.e., the key ideas) in the delivered content. According to de Koning et al. (2009), highlighting 

information in transient content implies that the learner should guide their attention onto which 

information is highlighted, and when. Furthermore, previous studies in the literature (e.g., 

Cojean & Jamet, 2017, 2018) have shown that titles only have a beneficial impact on 

information retrieval and navigation in a video when they are associated with markers in the 

timeline. Then, markers were situated in the timeline to represent the localization of keywords 

(see Figure 3). In the "Subtitles and Keywords" condition (n = 23), full subtitles were displayed, 

and keywords were highlighted in these subtitles. Corresponding markers in the timeline were 

also available (see Figure 3). Finally, in the "Control" condition (n = 24), the video was 

displayed without any subtitles or keywords (see Figure 3). 
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Figure 3. Screenshots of video-based environment in Control (1), Subtitles (2), 

Keywords (3) and Subtitles and Keywords (4) conditions 

Figure 3. Captures d’écran de l’environnement vidéo pour les conditions Contrôle (1), 

Sous-titres (2), Mots-clés (3) et Sous-titres et mots-clés (4) 

 

2.3. Measures 

2.3.1. Control variables 

Interest in the topic and perceived competence. A pre-task questionnaire was 

proposed to participants before they undertook the learning task. They were asked to indicate 

from 0 to 10 (on an 11-point Likert scale) their degree of interest in the topic of the video 

(i.e., galaxies in the universe). They also had to indicate from 0 to 10 (11-point Likert scale) 

how much they felt competent on this subject. The aim of these two questions was to ensure 

that participants were equitably distributed among the four experimental conditions. 

2.3.2. Learning time  

The video lasted 11 minutes and 51 seconds, but learners had 20 minutes to learn it. 

Then, time was left for the learners to revise the information. They could navigate through the 

video as much as they wanted during these 20 minutes. In the current study, this could be 

considered as a measure of learning strategies. If they considered that their learning was done 

before the end of the 20 minutes, they could go to the post-task questionnaire whenever they 

wanted. The learning time was measured from when the learners launched the video (i.e., when 

the timer started) to when they skipped to the post-task questionnaire (i.e., when they clicked 

on the "Go to the questionnaire" button or directly accessed the questionnaire at the end of the 

20 minutes).  
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2.3.3. Comprehension  

A post-task questionnaire was proposed to the learners after the learning task. Five 

comprehension questions (i.e., transfer questions) were asked (four open-ended questions and 

one multiple-choice question). The answers were not explicitly given in the video; rather, 

learners had to infer responses (e.g., “What process in space can be related to the famous 

Lavoisier sentence "Nothing is lost, nothing is created, everything is transformed"?”). Each 

question was worth one point. In total, the comprehension questions were scored as five points, 

then transformed into a percentage. Questions were scored by one rater. 

2.3.4. Memorization 

In the post-task questionnaire, 13 memorization questions (12 open-ended questions and 

one multiple-choice question) were asked, for a total of 15 points. Eleven questions were worth 

one point each, and the other two questions were worth two points each because the expected 

responses were composed of two parts. All the information to answer these questions was 

explicitly contained in the video. Six memorization questions (on six points) were directly about 

important information that the keywords highlighted when they were available. For example, 

in the “Keywords” and “Subtitles and Keywords” conditions, one of the keywords (or key 

phrases) was “13 million light years”, because it was considered as important information in 

the video (see Figure 3). Then, one question was “What is the maximum distance, with a 

telescope, at which we can see galaxies?”. Seven other questions (on nine points) were about 

information considered as less important and thus not related to potential keywords. For 

example, one of those questions was “In its beginnings, what was the temperature of the 

universe?”, and this information was not related to any keywords. Since scores on important 

and less important information were not on the same scale, they were transformed into 



20 

 

percentages. As for comprehension questions, memorization questions were scored by one 

rater. 

2.4. Procedure 

One to eight participants could perform the experiment at the same time. Once they 

were installed, each one in front of a computer, the experimenter presented the study and the 

instructions. Each participant started when they wanted. As was mentioned above, first, the 

participants answered a pre-task questionnaire about their interest and perceived competence in 

the topic of the video. Then, they had to read the instructions for the learning task. It was 

stipulated that they would have 20 minutes to learn the maximum information from the video, 

and that they could navigate as much as they wanted during those 20 minutes. When they 

wanted to go to the knowledge test, they would have to click on the "Go to the questionnaire" 

button. If they had not finished in 20 minutes, the video would stop and they would 

automatically go to the questionnaire. The post-task questionnaire was presented on the 

computer screen and was composed of 13 memorization and 5 comprehension questions 

presented in a random order. At the end of the questionnaire, two demographic questions about 

age and gender were asked. 

3. Results 

All statistical analyses were performed using the R statistical software (R Core Team, 

2019). 

3.1. Control variables 

An ANalysis Of VAriances (ANOVA) was performed on the prior interest and 

perceived competence scores (from 0 to 10) to ensure that the participants were equitably 

distributed among the experimental conditions. The ANOVA showed no differences between 

conditions (see Table 1 for descriptive statistics), either for interest in the topic, F(3, 92) = 0.78, 

p = .510, η² = .02, or perceived competence, F(3, 92) = 0.88, p = .454, η² = .03.  
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Table 1. Descriptive statistics for control variables 

Tableau 1. Statistiques descriptives pour les variables contrôles 

Condition 
Prior interest Perceived competence 

M SD M SD 

Control 6.29 1.30 2.00 1.22 

Subtitles 5.83 2.39 2.67 1.95 

Keywords 6.00 1.55 2.16 1.34 

Subtitles and Keywords 5.39 2.74 2.43 1.56 

 

3.2. Learning 

3.2.1. Learning time 

Concerning learning time, the ANOVA showed a significant effect of keywords on 

learning times, F(1, 92) = 5.88, p = .017, partial η² = .06. Participants with keywords seemed 

to spend less time learning the video than participants without keywords (see Table 2 for 

descriptive statistics). Since the video lasted 11 minutes and 51 seconds (i.e., 711 seconds), 

participants with keywords spent an average of 2 minutes and 3 seconds (i.e., 123.41 seconds) 

engaged in reviewing activity, whereas participants without keywords spent 3 minutes and 31 

seconds on average (i.e., 211.07 seconds) reviewing information. No effects of subtitles, 

F(1, 92) = 0.06, p = .806, partial η² = .00, nor of interaction between keywords and subtitles, 

F(1, 92) = 0.38, p = .538, partial η² = .00, were found. 
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Table 2. Descriptive statistics for learning times 

Tableau 2. Statistiques descriptives pour les temps d’apprentissage 

Condition 
Learning time (in s.) 

M SD 

Control 929.71 197.49 

Subtitles 914.42 220.53 

Keywords 819.60 126.46 

Subtitles and Keywords 849.22 153.31 

 

3.2.2. Comprehension  

The ANOVA showed a significant effect of keywords on comprehension scores, 

F(1, 92) = 5.05, p = .027, partial η² = .05. Participants with keywords seemed to have a lower 

comprehension score than participants without keywords (see Table 3 for descriptive statistics). 

No effects of subtitles, F(1, 92) = 1.15, p = .287, partial η² = .01, nor of interaction 

between keywords and subtitles, F(1, 92) = 0.18, p = .675, partial η² = .00, were found. 

Table 3. Descriptive statistics for comprehension scores 

Tableau 3. Statistiques descriptives pour les scores de compréhension 

Condition 
Comprehension (%) 

M SD 

Control 35.42 15.32 

Subtitles 41.25 23.83 

Keywords 28.00 20.87 

Subtitles and Keywords 30.43 18.02 

 

3.2.3. Memorization 

Concerning the global memorization score, the results showed a significant effect of 

keywords, F(1, 92) = 6.67, p = .011, partial η² = .07, but no effect of subtitles, F(1, 92) = 2.50, 
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p = .117, partial η² = .03, nor any interaction between keywords and subtitles, F(1, 92) = 0.38, 

p = .538, partial η² = .00. 

Questions about important information (i.e., information highlighted in conditions with 

keywords) and questions about less important information (i.e., that which was not highlighted 

by keywords in conditions with keywords) were also distinguished. For questions about 

important information, the ANOVA showed a significant effect of keywords on memorization 

scores, F(1, 94) = 6.64, p = .012, η² = .07. For questions about less important information, the 

results also showed a significant effect of keywords, F(1, 94) = 4.63, p = .034, η² = .05.  

Overall, participants with keywords seemed to have lower memorization scores than 

participants without keywords, both for highlighted information and non-highlighted 

information (see Table 4 for descriptive statistics). 

Table 4. Descriptive statistics for memorization scores 

Tableau 4. Statistiques descriptives pour les scores de mémorisation 

Condition 
Memorization (%) 

Memorization of 

important 

information (%) 

Memorization of 

less important 

information (%) 

M SD M SD M SD 

Control 54.51 17.02 62.50 25.30 49.19 17.80 

Subtitles 58.33 20.02 66.32 26.86 53.01 18.61 

Keywords 41.13 21.37 46.33 27.86 37.67 20.33 

Subtitles and 

Keywords 
50.14 23.26 52.90 33.77 48.31 18.04 

 

4. Discussion 

The aim of this study was to test the effects of subtitles and keywords in a video on 

learning performance. Full subtitles were supposed to have a negative impact on learning due 

to 1) the split-attention effect between illustration, oral narration, and written text; 
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2) redundancy between oral and written narration; and 3) learners’ attention being focused on 

the written text instead of illustrations. In contrast, using occasional keywords with markers on 

the timeline was supposed to be positive since it could 1) highlight relevant information and 

guide learners to be more efficient in their selection process (Mayer & Johnson, 2008); and 

2) facilitate navigation through the video (Cojean & Jamet, 2017).  

The results showed no effect of subtitles on learning performance. Hypotheses 1a and 

1b are therefore not validated. If a split-attention effect occurred, it had no impact on learning 

in this study. Two explanative hypotheses could be considered and explored in future works. 

The first of these is that since learning seems to be generally driven by the text (e.g., Hannus & 

Hyönä, 1999; Schmidt-Weigand et al., 2010), learners may have focused on subtitles when they 

were present and totally inhibited information from the oral speech. However, this is not in line 

with the theoretical concept of redundancy (Mayer & Fiorella, 2014). Secondly, a reverse 

possibility is that the learners ignored the written text (i.e., subtitles). Maybe it is easier to focus 

only on oral speech and visual illustrations when the video is long and when subtitles are present 

at a high frequency, contrary to keywords being less frequent and way more salient in drawing 

learners’ attention. Studies could therefore be conducted with slightly different information 

delivered via written text and oral speech in order to explore which source was favored in this 

context. Further, the effect of keywords surprisingly seemed to be negative on learning 

performance. Learners with keywords had lower comprehension scores than learners without 

keywords. Hypothesis 2a is thus not validated. Moreover, the presence of keywords had a 

negative impact on the memorization of less important information as well as on the 

memorization of important information, thus confirming Hypothesis 2c but not validating 

Hypothesis 2b. Regarding learning time, it appears that learners with keywords spent less time 

on the video, which indicates less time reviewing the information that could have been relevant.  
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An explicative hypothesis could be that learners don’t perceive keywords as particularly 

relevant (de Koning et al., 2009). Also, in the current study, the presence of occasional and 

salient keywords could have led to the implementation of non-relevant strategies by learners. 

Keywords are supposed to help the selection of important information by signaling it, but 

learners may have considered that instead of supporting the selection process, the keywords 

replaced it. Then, they may overestimate their learning performance, which is consistent with 

less time spent watching the video. This difficulty for learners in pursuing a relevant strategy 

(i.e., using keywords to facilitate the selection process) must be explored, and may be explained 

in terms of self-regulation difficulties (Fernandez & Jamet, 2017; Winne & Hadwin, 2013). 

Lastly, keywords were supposed to reduce the split-attention effect between the spoken and 

written text. However, in relation to the results of the current study, it can be hypothesized that 

keywords caused more split-attention than subtitles due to their low frequency of appearances 

and disappearances (i.e., only seven instances). In fact, the number and frequency of keywords 

may be an important factor in the process: a lower number of more salient keywords would be 

worse than partial subtitles throughout the video. In studies conducted by Mayer and Johnson 

(2008), the term “keywords” actually referred to partial subtitles present at each slide (i.e., at a 

high frequency), and were found to have a positive impact on learning. further, in a study led 

by Angerbauer, Adel and Vu (2019), full subtitles were compared to compressed subtitles (the 

latter with about 50% of the words presented in the full subtitles). No differences were found 

in comprehension between the conditions. The keywords presented in the current study 

represented far less than 50% of the subtitles. The small number of keywords may have had a 

negative impact on learners’ attention. It may therefore be necessary to find the right ratio 

between too much redundancy and too little salient information. Further work could also help 

to establish which information to highlight, as this may guide learners’ attention and strategies. 
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The current study has some limits. First, all the participants were college students. A 

positive side of this is that students are daily engaged in learning activities, and are probably 

more likely to deal with video formats than other people. However, to generalize the observed 

effects, a larger sample of participants would be needed. Further, only one video was used in 

the proposed learning activity. Replication of the study using different video-based 

environments and different types of content would be necessary to generalize the conclusions. 

Next, only one rater scored the memorization and comprehension questionnaires. Even if the 

rater followed a detailed scale, double blind scoring should be considered in future studies. Also 

in future studies, additional measures could be recorded as verbalizations to gain access to 

learners' strategies and self-regulation processes (Fernandez & Jamet, 2017; Greene et al., 2015; 

Kruger & Steyn, 2014). Eye-tracking measures could also be used to gain insights into learners' 

visual strategies (e.g., Kruger & Steyn, 2014): it may be the case that a split-attention effect 

between picture, oral narration, and written text doesn't appear because learners strongly rely 

on one source rather than another. Additional measures could also explore the attention 

specifically given to oral narration when written text is read. Finally, the linguistic 

characteristics of keywords (e.g., length, level of abstraction) could be considered, as well as 

subtitles and keyword editing (i.e., verbatim or edited text; Szarkowska et al., 2011, 2016). 

5. Conclusion 

In conclusion, contrary to theoretical redundancy and split-attention effects, the current 

study observed no impact on learning performance when subtitles are totally redundant with 

oral narration. However, the presence of some keywords had a negative impact on learning. 

Learners’ attention was probably even more divided between the oral speech, visual illustration, 

and keywords, because they were only occasional. There is also the possibility that learners 

were misled by the keywords and did not pursue efficient learning strategies. Future studies 

should focus on a deeper comprehension of learning strategies and the processes involved in 
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the presence of keywords. It is also necessary to look for a specific design promoting the 

potentially beneficial effect of keywords on the selection process. 
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