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BILINEAR OPTIMAL CONTROL FOR A FRACTIONAL DIFFUSIVE EQUATION

CYRILLE KENNE, GISELE MOPHOU, AND MAHAMADI WARMA

ABSTRACT. We consider a bilinear optimal control for an evolution equation involving the fractional
Laplace operator of order 0 < s < 1. We first give some existence and uniqueness results for the
considered evolution equation. Next, we establish some weak maximum principle results allowing us
to obtain more regularity of our state equation. Then, we consider an optimal control problem which
consists to bring the state of the system at final time to a desired state. We show that this optimal
control problem has a solution and we derive the first and second order optimality conditions. Finally,
under additional assumptions on the initial datum and the given target, we prove that local uniqueness
of optimal solutions can be achieved.

1. INTRODUCTION

Let Q C RY (N > 1) be a bounded domain with boundary 9 and w C © an open set. Given T > 0,
a >0 and p? € L>(Q), we are interested to the optimal control problem: Find

. 1 a
52{[ J(U) = §||p(7T) - pd”%z(ﬂ) + 5”7)”%2(“))((0)71)), (11)

subject to the constraints that p solves the space fractional diffusion equation

pe+(=A)°p = vpxu in Q:=0x(0,T),
p = 0 in X:=RV\Q)x(0,7T), (1.2)
p(-,0) = p° in Q,
and the set of admissible controls is given by
U={ve Ll®wx(0,T): m<v<M mMEecR, M>m}. (1.3)

In (1.2), (—A)?® denotes the fractional Laplace operator of order 0 < s < 1, p° € L>(£) and Y, is the
characteristic function of w.

Bilinear systems are used to describe many processes in biology, ecology and engineering. These
systems which are nonlinear due to the product between the input and the state variable are gained
in interest to many researchers. We refer to Bruni et al. [8] for instance. Optimal control of such
systems has been widely investigated. In the case of control depending only on time, Bradley et al.
[6] proved the existence and uniqueness of a bilinear optimal control. Actually, the control which acts
as a multiplier of a velocity term is a positive uniformly bounded function of time. The uniqueness of
the optimal control were achieved for a time T sufficiently small. Addou et al. [1] studied a bilinear
optimal control of a system governed by a fourth-order parabolic operator. The bilinearity appeared in
the form of the scalar product of the vector of controls and the gradient of the state. The authors proved
under suitable hypotheses the existence of an optimal control that they characterized with an optimality
system. Then, assuming that the initial state is small enough, they obtained the uniqueness of the
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optimal control. In [16], an optimal bilinear control of an abstract Schrodinger equation was considered.
The existence of an optimal control depending only on time is proved and the first order optimality
system is derived. The paper [33] considered a regional quadratic control problem for distributed bilinear
systems. They proved that an optimal control exists and gave an optimality system that characterizes
the control. Considering a control depending on time and space, [21] studied an optimal control of linear
heat equation with convective boundary condition in which the heat transfer is took as the control. They
proved the existence and uniqueness of the optimal control and the solution of the optimality system. The
results were achieved by means of compactness and maximum principle results. In [13] they investigated
a constrained regional control problem of a bilinear plate equation. They proved using some compactness
results the existence of an optimal control that they characterized with an optimality system. The cases
of time or space dependent control were also discussed. Recently, [5] studied an optimal control problem
subject to the Fokker-Planck equation. They proved the existence of optimal controls and derived the
first and second order optimality conditions. We refer to [4, 7, 22, 27, 28, 30, 34, 35, 36] for more literature
on bilinear optimal control problems involving PDEs of integer order.

Actually, since bilinear controlled PDEs are nonlinear, the most challenging issue in controlling such
models is not only to find appropriate compactness results to obtain the existence of an optimal control,
but also to derive necessary and sufficient optimality conditions and the uniqueness of optimal solutions.
This can be achieved by improving the regularity of solutions to the optimality systems.

To be the best of our knowledge this is the first work on control problems associated to fractional
bilinear PDEs. We have obtained the following specific results:

e Corollary 3.4 and Theorem 3.6 show existence, uniqueness and regularity of solutions of (1.2).
The regularity is obtained by proving some results of maximum principle that are interesting in
their own independently of the application given here.

Theorem 4.1 gives the existence of solutions to the control problem (1.2)-(1.1).

The first order necessary optimality conditions are given in Theorem 5.8.

The second order necessary and sufficient conditions are contained in Theorems 5.16 and 5.18.
Finally, in Theorem 5.20 we prove the local uniqueness of optimal solutions under additional
assumptions on the initial datum p° and the target p?.

The rest of the paper is organized as follows. In Section 2, we give some definitions and properties of the
fractional Laplacian and some known results. In Section 3, we first prove the existence and uniqueness
of weak solutions to the bilinear fractional diffusive system. Then, under some assumptions on the data,
we establish appropriate maximum principle results. We prove in Section 4 that there exists at least
one optimal control solution of (1.2)-(1.1). In Section 5 we derive the first and second order optimality
conditions and systems. Under smallness assumptions on the initial datum and the given target, we show
that the optimal solutions are locally unique.

2. PRELIMINARIES

For the sake of completeness, we give some well-known results that are used throughout the paper.
We start by introducing the fractional Laplace operator. Given 0 < s < 1, we let

LIRYN) := {w : RY — R measurable and /]RN % dz < oo}.

For w € LL(RY) and & > 0, we set

w(z) —w(y) N
—A)Yw(x :=CNS/ ————dy, zeR",
(—A)Zw(x) (y€RY: fo—ylsey [E — GINTES
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where C'y s is a normalization constant given by Cn s := —
72(1 —s)

. The fractional Laplacian (—A)*®

is defined by the following singular integral:

AV () e w(@) —wy) Ay N
(—A)’w(z) :== Cn,sP.V. [ P dy—lglﬁl( Aw(z), xeRY, (2.1)

provided that the limit exists for a.e. z € RY. We refer to [12, 20] for equivalent definitions of (—A)*.
Next, we introduce the function spaces needed to investigate our problem. Let Q C RY (N > 1) be
an arbitrary open set and 0 < s < 1. We define the fractional order Sobolev space

HS(Q):—{ueLQ(Q):/Q [u@) — u(y)?

0 |z —y|Nt2s
and we endow it with the norm given by

1/2
2 Ju(e) — u(y)? )
ull gs u d:v—i—/ dxdy .
el o </Q| | oo lv—y/Nt2s

Hi(Q) = {w e H*®RY): w=0 in RN\Q}.
Then, H§(2) endowed with the norm

Cn.s w(z) —w(y))? 1/2
lwll #50) = (% /RN /RN (IQTEQ? dxdy) ; (2.2)

is a Hilbert space (see e.g. [29, Lemma 7]). We let H5(Q2) := (H§(2))* be the dual space of H§(£2) with
respect to the pivot space L?(2), so that we have the following continuous embeddings (see e.g. [3]):

dzdy < oo}

We set

HE(Q) = L*(Q) — H*(Q). (2.3)
From now on, for any p, 1 € H§(£2), we set
F(p, ) := C% /R N /R R k) _@(y_)g(rfv(fg)s_ ) 44y, (2.4)

Hence, the norm on H(£2) given by (2.2) becomes |[w|| gz ) = (F(w, w)) 2.
We let the operator (—A)%, on L?(€2) be given by
D((=A)%) :=={u e H3(Q): (-A)ue L*(Q)}, (~A)pu:= (=A)*u in Q. (2.5)

Then, (—A)3%, is the realization in L?(Q2) of (—A)® with the zero Dirichlet exterior condition.
The following result is well-known (see e.g. [11, 14]).

Proposition 2.1. Let (—A)%, be the operator defined in (2.5). Then, (—A)}, can be also viewed as a
bounded operator from HE(Q) into H*(Q2) given by

<(—A)SD’LL,U>H—5(Q)1H§(Q) = ]:(’LL,U), u,v e HOS(Q) (26)
We also need the following compactness result.

Theorem 2.2. [23, Theorem 5.1, Page 58] Let By, B, By be three Banach spaces such that we have the
continuous embeddings By — B — By, with B; being reflexive, i = 0,1. Assume that the embedding
By — B is also compact and set

W= {pe L*(0,T);Bo) : p+ € L*((0,T); By)},
with T < co. Then, W is compactly embedded in L?((0,T); B).
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Let us recall the following result given in [24, Page 37].

Theorem 2.3. Let (F.| - ||p) be a Hilbert space. Let ® be a subspace of F endowed with a pre-Hilbert
scalar product (((+,-))), with associated norm ||| -||| . Moreover, let £ : F' x ® — C be a sesquilinear form.
Assume that the following hypotheses hold:

(a) The embedding ® — F is continuous, i.e., there is a constant Cy > 0 such that
lellr < Cilllglll for all ¢ € ®.

(b) For all ¢ € ®, the mapping u — E(u, ) is continuous on F.
(¢) There is a constant Co > 0 such that

E(, ) = Calllgl||* for all ¢ € @.

If ¢ = L(y) is a continuous linear functional on ®, then there exists uw € F werifying E(u,p) =
L(p) for all p € D.

Next, let X be a Banach space with dual X*. We set
W(0,T;X) := {¢ € L*((0,T);X) : ¢y € L*((0,T); X*) } . (2.7)
Then W (0, T;X) endowed with the norm given by
||1/’H%V(0,T;X) = ”"/JH%Q(O,T;X) + H¢t||2L2(0,T;X*)v (2.8)
is a Hilbert space. Moreover, if Y is a Hilbert space that can be identified with its dual Y* and we have
the continuous embeddings X < Y = Y* < X*, then using [25, Theorem 1.1, page 102], we have the

continuous embedding

W(0,T;X) = C([0,T];Y). (2.9)
3. EXISTENCE RESULTS AND MAXIMUM PRINCIPLE

From now on, we simply denote by || - |[oc the L®-norm in L*®(wr) and Q C RY is an arbitrary
bounded domain. In addition, for u,w € HE(?), we let F(u,w) denote the bilinear form given in (2.4).
To symplify the notations, we set

V= Hj(Q) and V* := H™*(Q), (3.1)
and we let (-, -)y. y denote the duality mapping between V* and V.

3.1. Existence results. For r > 0 a real number, we consider the system

2+ (=A)z+rz = wayx, +e S in Q,
z = 0 in 3, (3.2)
2(,0) = p° in Q.

Definition 3.1. Let f € L%((0,7);V*)), v € L™ (wr) and p° € L?(Q). We say that z € L%((0,7);V) is
a weak solution of (3.2), if the equality

T T
—/0 (¢, 2)yr v dt +/0 f(z,(b)dt—l—T/ngbdxdt—/U)Tvzqﬁdxdt

T
— [ e e+ [ o),
0 Q
holds, for every ¢ € H(Q), where
H(Q) ={peW(0,T;V) and p(-,T) =0 a.e. in Q}. (3.3)

We have the following existence result.
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Theorem 3.2. Let f € L?((0,T);V*), v € L*®(wr), r = ||v]|ec and p € L*(Q). Then, there exists a
unique weak solution z € W(0,T;V) of (3.2). In addition, there is a constant C' = C(N,s,Q) > 0 such
that

sup |2(- 1720y < 1F 17220,y + 10°172(0)» (3.4a)

T€[0,T]
||Z||%2 ((0,1);v) = ||f||2L2((O,T);V*) + ||p0||2L2(Q)7 (3.4b)
Izllwo.7:v) < (Cllollos +3) (£ lz2(o.myvey + 10°Nl 2 - (3.4c)

Proof. We proceed in four steps.
Step 1. We prove existence by using Theorem 2.3. Recall that the norm on L?((0,7);V) is given by

T
212 0.y = / 2, 0) 2 dr.

We consider the norm defined on H(Q) by H|zH|2 e ||zHL2((0 vy + 120 0)||%2(Q). It is clear that we

have the continuous embedding H(Q) < L*((0, ) V).
Now, let ¢ € H(Q) and consider the bilinear form £(-,-) : L?((0,T); V) x H(Q) — R given by

T
E(z,p) :i=— / (e, zyye v dt + / F(z,@)dt + T/ zpdxdt — / vz @ dx dt. (3.5)
0 0 Q wr
Using Cauchy-Schwarz’s inequality, we get that

1E(2, )| < (||90t||L2((0,T);V*) + (r+ lvlleo) lellz2q) + H@HL?((O,T);V)) 2l L2¢(0,7);v) -

Consequently, for every fixed ¢ € H(Q), the functional z — &£(z, ¢) is continuous on L2((0,7);V).
Next, since r = ||v||oc, we have that for every ¢ € H(Q),

T T
—/ (got,cpw*,vdt—i—/ }'(go,cp)dt—i—r/ <p2d:cdt—/ vgo2 dz dt
0 0 Q wr

T
oG Oy + | ot + (7 = o) /{D2 o dadt
z %|||<PH|§{(Q)

Hence, £ is coercive on H(Q).
Finally, let us consider the functional L : H(Q) — R defined by

E(p, »)

Y

T
L) = [ e b i+ [ ol 0)
0 Q
Using Cauchy-Schwarz’s inequality, there is a constant C' > 0 such that
1L < C (12° L2 () + 1Fll 20, 7)9+)) el @)

Therefore, L is continuous and linear on H(Q). It follows from Theorem 2.3 that there exists z €
L?((0,T);V) such that £(z,0) = L(p), V¢ € H(Q). We have shown that the system (3.2) has a
solution z € L?((0,7);V) in the sense of Definition 3.1.
Step 2. We show that z; € L?((0,T);V*) Notice that (3.2) can be rewritten as the abstract Cauchy
problem
2+ (=A)pz+rz = vy, t+e Tf in Q, 36
2(,0) = p° in €, (3.6)
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where (—A)3$, is defined in (2.5). Since z € L?((0,7); V), it follows from Proposition 2.1 that (—A)%z(-, t) €
V*. Since v € L*®(wr), we have zvx,, € L*(wr) — V* and we can deduce that z;(-,t) = —(=A)%Hz(-,t) —
TZ('vt) + (UZ)('vt)Xw + e_rtf('vt) SA%e

If we take the duality map between (3.6) and ¢ € L?((0,7);V), and use Proposition 2.1, we obtain

Glt): 6O}y + FEO00) +7 [ 20600de = [ ut0)9(0)do
+ e (), () v
This implies that there is a constant C' > 0 such that

[(26(8), () | < [(Cllvlloo + VIOl + 1 £ @)v-] 1) v (3.7)

Integrating (3.7) over (0,7'), we get that there are two constants C' = C'(N, s,€2) > 0 and C; := (C||v||c +
1) such that

T
/0 | (z6(8), 9(8))ye v ldt < [CullzllL20,1):) + 11| 2(0,9:9)] 19l 220,050 (3.8)
Using (3.4b) we get from (3.8) that

2]l 20, 7)5v+) < (Cllvllos +2) (I1f lL2¢0,m)v0) + 12°N 22 () - (3.9)

Thus, 2z € L*((0,7); V*) and we have shown that z € W(0,T;V).
Step 3. We show (3.4a), (3.4b) and (3.4c). If we take the duality map between (3.6) and z € W(0,T;V),
use Proposition 2.1 and Young’s inequality, we get

1d
5 71 OlLe@) + F (1), 2(8) + il 72) =

OO+ [ 0@ do < SISO + 5

5 12O + [l ll2) 1720

Hence,

d
12Ol + 11215 < LF O, (3.10)

because r = ||v]|~. Integrating (3.10) over (0, 7), with 7 € [0, T], we get that

12T 122 () + /0 12O dt < 120,y + 10220

from which we deduce (3.4a) and (3.4b). Combining (3.4b)-(3.9) and recalling (2.8), we get (3.4c).
Step 4. We prove uniqueness. Assume that there exist z; and z2 solutions to (3.2) with the same
right hand side f, v and initial datum p°. Set Z := z; — 25. Then, Z satisfies

Zi+ (FA)PZ+rZ2 = wvixe in Q,
=0 in ¥, (3.11)
z2(,0) = 0 in Q.

From Step 2, we have that Z has the regularity to be taken as a test function in (3.11). So, if we take the
duality map of (3.11) with Z, use Proposition 2.1 and integrate over (0,7") we obtain

1, r_ ~ ~ -
5|z(.,T)||§2(Q)+/O f(z,z)dt+r|\z||§2@):/ vEdadt < o]l lIZ]22q.
wT

Since r = ||v]|0o, we can deduce that %|\2(~,T)||%2(Q) + 12172 (0.1):v) < 0. Hence, 2 = 0 in RN x [0,T].

)

Thus, 21 = 22 in RY x [0, 7] and we have shown uniqueness. O
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Next, we consider the system

pt+ (=A)°p = f+vpxe in @,
p = 0 in X, (3.12)
p(-,0) = p° in Q.

We have the following result that can be viewed as a corollary of Theorem 3.2.

Corollary 3.3. Let f € L*((0,T);V*), v € L*®(wr) and p° € L?(2). Then, there exists a unique weak
solution p € W(0,T;V) of (3.12). In addition, there is a constant C = C(N, s,Q) > 0 such that

sup |p(-, )||L2 @ = e2lvll=T {Hf”%%(o,:r);v*) + HPOH%?(Q)} ) (3.13a)
T€[0,T]
ol so.ryn < €T (1132 0my0e) + 16 M3eqen | (3.13b)
lollw o, r:vy < [(1 +C|lv]loo) € Molleo T 4 1} [HfHL2((O,T);V*) + ||PO||L2(Q)} . (3.13c)

Proof. Since p := ell’ll=!2 is a weak solution of (3.12) if and only if z is a weak solution of (3.2), we have
from Theorem 3.2 that there exists a unique solution p € W(0,T;V) of (3.12).

Next, letting z = e~ IVl=*p in (3.4a) and (3.4b) we respectively deduce that (3.13a) and (3.13b) hold
true.

Finally, we show (3.13c). Let ¢ € L?((0,T);V). If we take the duality map between (3.12) and ¢(t),
and use Proposition 2.1, we obtain for a.e t € (0,7,

(e 0,010+ Flpl0.0(0) = [ 0(E)o(t) o0) da + (7(0) 60}
Using the Cauchy-Schwarz inequality and integrating over (0,7") we can deduce that
lloell L2 0,79y < (1 + O||U||oo)6Hv”°°T [||f||L2((O,T);V*) + ||PO||L2(Q)} ; (3.14)
where we have also used (3.13b). Adding (3.13b) to (3.14) we get (3.13c). O

Corollary 3.4. Let v € L*(wr) and p° € L?(Q). Then, there exists a unique solution p € W(0,T;V)
of (1.2). In addition, there is a constant C = C(N,s,Q) > 0 such that

P p( )2 ) < Cllollwora < 1+ Cllvllo) €17 0% 2y (3.15)
T€l0,
Proof. Tt suffice to apply Corollary 3.3 with f = 0. g

3.2. Maximum principle. We give some useful results of maximum principle.

Lemma 3.5. Let p° € L?(Q) be such that p° > 0 a.e. in Q and v € L>=(wr). Then, the weak solution p
of (1.2) satisfies p >0 a.e. in RN x [0,T].

Proof. We write p = p™ — p~, where p™ := max(p,0) and p~ := max(0, —p). It is sufficient to show that
p~ =0a.e. in RY x [0,T]. Notice that

p~ =0 in¥ and p (-,0) = max(0,—p") =0 a.e. in Q.
Moreover, we have that p~ € W(0,T;V) (see e.g. [32]). We set

{(9 = {z € RN : p(x,t) <0 for ae. t € 0,7)}, (3.16)

Ot :={z eR" : p(z,t) >0 for ae. t € (0,7)}.
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If we take the duality map between (1.2) and ¢ € V, and use Proposition 2.1, we get for a.e. ¢ € [0,T],

(pe (), Vv v + Fp(t), ) = / v(t)p(t)da. (3.17)
Taking ) = p~ (-, ) in (3.17) and noticing that p; = prxo- and pTp~ =0, we get
|G OF ar= . 0) = [ o0l ()F de (3.13)
Observe also that
F(p(t),p~ (1)) = F(p™(t),p~ (1)) = F(p~ (1), p~ (1)) (3.19)

It is well-known (see e.g. [11, 14, 32]) that F(p*(t),p (t)) < 0. Thus, it follows from (3.19) that
F(p(t),p—(t)) <0. Since —F(p(t),p—(t)) > 0, it follows from (3.18) that

2 _
3310 O < [ 00 (7 0)7 do < Jollcllo™ (@) Es0 (320)
Using Gronwall’s Lemma we can deduce that
o™ t)IZ20-y < e1¥1=lp7 (-, 0)][ 120y = 0,

where we have also used that p~(-,0) = 0 a.e. in O~. We have shown that p~ =0 a.e. in O~ x [0,T].
Thus, p~ = 0 a.e. in RY x [0,T]. Consequently, p > 0 a.e. in RY x [0,T]. The proof is finished. |

We have the following maximum principle.

Theorem 3.6. Let p° € L>(Q2) and v € L™ (wr). Then, the unique weak solution p of (1.2) belongs to
W(0,T; V)N L=(RN x (0,T)) and

1]l Lo & 0.1y < €N 1T 00| oo () (3.21)
Proof. We set z := e~ IVl=?p where p is the solution of (1.2). Then, z € W(0,T;V). We claim that

2 <P 1=( ae inRY x[0,7]. (3.22)

We set w := |[p%]| Lo (@) — 2. Then, w(x,0) = ||p°|| Lo () — p°(x) > 0 for a.e. x € Q. Moreover, w satisfies
Wit (AP w+ ol = vwxe + (olloe — x|l e @,

w = 0L~ in X, (3.23)
w(-,0) = [|p°Loe) = P° in Q.

To obtain our result, it is sufficient to show that w™ = 0 a.e. in RY x [0,7]. Since [p%]|L=(q) > 0, we

have that w™ = 0 in 3. It is also clear that w™ € W(0,T;V). Let O~ and O be as in (3.16) with p
replaced by w. If we take the duality map between (3.23) and w™, use the same argument as in the proof
of Lemma 3.5, we get that

_%/7 %|w_(t)|2 dz + F(w(t),w™ (t)) — ||U|‘oo‘/07(w_(t))2 da

== [ O P e+ 1w [ (ol = v®)e () e
We have shown that

%/@7 % w_(t)Ide—]:(w(t),w_(t))+Hv||00/07(w—(t))2 de

= [ o0 OF do =1l [ (ol = v®)0m @ do (3.24)
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As in the proof of Lemma 3.5 we have that F(w(t),w™ (t)) < 0. Since

1% o 2 /Q(Hvlloo —v(t))w™ (t)dz >0

and

_F(w(t),w (@, 8)) + [Vl / (w™ (8))? dz > 0,
we can deduce from (3.24) that
L (2o < ool ()20 (3.25)

It follows from Gronwall’s Lemma again that

lw™ ()1 220y < 1= (-, 0)]l2(0-) = 0,

where we have also used that w™(-,0) =0 a.e. in O~. Hence, w~ =0 a.e. in O~ x [0, T]. We can deduce
that w > 0 a.e. in RY x [0,7].We have shown the claim.
Replacing z by e~ IVl=*p in (3.22), we obtain (3.21). The proof is finished. O

Now, let p be the solution of (1.2) and consider the system

-+ (-A)°¢ = vaxe in Q,
q =0 in X, (3.26)
q(aT) = p(aT) _pd in Qa

which can be viewed as the dual system associated with (1.2).

Corollary 3.7. Let p° p? € L>(Q) and v € L>®(wr). Then, (3.26) has a unique weak solution q that
belongs to W (0,T; V)N L=(RY x (0,T)). In addition, there is a constant C = C(N, s,§) > 0 such that

HQHW(O,T;V) <2+ COlvlleo) ellvlleT (||PO||L2(Q) + ||Pd||L2(Q)) (3.27)
and

Iollee (11 0% oo ) + 110 oo () - (3.28)

Proof. Making the change of variable ¢t — T — t, we have that ¢(x,t) := q(x, T — t) satisfies

llgll Loo @~ x (0,7)) < €

g+ (A ¢ = Tpx. inQ,
’ = 0 in %, (3.29)
SD('u O) = p(’Dv K 0) - Pd in Qu

where 9(x,t) = v(z,T —t). Observing that p = p(9) is a solution of (1.2) with p°® € L°°(Q) and
v = ¥, we have from Theorem 3.6 that p € W(0,T;V) N L>®(RY x [0,T]). Hence, p(7;-,0) — p? =
p° — p? € L>(Q) and it follows from Corollary 3.4 and Theorem 3.6 that that there exists a unique
0 € W(0,T; V)N L>®(RY x [0,T]) solution of (3.29). Thanks to (3.21) and (3.15), we have that

gl o & x 0,79) = ¢l Lo @y x 0.7 < elP1=T|p% — p| oo @)
and there is a constant C = C(N, s,) > 0 such that

lallw o,z = llellw o,z < (24 Cllollso) €= (10°| L2y + 0%l 20 -

Hence, ¢ satisfies (3.27) and (3.28). The proof is finished. O
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4. EXISTENCE OF OPTIMAL SOLUTIONS

We are concerned with the optimal control problem (1.2)-(1.1). In view of Theorem 3.6 and (2.9) the
cost function J is well defined. We define the control-to-state mapping

G : L>®(wr) = W(0,T; V)N L>®RY x (0,T)), v~ Gv)=p (4.1)

which associates to each v € L>(wr) the unique weak solution p of (1.2). Then, the optimal control
problem (1.2)-(1.1) can be rewritten as

. 1 «
f J(0) = SIGE)T) - ey + Sl (42)

Theorem 4.1. Let a >0, v € U and p°, p? € L>°(Q). Then, there exists a solution u € U of (4.2), and
hence, of (1.2)-(1.1).
Proof. Let v™ € U be a minimizing sequence such that

lim J(v") = inf J(v).

A, ) = o )

Since p" := G(v™) is the state associated to the control v™, there is a constant C' > 0 independent of n
such that

1" (-, T)llL2(0) < € and [[v"[| L2y < C. (4.3)
Moreover, p™ satisfies
(") + (AP = gy, in Q,
P =0 in X, (4.4)
p"(+,0) = p° in Q.

It follows from Corollary 3.4 that (4.4) has a unique solution p™ € W(0,T;V) satisfying

T T
— My v d F(p", ¢)dt = "o ¢ da dt 04(0) d 4.5
| nmesacs [5G @t,L?p¢x + [ 50000 da (4.5)

for every ¢ € H(Q). Thanks to (3.15) and [|v"|lec < max{|m|,|M|}, we have that there is a constant
C > 0 independent of n such that

o™ w0,y < Ce“T10°)| 12(a)- (4.6)
We can deduce that
[0"p™ || L2 (wr) < Cllo" 22(@) < Cllp" I,y < CeT10°| L2 (- (4.7)

From (4.3)-(4.7), there exist n € L?(Q), u € L?(wr), B € L*(wr) and p € W(0,T;V) such that (up to a
subsequence if necessary), as n — 0o, we have that

o™ — u weakly in L?(wr), (4.8)
p" (-, T) — 1 weakly in L*(Q), (4.9)
p" — p weakly in W(0,T;V), (4.10)
V" p" — B weakly in L?(wr). (4.11)

Since U is a closed convex subset of L?(wr), we have that U is weakly closed and so
u€el. (4.12)

It follows from Theorem 2.2 that the embedding W (0,7T); V) < L?(Q) is compact. Hence, from (4.10)
we have that, as n — oo,
p™ — p strongly in L2(Q). (4.13)
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Taking (4.8) and (4.13) into account and using the weak-strong convergence, we get that, as n — oo,
V" p"™ — up weakly in L*(wr), (4.14)

which in view of the continuous embedding L?(wr) < L'(wr), (4.11) and the uniqueness of the weak
limit, imply that 8 = up. We have shown that, as n — oo,

V" p™ — up weakly in L*(wr). (4.15)
Passing to the limit, as n — oo, in (4.5), while using (4.10) and (4.15), we get
T T
- [ tonpdahedis [ Fpout= [ upodsdes [ o0 (4.16)
0 0 wr Q

for every ¢ € H(Q). Thus, p € W(0,T;V) is the unique solution of (1.2) with v = u.
Now, let ¢ € W(0,T;V). If we take the duality map between (4.4) and ¢, use Proposition 2.1 and
integrate over (0,7"), we obtain

T T
_ My v dt F(p", )dt = "t drdt — [ p™(T)p(T)d
/0<¢tp>v,v +/0 (p ¢)t/va¢wt/p()¢()w

Q
+ /Q 0° ¢(0)da. (4.17)

Passing to the limit in (4.17) while using (4.9), (4.10) and (4.15), we obtain

T T
/Qn¢(T)d:v—/0 <¢t,p>y*)vdxdt+/0 Fp,¢)dt = /wT upqﬁdxdt—i—/gpqu(O)d:v.

Using again Proposition 2.1 we can deduce that

T
[+ carpopaa = [ woara- [ o0
0 wr Q (4.18)
? $(0) dz — T)(n— p(T))d
+ [ o)dn = [ Ty p()a.
for all ¢ € W(0,T;V). Since p is a solution of (1.2), we get from (4.18) that
| o= pryas=0. voewo.rv)

Hence, we can deduce that

n=p(,T) ae in Q. (4.19)
Combining (4.9)-(4.19) we obtain that, as n — oo,
p" (-, T) — p(-,T) weakly in L?(Q). (4.20)
Using (4.20), (4.8), (4.12) and the lower semi-continuity of J, we can deduce that J(u) < liminf,, . J(v™) =
inf,ey J(v). This completes the proof. O

Remark 4.2. In Theorem 4.1 we only proved the existence of optimal solutions. Uniqueness will neces-
sitate additional assumptions. This will be done in Section 5.3
5. OPTIMALITY CONDITIONS

In this section, we give the first and second order optimality conditions for the problem (4.2), and
hence, for (1.2)-(1.1).
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5.1. First order necessary optimality conditions. The aim of this section is to derive the first order
necessary optimality conditions and to characterize the optimal control. But before going further, we
need some regularity results for the control-to-state operator. Let us define the mapping

{ G:W(0,T;V) x L=(wr) — L*((0,T); V*) x L*(9), (5.1)
G(p,v) := (pt + (—A)*p — vpxw, p(0) — p°) '

Then, the state equation (1.2) can be viewed as G(p,v) = (0, 0).
Lemma 5.1. The mapping G defined in (5.1) is of class C*.
Proof. We write the first component G; of G as

gl(pa U)((b) = gll(pa U)(¢) + g12(pvv)(¢>a V(b € L2((O,T),V)

where

T T
G (p0)(0) = [ (pn0hy s it [ Flp o
and

Gi2(p,v)(¢) := —/ vp ¢ dx dt.

It is clear that Gi; is linear and continuous from W (0, T; V) to L?((0,T); V*) and G5 is bilinear and con-
tinuous from W (0,7T;V) x L>(wr) to L?((0,T); V*). Thus, they are of class C*°. The second component
of G is clearly of class C*°. O

Lemma 5.2. The mapping G : L (wr) = W(0,T;V),u+ p is of class C*.

Proof. Let v € L*(wr). It follows from Lemma 5.1 that G defined in (5.1) is of class C*>°. Moreover,
9pG(p,v)p = (wt + (=4)%p — voxw, 90(0))-

For ¢ € L?(Q) and f € L*((0,T); V*), Corollary 3.3 shows that (3.12) with p = ¢ has a unique solution
¢ in W(0,T;V) which depends continuously on ¢° and f. Hence, 9,G(p,v) defines an isomorphism
from W (0,7;V) to L2((0,7); V*) x L?(Q). Using the Implicit Function Theorem, we can deduce that
G(p,v) = (0,0) has a unique solution p = G(v) for any v in B2°(u), where B2°(u) denotes the open ball
in L>°(Q) of radius ¢ centered at u, solution of (1.1)-(1.3). Moreover, the operator G : v — p is itself of
class C*>°. The proof is finished. O

Remark 5.3. Actually, we do not only have a unique solution p = G(v) for any v in a suitable neighbor-
hood of u, but we have a unique solution p = G(v) of the state equation (1.2) for any given v € L (wr)
(see Corollary 3.4). But this does not show that the optimal control found in Theorem 4.1 is unique.

The following result shows the Lipschitz continuity of G. The proof follows using similar arguments
as in [17, 18, 19].

Proposition 5.4. Let v € L>®(wr) and p° € L>(Q). Then, the mapping v — G(v) is a Lipschitz
continuous function from L?(wr) into W(0,T;V). More precisely, there is a constant C; = C1(N, s,) >
0 such that for all vi,vy € L=(wr),

G (v1) — G(v2)llwo,r;v) < Cllvr — v2llL2(wg) (5.2)
where C = [(2 + Cl””l”oo) ellvilleT 1 1} ellvzllmTHPOHLm(Q)-
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Proof. Let v1,v2 € L (wr). Set z := p(v1) — p(v2), where p(v1), p(v2) are solutions of (1.2) with v = v;
and v = vy, respectively. We have that z satisfies

224+ (—A)°z = (viz+ (v —v2)p(v2))xw In @,
z = 0 in X, (5.3)
z(+,0) =0 in €.

Since v1,ve € L®(wr) and (v — v2)p(v2)xw € L*(Q), using Corollary 3.3, we have that there is a unique
z € W(0,T;V) solution to (5.3). Thanks to (3.13c), it follows that

lzlwiorm < [+ Cllutlloe) el 1= 4+ 1] ll(o1 = v2)p(02) | 200r)- (5.4)
Since p® € L®°(9), we know that p = p(v2) solution of (1.2) satisfies (3.21), that is,

1p(v2) || oo & x 0,7y < €121 0% oo ). (5.5)
Using the Cauchy-Schwarz inequality and (5.5) in (5.4), we can deduce (5.2). O
Lemma 5.5. Let G : L>®(wr) — W(0,T;V) N L®(RY x (0,T)),v + p be the control-to-state operator,

where p is the weak solution of (1.2). Then, the directional derivative of G in the direction w € L (wr)
is given by G'(v)w =y, where y € W(0,T;V) is the unique weak solution of

e+ (-A)°y = (vyt+wp)xe in Q,
y =0 in X, (5.6)
y(-,0) = 0 in Q.

Moreover, for every v € L (wr), the linear mapping w — G'(v)w can be extended to a linear continuous
mapping from L?(wr) — W(0,T;V). In addition, there is a constant C = C(N,s,§) > 0 such that

lyllw oz < |2+ Cllvflo) ell=T + 1} el 2= T o0 oo ) [[0]] 2 () (5.7)

Proof. Since p € W(0,T;V) and w € L>(wr), we have that wpy,, € L*(Q). Since v € L (wr), it follows
from Corollary 3.3 that there exists a unique y € W(0,T'; V) solution of (5.6). Thanks to (3.13c) and the
pv + dw) — p(v)

fact that p satisfies (3.21), we can deduce (5.7). Now, let A > 0 and set yy := \ . Then,
Y is a solution of
() + (=A)%yxn = (vyr +wp(v + w))xe in Q,
Y = 0 in 3,
ya(,0) =0 in Q.
Define py := e " (yx — y), with r > 0. Then p, is a weak solution of
(PA)e + (=A)pa+rpa = [opa +e T w(p(v + Aw) — p(v))xw In Q,
DA = 0 in 3, (5.8)
p)\('u O) = 0 in Q.

It follows from Corollary 3.3 that there exists a unique py € W(0,T;V) solution to (5.8). Thanks to
(3.13¢), we have that there is a constant C' > 0 such that

lloallw o,7v) < [(2 + Cv]|oo) eVl 4 1} lwlloollp(v + Aw) = p(v) || L2 (wr) -

Taking the limit as A | 0 of the latter inequality and using Proposition 5.4, we obtain that py — 0
strongly in W(0,T;V). We can deduce that yy — y strongly in W(0,T;V) as A | 0. This proves (5.6).
For the extension, it is sufficient to prove that for any w € L?(wr), the system (5.6) has a unique
solution y € W(0,T;V). This follows directly from Corollary 3.3, with f := wp € L?(Q). Note that
f € L*(Q) because p € L=®(RYN x (0,7)). O
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We have the following result.

Proposition 5.6 (Fréchet differentiability of .J). Let p be the solution of (1.2). Under the hypothesis
of Lemma 5.5, the functional J : L*°(wr) — R defined in (4.2) is continuously Fréchet differentiable and
for every v,w € L™ (wr),

J' (v)w = /Q y(z, T)(p(x, T) — p(z)) dz + a/ vw dzx dt, (5.9)

wT

where y € W(0,T;V) is the unique weak solution of (5.6).

Proof. Observing that p(v) = G(v) is a solution of (1.2), we have that J is continuously Fréchet differ-
entiable, since by Lemma 5.2, G has this property.

Let v,w € L®(wr) and y € W(0,T;V) the unique solution of (5.6). After some straightforward
calculations and using Lemma 5.5 we get

. Jw+dw) = Jw)
lim —/Q

ALO A

y(z, T)(p(x, T) — pi(x))dz + a/ vw dx dt.

wT

We have shown (5.9). The proof is finished. O

Since the functional J is non-convex, in general, we cannot expect a unique solution to the minimization
problem (4.2). We introduce the following notion of local solutions.

Definition 5.7. We say that u € U is an L°°-local solution of (4.2) if there exists ¢ > 0 such that
J(u) < J(v) for every v € U N B°(u).

The following result is crucial for the rest of the paper.

Theorem 5.8 (First order necessary optimality conditions). Let a > 0, v € U and p°, p? € L>(Q).
Let w € U be an L*°-local minimum for (4.2). Then,

J'(u)(v—u)>0 forevery veU. (5.10)
Moreover, there is a unique p € W(0,T;V) and a unique ¢ € W(0,T;V) such that p satisfies (1.2) with
v =u, q satisfies (3.26) with v =u and
/ (au+ pg)(v —u) dedt >0 Vv eU. (5.11)
wr

The condition (5.11) is equivalent to the following: for a.e. (x,t) € wr, we have that

u(z,t) =m if au(z,t)+ plu(z,t))g(z,t) >0
u(z,t) € m, M] if oau(z,t)+ plu(z,t))q(z,t) =0 (5.12)
u(z,t) =M if au(z,t)+ pu(z,t))g(z,t) <O0.

Remark 5.9. Note that (5.11) or equivalently (5.12) can be rewritten as
u = min (max (m, —gp) ,M) a.e. in wrp. (5.13)
«

Proof of Theorem 5.8. Let v € U be arbitrary. Since U is convex, we have that u+ A(v—u) € U for all
Ju+ Ao —u)) — J(u)

A € (0,1]. But wis an L*°-local minimum, so J(u+A(v—u)) > J(u). Hence, y >0
for all A € (0,1]. Letting A | 0 in the latter inequality, we obtain (5.10). We have already shown in the
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proof of Theorem 4.1 that the state p satisfies (1.2). We use Proposition 5.6 and (5.10), with w = v — u,

to obtain
lim Ju—+ Ao —u)) — J(u)
L0 A

/Q y(@, T)(p(2, T) — p(x)) da

(5.14)
+ a/ ulv—u)dedt >0 Yoel,
wr

where y € W(0,T;V) is the unique solution of (5.6). We let ¢ be the adjoint state associated with
(1.1)-(1.2). Since q satisfies (3.26) with v = u, we have from Corollary 3.7 that (3.26) has a unique weak
solution ¢ € W(0,T; V)N L>=(RY x (0,T)). Taking the duality map of (5.6) and ¢, use Proposition 2.1
and integrate over (0,7, we get

/ y(x, T)(p(z, T) — p(z)) dz = / wpq da dt. (5.15)
Q wT

Combining (5.14)-(5.15) we obtain (5.11). The equivalent between (5.11) and (5.12) is proved as in the
classical case contained in [31, Chapter 4]. O

Remark 5.10. Using the change of variable ¢ — T" — ¢ and Lemma 5.2, one can show that the mapping
u > ¢, solution of (3.26) with v = wu, is also of class C*°.

Proposition 5.11. Let u € L™ (wr) and p°, p? € L>°(Q). Then, the mapping u — q(u), where q is the
adjoint state solution to (3.26) with v = u is a Lipschitz continuous function from L*(wr) into W(0,T;V).
More precisely, there is a constant C1 = C1(N,s,Q) > 0 such that for all uy,us € L®(wr),

llg(u1) — q(u2)llwo,7:v) < Cllur — w2l £2(wr), (5.16)
where C = ellvzll=T [(2 + ChlJu1loo) ellurlleeT 4 1} (||PO||L°°(Q) + ||deL°°(Q))-

Proof. We proceed as in the proof of Proposition 5.4. Let u1,us € L (wr). Set z := q(u1) — q(uz), where
q(u1), q(ug) € W(0,T;V) are solutions of (3.26) with v = u; and v = ug, respectively. We have that z
satisfies

2+ (=A)°z = (wz+ (ur —uz)q(uz))xe n Q,
2 -0 ¥, (5.17)
z(+,0) =0 in Q.

Using Corollary 3.3, we have that there exists a unique z € W(0,T;V) solution to (5.17). Thanks to
(3.13c), we have that there is a constant C' > 0 such that

Iz llw o.7:) < [(2 + Cllur|oo) el al=T 1 1] (w1 — u2)q(u2) || 12 o) - (5.18)

Since p(-,T) — p¢ € L*() where p is the weak solution of (1.2), we know that ¢ = g(us3) solution of
(3.26) satisfies (3.27), that is,

la(uz)l| Lo @ w0,y < €21 ([|p°| oo ) + 107N L (@) - (5.19)
Using the Cauchy-Schwarz inequality and (5.19) in (5.18), we can deduce (5.16). O

Lemma 5.12. For every u € L°(wr), the linear mapping v — J'(u)v can be extended to a linear
continuous mapping J'(u) : L*(wr) — R given by (5.9).

Proof. Let u € L*(wr) and v € L?(wr). From (5.9), we have that

J (u)v = / (ou + pq)v dz dt,
wr
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where p and ¢ are solutions of (1.2) and (3.26) with v = u, respectively. Using (3.21) and (3.27), we have
that there is a constant C' > 0 independent of v such that

[T (w)v] < Cllvll L2 (wr)-
Thus, the mapping v — J'(u)v is linear and continuous on L?(wr). O

5.2. Second order necessary and sufficient optimality conditions. Note that the cost functional
J associated to the optimization problem (4.2) is non-convex and the first order optimality conditions
given in Theorem 5.8 are necessary but not sufficient for optimality. The sufficiency requires the use of
second order optimality conditions, which is the aim of this section. To proceed, we need the following
result.

Lemma 5.13 (Twice Fréchet differentiability of G). Let a > 0, v € U and p°, p? € L>=(Q). Let u
be an L -local minimum for the problem (4.2). Then, the control-to-state mapping G : u — p is twice
continuously Fréchet differentiable from L°°(wr) into W(0,T;V). Moreover, G"(u)[w,h] = z, where
w,h € L®(wr) and z € W(0,T;V) is the unique weak solution of

2+ (A2 = (uz+hG' (Ww+ wG (u)h)x, n Q,
z =0 in X, (5.20)
z(+,0) =0 in Q.

Proof. According to Lemma 5.5, we have that G'(u)w,G' (u)h € W(0,T;V) for all w,h € L*(wr).
Therefore, (hG’(u)w + wG'(u)h)x, € L*(wr). In addition, u being in L*(wr), we can deduce from
Corollary 3.3 that there exists a unique z € W(0,T; V) solution of (5.20).

G'(u+ Mh)w — G'(u)w

Now, let A > 0 and set z) := . Then z, is a solution of

A
(2)e + (=A)2y = (uzA + hG'(u+ Ah)w + wyx)Xw in @,
0
0

Z\ = in 3,
zx(+,0) = in Q,
h) —
where y) := plut /\)\) p(u) Define py := e "*(z) — z) with r > 0 and z being the solution of (5.20).
Then, py is a solution of
(PA)e + (=A)°pa+71PA = upaXw +9r in Q,
DA -0 in %, (5.21)
p)\('u O) = 0 in Q

where
gx = [ (WG (u + Ah)w — G (w)w) + w(ys — G (W)h))] Xe-

Since gy € L?(wr), it follows from Corollary 3.3 that there exists a unique py € W(0,T;V) solution of
(5.21). Thanks to the estimate (3.13c), we have that there is a constant C' = C(N, s,2) > 0 such that

IpAllwo.rwy < Cillh]lool|G'(u + AR)w — G (w)w| L2 0y

5.22
T Gillwllyn — G (@hlzzn, (5.22)

where C1 = [(2 + Cl|ul|s0) ellulleT 4 1].
Taking the limit, as A | 0, of (5.22) and using Lemmas 5.5 and 5.2, we obtain that py — 0 strongly in
W(0,T;V). Hence, z) — z strongly in W(0,7;V), as A | 0. O
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Lemma 5.14 (Twice Fréchet differentiability of J). Let a > 0 and p°, p? € L>(Q). Let u € U
be an L*°-local minimum for the minimization problem (4.2) associated to the state p := G(u) solution
of (1.2). Let q be the solution of (3.26) with v = u. Then, the functional J : L (wr) — R is twice
continuously Fréchet differentiable and for every w, h € L™ (wr), we have that

7wt = [

wT

[RG' (u)w + wG' (u)h])q dz dt + /Q (G (w)w)(T)(G (w)h)(T) dz

+a/ hw dzx dt. (5.23)
wr

Moreover, the bilinear mapping (w, h) — J"(u)[w, h] can be extended to a bilinear continuous mapping
J"(u) : L*(wr) x L*(wr) — R given by (5.23).

Proof. The identity (5.23) follows from Lemmas 5.2, 5.13, a straightforward computation and the Lebesgue
dominated convergence theorem. Now, let w, h € L?(wr). Recall that G’ (u)w is a solution of (5.6). Using
Cauchy-Schwarz’s inequality, (5.7) and (3.27), we obtain that there is a constant C' = C(N,s,§) > 0
such that

7" (u) [w, A [l o= & 0,7 1Al L2 () | G (w)w]| 12 )
lall oo & x 0,7 1wl 22 o) |G (W) L2()
(G (w)w)(T)|| L2 (o) (G (W) (T) | L2 ()
af|w]| L2 wr) 1Al L2(wr)
120l 22 (or) 10l 22 (wr) (2C2llall Lo @ % (0,1y) + C3 + @)
O3Hw||L2(wT)HhHL2(wT)

ININ + + + IA

where
Cs = (Cael =T (10| oy + 9l + CF + )

with C = [(2+ C|lullo) elll=T + 1] ellull=T 50 ; « ). Hence, (w, k) — J"(u)[w,h] is a bilinear con-
tinuous mapping on L?(wr) x L?(wr). a

Next, we introduce some concepts retrieved from [31]. For a given 7 > 0, we define the set of strongly
active constraints A, (u) by

Ar(u) == A{(t,z) € wr : |au(z,t) + p(u)g(z, t)] > 7}
The 7-critical set associated to a control u (see e.g. [31]) is defined by
Cr(u) = {v € L®(wr) : v fulfills (5.25)}, (5.24)

that is, for a.e (¢,2) € Q, we have that

v(xz,t) >0 if wu(t,x)
v(z,t) <0 if w(t,z)=M and (t,x)
v(z,t) =0 if (t,x)€ Ar(u).

We have the following observation as in [10].

=m and (t,z) ¢ A-(u),
¢ Ar(u), (5.25)

Remark 5.15. We notice that from the differentiability in L°(wr), the cone defined in (5.24) is a
subset of L>(wr). Since L (wr) is dense in L?(wr) and from Lemma 5.14, the quadratic form J” (u)
is continuous on L?(w7), we have that the second order conditions based on the critical cone in L>(wr)
can be transfered to the extended cone in L?(wr). This cone is convex and closed in L?(wr).

In the rest of the paper, we will adopt the notation J” (u)v? := J" (u)[v,v].

Theorem 5.16 (Second order necessary optimality conditions). Let u € U be an L>°-local solution
of (4.2). Then, J"(u)v? >0 for all v € Co(u).
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Proof. The proof follows as in [31, pp. 246]. Indeed, let v € Cy(u) and x € (0,1). In general u+ kv & U.
We introduce for n € N the set
1

1
I, = {(x,t)ewT:m—l——Su(x,t)SM——}.
n n

Consider the functions v,, := x,v, where
1
1 if (z,t)€el,oru(x,t)e{m M}and M —m > —,
n
1 1
0 if wu(zt)e <m,m+ ﬁ) U (M— E’M> .

Then, xp(z,t) =0 if u(z,t) € {m,M}, M —m < 1/n and u + kv, € U for k € (0,1). Moreover, using
that w is a local optimal control, and that J is twice Fréchet differentiable (Lemma 5.14), we can deduce
from Taylor’s theorem that for 6 € (0,1),

J(u+ kvy) — J(u)

Since v € Co(u), then v, € Co(u). Hence, J'(u)v, = 0. Dividing (5.26) by x and taking the limit, as x | 0
(as J is of class C?), yields

Xn(z,t) =

0<

1
= J'(u)v, + 3" J" (u+ Okv, )02, (5.26)

J" (u)v2 > 0. (5.27)
It remains to prove that, as n — oo, v, — v in L?*(wr). First, we note that for a.e (z,t) € wr,
vp(x,t) = v(x,t) a.e. as n — oo. In addition |v,| < |v| a.e. in wy for all n € N. Using the Lebesgue
dominated convergence theorem, we can deduce that as n — 0o, v, — v in L?(wr). Taking the limit, as
n — 0o, in (5.27) and using the continuity of v — J”(u)v? in L?(wr), we obtain J” (u)v? > 0. O
Lemma 5.17. Let u € U be an L local-control satisfying (5.10). Then, the following assertions hold:

(a) The functional J : L= (wr) — R is of class C2. Furthermore, there exist continuous extensions
J'(u) € L(L*(wr),R) and J"(u) € B(L*(wr),R). (5.28)

(b) For any sequence {(ug,vr)}pey C U X L*(wr) with ||ur — ulr2(w) — 0 and vp — v weakly in
L?*(wr), as k — oo, we have that

J'(w)v = lim J'(ug)vg, (5.29)
k—o0
and
J" (u)v? < likm inf J” (uy )v3. (5.30)
— 00
If v =20, then
0 = aliminf [Jo]|72 () < liminf J” (ug)v}. (5.31)
k— 00 k—o0

Proof. (a): This part follows from Proposition 5.6, Lemmas 5.12 and 5.14.

(b): We proceed in three steps.

Step 1. We show (5.29). Using the Lipschitz continuity of the control to state mapping G given in
Proposition 5.4, we get that G(ur) — G(u) in W(0,T;V), as k — oo. From Proposition 5.11, we also
obtain that the adjoint state ¢ solution of (3.26) satisfies q(ur) — ¢(u) in W(0,T;V), as k — oo.

We claim that

G(u)q(uy) = G(u)g(u) in L*(Q), as k — oo. (5.32)
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Indeed, notice that G(ur) and G(u) are solutions to (1.2) with v = wy and v = u, respectively.
Therefore, from (3.21), we can deduce that G(uy) is bounded in L*(Q) and G(u) € L*°(Q). Thus,
G(uk)q(uk), G(u)g(u) € L*(Q) and we have that

1G(ur)g(ur) — Gw)g(u)ll L2 @) <llg(ur) = q(w)llL2@) |G (ur)llL= (@)
+1G(ur) = Gl 2@ lla(w) | L~ (@)- (5.33)
Taking the limit, as k& — oo, of (5.33) we obtain the claim (5.32). From (5.32) we can deduce that
aug, + G(ug)q(ug) — au + G(u)q(u) in L*(Q), as k — oo. Using the expression of J' given in (5.9), we
have that
lim J'(ug)vr = lim (cuy, + G(ug)q(ug))v, dedt

k—o00 k—o00 wr

:/ (au + G(u)q(u))vdzdt = J'(u)v.

We have shown (5.29).
Step 2. We show (5.30). We write

J" (uy)vi :2/ vk(G'(uk)vk)q(uk)d:rdt—l—/ (G (ug)vg)(T)|* dae

wr Q

+a/ |og|? d dt, (5.34)
wr

where G'(uy)vi is the unique weak solution of (5.6) with u = uy and w = vi. Since G(uy) and vy are
bounded in L>(Q) and in L?(wr), respectively, it follows from (5.7) that G’ (ux)vx and (G’ (ug)vk)(-, T)
are bounded in W (0,7;V) and in L?(Q), respectively. Thus, up to a subsequence if necessary, as
k — 0o, G'(ug)vr converges weakly to G'(u)v in L%((0,T);V) and (G’ (ux)vg)(-,T) converges weakly
to (G'(u)v)(+,T) in L?(Q2). Now, thanks to Theorem 2.2, the embedding W (0,T;V) < L?(Q) is com-
pact. Hence, we obtain that G’(uj)vy converges strongly to G'(u)v in L*(Q), as k — oco. Also, since
[ur — ull2(wr) — 0 as k — oo, we have from Proposition 5.11 that ¢(ux) — g(u) in L*((0,7);V), as
k — oo, and ¢(uy) is bounded in L>°(Q) (see Lemma 3.7). Therefore, (G’ (uy)vk)q(ur) converges strongly
to (G'(u)v)q(u) in L*(Q), as k — oo. Taking the limit, as k — oo, in (5.34) and using the lower-semi
continuity of the L2-norm, we can deduce that

lim J”(ug)vi >2 lim V(G (ug v ) q(ug )dz dt

k— o0 k—o00

wr
—l—likminf [ (G (ug )or ) (T) 2 dx—i—a/ vk |2 dxdt]
—0o0 Q wT

22/0@ U(G/(u)v)(J(u)dacdL‘+/Q (G (w)w)(T)? dw—i-oc/w (]2 da i

T

=J" (u)v?.

We have shown (5.30).
Step 3. If v = 0, then in (5.34) the first and second terms tend to 0. Hence, 0 = alim infy o ||’UkH%2(UJT) <

limy 00 J” (ug)vi. The proof is finished. O

Theorem 5.18 (Second order sufficient optimality conditions). Let p°, p? € L>=(Q). Let u € U
be a control satisfying (5.11). Assume that

(6]
(6 -+ COV> ([1p°] L) + 10U () [10°] e () < 5 (5.35)
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where 0 := max{|m|,|M|} and C = C(N,s,9Q) > 0 is the constant appearing in (5.7). Then, there are
two constants v > 0 and B > 0 such that

J(w) = J(u) + Bllv — ulz(uy Yo €UNBZ(w), (5.36)
where B (u) is the open ball in L*(Q) with center u and radius .
Proof. We claim that for every 7 > 0 there is a constant § > 0 such that

J"(u)v? > 8|lv)|72 Vo € Cr(u). (5.37)

Indeed, let 7 > 0 and v € C;(u). Then, v =0 in A,(u), and it follows from (5.23) that

J'(up? = 2 [ oG (wv)gu)dzdt + [ |(G'(u)v)(T)]*dz + « |v|? da dt
/WT /“ /“T (5.38)

wr)

> 2 (G’ (u)v)q(u)dz dt + a/ |v|? dz dt.
{(z )¢ A7 (u)} wr

Using the Cauchy Schwartz inequality, (3.28) and (5.7) we obtain

< HQHLO"(RNX(O,T))||(GI(U)U)||L2(Q)||UHL2(wT)

/ (G (u)v)q(u)dxdt
{(@.0)¢gA-(u)}

A
< SIIEe o), (5.39)
where A = (6 + C0)e™" (||0°[| (o) + 7%l =) [1P°[lL(c)- Combining (5.38) and (5.39), we obtain
that o
J"(w)o? > (a = Aol 720y > §||UH%2(WT)7
which in view of (5.35) gives (5.37) with 6 = «/2. It follows from Lemma 5.17 and (5.37) that the
assumptions in [9, Theorem 2.3 | are fulfilled. Hence, (5.36) holds. O

Remark 5.19. In this work, we proved that the cost functional J is of class C* only in L*(wr).
Hence, the so-called two-norms discrepancy (see e.g. [9]) occurs. The two-norms discrepancy occurs
when the functional J is twice differentiable with respect to one norm (the L°°-norm in our case), but
the inequality J” (u)v? > Hv||%2(wT) holds in a weaker norm (the L?-norm in our case) in which J is not
twice differentiable. For more details on the topic, we refer to [2, 15, 26] and the references therein.

5.3. Uniqueness of optimal solutions. In this section, we show that under additional assumptions on
the initial datum and the given target the optimal solutions obtained in Theorem 5.8 are locally unique.

Theorem 5.20 (Local uniqueness of optimal solutions). Let p°, p? € L°°(Q), 6 := max{|m/|,|M|}
and assume that

37T (1013 oy + I3y ) < (5.40)
Then, the optimal solutions of (1.2)-(1.1) are unique.

Proof. Assume that there are two L local-controls u and @ associated to the states p and p solutions to
(1.2), respectively. We denote by ¢ and G the corresponding adjoint states solutions of (3.26), respectively.
Then, p — p is a solution of

(p=p)t+(=8)(p—p) = (u—Wpxe+ulp—pxw n Q

(p—p) =0 in X, (5.41)

(p— 5)(-,0) -0 i Q
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and g — q satisfies
== Qe+ (=0)°(¢ -
(¢—q)

Set y:=e % (p—p) and z := 6—9(T—t)(

yr + (=A)°y + Oy

and z is a solution of

-zt + (—A)z2 46z
z

z(-,T)

If we take the duality map between (5.43)
over (0,7), we obtain

HyHL2((OT

-/,
s L

and

”ZH%Q((O,T);V) =

5\

7 = (u—1u)gxe +u(g—qxo in Q,
= 0 in 3, (5.42)
= p(uT) _ﬁ(vT) in :

g — q). Then, y satisfies

= e—@t(u - ﬂ’)pr + Uy Xw in Qu

-0 ¥, (5.43)
= O in Q,

= e T D (u—u)gy, +uzxe n Q,

-0 in %, (5.44)

= p(,T)—p(-,T) in Q.
and y, and (5.44) with z, use Proposition 2.1, and integrate

ay?dz dt — 9||y||L2(Q) ||P('7T) - ﬁ('aT)”%mz)

(u—1u)p(p — p)dadt

- 1
uz?dz dt — 6‘”2”%2(@) - §HZ(= 0)”%2(9)

1
b [ et - agadrde+ 5o, T) ~ ol T e

T

Adding these two latter identities and using the definition of 6, we deduce that

1l Z2 0,1y + 121 Z20m) )

Using the Young inequality, we have that

< / (u — a)pydz dt + / (u — @)gzda dt.
wr

wT

§|\y|\%2((o,:r);v> + §||Z|\%2((0,T);V) < ?|p||EW(RNX[O,T])|u - ﬂ|:Lz(wT) (5.45)
+ §HQHL°°(RN><[O,T])HU — Ul 72(0g)-
Using (3.21) and (3.28), we get from (5.45) that
lp = 2l 320w + g — @l 2 0.yw) < 3¢*” (||PO||%00(Q) + de”%w(sz)) [ . (5.46)
because i := e~ (p — p) and z := e~ T~ (g — q).
Using (5.13), the fact that

and a simple calculation, we can deduce that

_ 1 B B B ]
lu—al < =|(¢g—q)p+aqlp—p)| ae in wr.
«
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Hence,

. 1 N 1 . . .
lu—al* < = l(a = Qo+ alp = p)* < —(Ip* +1a*)(la — a* + o — o).

Using (3.21) and (3.28) we obtain that

o 3e*T 02 dj2 2 2
= < = (110" ey + 10 Ewey ) (g = al* + 1o = 7I%)
This implies that
- 3620T B
lu=al2en < = (16 + 10 ) g = @202y,
3e 0T

+

— (163 ey + 1% 3=y ) Nl = P13 (0,700

Using (5.46), we can deduce that

9660T

a2

2
= 2y < = (1 Wy + 10Ny ) = @l (5.47)

2
Choosing p°, p? in (5.47) such that a® > 9¢%7 (HPOH%DQ(Q) + ||pd|\%m(m) , we get

lu = Al L2y < Nl = GllT2(0r)-

This implies that u = . Finally, using this latter result in (5.41) and the uniqueness of solutions, we can
deduce that p = p. Similarly, using (5.42) we get that ¢ = ¢. Thus, the optimal solutions of (1.2)-(1.1)
are unique. The proof is finished. O

Remark 5.21. (a) We notice that given a > 0, we can choose p°, p? € L*°(Q) such that both

(1]
2]
3]

[4]

conditions (5.35) and (5.40) are satisfied.
(b) In (5.35) and (5.40), one may also let p°, p? € L°() be arbitrary and choose the penalization
parameter a > 0 such that both conditions are satisfied.
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