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Bilinear optimal control for a fractional diffusive equation

Cyrille Kenne∗ Gisèle Mophou † Pascal Zongo‡

March 21, 2022

Abstract

We consider a bilinear optimal control for an evolution equation involving space fractional
Laplacian operator of order 0 < s < 1. We first give some existence and uniqueness results for
different equations considered in our work. Then, we consider an optimal control problem which
consist to bring the state of our model at final time to a desired state. We show that this optimal
control problem has a solution that we characterize using the Euler-Lagrange first order optimality
conditions. Finally, we establish some weak maximum principle results that allow us to prove the
uniqueness of the optimal control.

Mathematics Subject Classification. 49J20, 49K20, 35S15, 35B50, 46E35
Key-words : Fractional Laplacian, bilinear system, optimal control, optimality system, maximum
principle.

1 Introduction

Let Ω ⊂ RN be an open bounded domain with a Lipschitz continuous boundary ∂Ω and ω be an open
subset of Ω. We consider the following space fractional diffusion model:

ρt + (−∆)sρ = vρχω in Q := Ω× (0, T ),
ρ = 0 in (RN \ Ω)× (0, T ),

ρ(0, .) = ρ0 in Ω,
(1.1)

where T > 0 and 0 < s < 1. The function ρ0 ∈ C(Ω̄) is such that ρ0(x) ≥ 0 a.e. in Ω and the control
v ∈ L2(ωT ). The function χω denote the characteristic function of the set ω.
In this paper, we want to bring the state ρ = ρ(v) at final time T to a given state ρd by acting on the
control v. In other words, we are interested in the following optimal control problem:

inf
v∈U

J(v), (1.2)

where
U =

{
w ∈ L2(ω × (0, T )) : −M ≤ w ≤ 0, M ∈ R, M > 0

}
, (1.3)
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J(v) = ‖ρ(., T ; v)− ρd‖2L2(Ω) + α‖v‖2L2(ω×(0,T ))

with α > 0 and ρd ∈ C(Ω̄).
Bilinear systems are used to describe many processes in biology, ecology and engineering. These

systems which are nonlinear due the product between the input and the state variable are gained in
interest to many researchers. We refer to Bruni et al. [5] for instance. Optimal control of such systems
has been widely investigated for controls depending only on time, or on time and space. Thus, in the
case of control depending only on time, Bradley et al. [3] proved the existence and uniqueness of a
bilinear optimal control. Actually, the control which acts as a multiplier of a velocity term is a positive
uniformly bounded function of time. The uniqueness of the optimal control were achieved for a time T
sufficiently small. Addou et al. [1] studied a bilinear optimal control of a system governed by a fourth-
order parabolic operator. The bilinearity appeared in the form of the scalar product of the vector of
controls and the gradient of the state. The authors proved under suitable hypotheses the existence of
an optimal control that they characterized with an optimality system. Then, assuming that the initial
state is small enough, they obtained the uniqueness of the optimal control. In [10], an optimal bilinear
control of an abstract Schrödinger equation. The existence of an optimal control depending only on
time is proved and the first order optimality system is derived. Zerrik et al. [22] considered a regional
quadratic control problem for distributed bilinear systems. They proved that an optimal control exists
and gave an optimality system that characterized such controls. Considering a control depending on
time and space, Lenhart et al. [12] studied an optimal control of linear heat equation with convective
boundary condition in which the heat transfer is took as the control. They proved the existence and
uniqueness of the optimal control and the solution of the optimality system. The results were achieved
by means of compactness and maximum principle results. Zerrik et al. [8] investigated a constrained
regional control problem of a bilinear plate equation. They proved using some compactness results the
existence of an optimal control that they characterized with an optimality system. The cases of time
or space dependent control were also discussed. We refer to [4, 13, 17, 18, 20, 23, 24, 26, 25], for more
literature on bilinear optimal control involving Partial differential equations of integer order.
Actually, because bilinear controlled Partial differential equations are nonlinear, the most challenging
issue in controlling such models is not only to find appropriate compactness results to obtain the
existence of an optimal control, but also to prove the uniqueness the optimal control. This latter
result is obtained by improving the regularity of solutions to the optimality systems.
In this paper, we are concerned with the bilinear optimal control of a fractional diffusive equation.
More precisely, we aim to drive the state of (1.1) at final time to a desired state by acting on the
system with a localized control depending on time and space. We first prove that for a given initial
condition and control, system (1.1) has a unique weak solution. This allows to define our quadratic
cost function. Then we prove using some compactness results that our control problem admits an
optimal control that we characterize with a first order optimality system. Finally, we establish some
weak maximum principle results that we use to prove the uniqueness of the optimal control. As far as
we know the results we present are new.

The rest of the paper is organized as follows. In Section 2, we give some definitions on fractional
Laplacian and some known results. In Section 3, we first prove the existence and uniqueness of weak
solution to bilinear fractional diffusive system. Then, under some assumptions on the data, we establish
appropriate maximum principle results for a class of bilinear diffusive equation. We prove in Section
4 that the bilinear optimal control (1.2) has an optimal control that we characterize with optimality
system. We then prove that if the parameter of the cost function α is large enough, the optimal control
is unique.
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2 Preliminaries

Let us recall the definition of the fractional Laplacian. Given 0 < s < 1, we let the space

L1
s(RN ) :=

{
w : RN → R measurable and

∫
RN

|w(x)|
(1 + |x|)N+2s

dx <∞
}
.

For w ∈ L1
s(RN ) and ε > 0, we set

(−∆)sεw(x) := CN,s

∫
{y∈RN : |x−y|>ε}

w(x)− w(y)

|x− y|N+2s
dy, x ∈ RN ,

where CN,s is a normalization constant given by

CN,s :=
s22sΓ

(
2s+N

2

)
π

N
2 Γ(1− s)

. (2.1)

The fractional Laplacian (−∆)s is defined by the following singular integral:

(−∆)sw(x) := CN,s P.V.

∫
RN

w(x)− w(y)

|x− y|N+2s
dy = lim

ε↓0
(−∆)sεw(x), x ∈ RN , (2.2)

provided that the limit exists for a.e. x ∈ RN . Let Ω ⊂ RN be an arbitrary open and bounded set.

Given 0 < s < 1, we let

Hs(Ω) :=
{
w : RN → R Lebesgue mesurable s.t. w|Ω ∈ L2(Ω) and∫ ∫

R2N\Σ2

|w(x)− w(y)|2

|x− y|N+2s
dxdy <∞

}
.

Then endowed with the norm defined by

‖w‖Hs(Ω) :=

(∫
Ω

|w(x)|2 dx+

∫ ∫
R2N\Σ2

|w(x)− w(y)|2

|x− y|N+2s
dxdy

) 1
2

,

Hs(Ω) is an Hilbert space.
We set

Hs0(Ω) :=
{
w ∈ Hs(RN ) : w = 0 in Σ

}
.

Then, Hs0(Ω) endowed with norm

‖w‖Hs
0(Ω) =

(∫ ∫
R2N\(RN\Ω)2

(w(x)− w(y))2

|x− y|N+2s
dxdy

)1/2

, (2.3)

is an Hilbert space (see e.g. [19, Lemma 7]). Let H−s(Ω) := (Hs0(Ω))? be the dual space of Hs0(Ω) with
respect to the pivot space, so that we have the following continuous embeddings (see e.g. [2]):

Hs0(Ω) ↪→ L2(Ω) ↪→ H−s(Ω). (2.4)

3



Next, for ρ ∈ Hs(RN ) we introduce the nonlocal normal derivative Ns given by

Nsρ(x) := CN,s

∫
Ω

ρ(x)− ρ(y)

|x− y|N+2s
dy, x ∈ RN \ Ω, (2.5)

where CN,s is the constant given in (2.1).
The following integration by parts formula is contained in [7, 21] for smooth functions. Let ρ ∈ Hs(RN )
be such that (−∆)sρ ∈ L2(Ω) and Nsρ ∈ L2(RN \ Ω). Then for every ψ ∈ Hs(RN ), the following
identity

CN,s
2

∫ ∫
R2N\(RN\Ω)2

(ρ(x)− ρ(y))(ψ(x)− ψ(y))

|x− y|N+2s
dxdy

=

∫
Ω

ψ(−∆)sρ dx+

∫
RN\Ω

ψNsρ dx, (2.6)

holds.
Hence, if ρ, ψ ∈ Hs(RN ) with (−∆)sρ, (−∆)sψ ∈ L2(Ω) and Nsρ, Nsψ ∈ L2(RN \ Ω). Then the

following identity holds,∫
Ω

ψ(−∆)sρ dx =

∫
Ω

ρ(−∆)sψ dx+

∫
RN\Ω

ρNsψ dx

−
∫
RN\Ω

ψNsρ dx.
(2.7)

Observing that

R2N \ (RN \ Ω)2 = (Ω× Ω) ∪ (Ω× (RN \ Ω)) ∪ ((RN \ Ω)× Ω),

we have that if ρ = 0 in RN \ Ω or ψ = 0 in RN \ Ω, then

∫ ∫
R2N\(RN\Ω)2

(ρ(x)− ρ(y))(ψ(x)− ψ(y))

|x− y|N+2s
dx dy

=

∫
RN

∫
RN

(ρ(x)− ρ(y))(ψ(x)− ψ(y))

|x− y|N+2s
dxdy.

Hence (2.3) can be rewritten as:

‖w‖Hs
0(Ω) =

(∫
RN

∫
RN

(w(x)− w(y))2

|x− y|N+2s
dxdy

)1/2

∀w ∈ Hs0(Ω). (2.8)

For suitable function ρ and ψ, we set

F(ρ, ψ) :=

∫ ∫
R2N\(RN\Ω)2

(ρ(x)− ρ(y))(ψ(x)− ψ(y))

|x− y|N+2s
dxdy. (2.9)

Remark 2.1
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(a) Note that if N > 2s, then there exists C0 = C(N, s) > 0 depending only on N and s such that for
any ρ ∈ Hs0(Ω),

‖ρ‖Lr(Ω) ≤ C0‖ρ‖Hs
0(Ω), (2.10)

where r =
2N

N − 2s
(see e.g. [19, Lemma 6 a)]). Therefore,

‖ρ‖L2(Ω) ≤ C0‖ρ‖Hs
0(Ω), (2.11)

because Ω is an open bounded subset of RN and r > 2. Moreover, the following holds true,

‖ρ‖L2((0,T );L2(Ω)) ≤ C0‖ρ‖L2((0,T );Hs
0(Ω)). (2.12)

(b) It is well known that the continuous injection

Hs0(Ω) ↪→ L2(Ω), (2.13)

is also compact, see [6, 9].

We first start with these compactness results.

Theorem 2.1 [14, Theorem 5.1, Page 58] Let B0, B,B1 be three Banach spaces such that B0 ⊂ B ⊂
B1, with Bi being reflexive, i = 1, 2. Assume that the embedding B0 ↪→ B is compact and set

W =

{
ρ ∈ L2((0, T );B0);

∂ρ

∂t
∈ L2

(
(0, T );B1

)}
,

with T <∞. Then, W is compactly embedded in L2((0, T );B).

Let us recall the following result given in [15, Page 37].

Theorem 2.2 Let
(
F, ‖ · ‖F

)
be a Hilbert space. Let Φ be a subspace of F endowed with a pre-Hilbert

scalar product (((·, ·))), with associated norm ||| · ||| . Moreover, let E : F × Φ → C be a sesquilinear
form. Assume that the following hypotheses hold:

1. The embedding Φ ↪→ F is continuous, that is, there is a constant C1 > 0 such that

‖ϕ‖F ≤ C1|||ϕ||| ∀ ϕ in Φ. (2.14)

2. For all ϕ ∈ Φ, the mapping u 7→ E(u, ϕ) is continuous on F .

3. There is a constant C2 > 0 such that

E(ϕ,ϕ) ≥ C2|||ϕ|||2 for all ϕ ∈ Φ. (2.15)

If ϕ 7→ L(ϕ) is a semi linear continuous form on Φ, then there exists a function u ∈ F verifying

E(u, ϕ) = L(ϕ) for all ϕ ∈ Φ.
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Let denote by X′ the dual of X. Set

W ((0, T );X) :=
{
ζ ∈ L2((0, T );X) : ζt ∈ L2

(
(0, T );X′

)}
. (2.16)

Then W (0, T ;X) endowed with the norm given by

‖ψ‖2W ((0,T );X) = ‖ψ‖2L2(0,T ;X) + ‖ψt‖2L2(0,T ;X′), ∀ψ ∈W ((0, T ) : X), (2.17)

is a Hilbert space. Moreover, if
X ⊂ Y ⊂ X′,

then by [16] we have that the continuous embedding

W ((0, T );X) ↪→ C([0, T ];Y). (2.18)

3 Existence and maximum principle results

In this sections, we give some useful results for the study of bilinear optimal control.

3.1 Existence results

Set
V :=

{
ϕ ∈ Hs0(Ω) : (−∆)sϕ ∈ L2(Ω)

}
. (3.1)

Then V endowed with the norm (2.8) is a Hilbert space.
Consider the following system:

ρt + (−∆)sρ = f + vρχω in Q = Ω× (0, T ),
ρ = 0 in Σ = (RN \ Ω)× (0, T ),

ρ(0, .) = ρ0 in Ω.
(3.2)

Definition 3.1 Let f ∈ L2(Q), v ∈ U and ρ0 ∈ L2(Ω). Let F(., .) be defined as in (2.9). We say that
a function ρ ∈ L2((0, T );V) is a weak solution to (3.2), if the following equality

−
∫
Q

φtρdx dt+
CN,s

2

∫ T

0

F(ρ, φ)dt−
∫
ωT

vρ φ dx dt

=

∫
Q

f φ dxdt+

∫
Ω

ρ0 φ(0)dx,
(3.3)

holds, for every

φ ∈ H(Q) =
{
z ∈ L2((0, T );V) : zt ∈ L2(Q) and z(., T ) = 0 in Ω

}
.

Remark 3.1 Note also that if ϕ ∈ H(Q), then ϕt ∈ L2(Q) ↪→ L2((0, T );V′). Consequently, ϕ ∈
W (0, T ;V). Therefore, ϕ(·, 0) and ϕ(·, T ) exist and belong to L2(Ω).
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Theorem 3.1 Let f ∈ L2(Q), v ∈ U and ρ0 ∈ L2(Ω). Let also F(., .) be defined as in (2.9). Then,
there exists a unique weak solution ρ ∈ H := L2((0, T );V) ∩ C([0, T ];L2(Ω)) to (3.2) in the sense of
Definition 3.1. In addition, the following estimates hold

‖ρ‖2C([0,T ];L2(Ω)) ≤ e
T

(1+2M)
2

[
‖ρ0‖2L2(Ω) + ‖f‖2L2(Q)

]
(3.4)

and

‖ρ‖2L2((0,T );V) ≤
2

CN,s
eT

(1+2M)
2

[
‖ρ0‖2L2(Ω) + ‖f‖2L2(Q)

]
. (3.5)

Proof. We proceed in three steps.
Step 1. We show the estimates (3.4)-(3.5).
Make the change of variable z(x, t) = e−rtρ(x, t), (x, t) ∈ Q, for some r > 0 where ρ is solution to
(3.2), we obtain that z is solution to zt + (−∆)sz + rz = e−rtf + vzχω in Q,

z = 0 in Σ,
z(., 0) = ρ0 in Ω.

(3.6)

Multiplying the first equation in (3.6) by z ∈ L2((0, T );V), using the integration by parts (2.6) and
Cauchy’s inequality, we obtain

1

2
‖z(t)‖2L2(Ω) +

CN,s
2

F(z(t), z(t)) + r‖z(t)‖2L2(Ω)

=

∫
ω

e−rtf(t)z(t) dxdt+

∫
ω

vz2(t) dx

≤ 1

2
‖f(t)‖2L2(Ω) +

1

2
‖z(t)‖2L2(Ω) +M‖z‖2L2(Ω).

Hence choosing r =
1

2
+M in this latter identity, we deduce that

1

2
‖z(t)‖2L2(Ω) +

CN,s
2
‖z(t)‖2V ≤ 1

2
‖f(t)‖2L2(Ω). (3.7)

Now, integrating this latter inequality on (0, τ), with τ ∈ [0, T ], we obtain

1

2
‖z(τ)‖2L2(Ω) +

CN,s
4

∫ τ

0

‖z(t)‖2V dt ≤
1

2
‖f‖2L2(Q) +

1

2
‖ρ0‖2L2(Ω),

from which we deduce that

sup
τ∈[0,T ]

‖ρ(·, τ)‖2L2(Ω) ≤ eT
(1+2M)

2

[
‖ρ0‖2L2(Ω) + ‖f‖2L2(Q)

]
,∫ T

0

∥∥ρ(·, t)
∥∥2

V dt ≤ 2

CN,s
eT

(1+2M)
2

[
‖ρ0‖2L2(Ω) + ‖f‖2L2(Q)

]
.

Step 2. We prove existence of ρ solution to (3.2) by means of Theorem 2.2.
To this end, we recall that the norm on L2((0, T );V) is given by

‖ρ‖2L2((0,T );V) =

∫ T

0

‖ρ(·, t)‖2V dt,
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and we consider the norm defined on H(Q) by

‖ρ‖2H(Q) := ‖ρ‖2L2((0,T );V) + ‖ρ(·, 0)‖2L2(Ω), ∀ρ ∈ H(Q).

Therefore, it is clear that for any ρ ∈ H(Q), we have

‖ρ‖L2((0,T );V) ≤ ‖ρ‖H(Q).

This shows that we have the continuous embedding H(Q) ↪→ L2((0, T );V).
Now, let ϕ ∈ H(Q) and consider the bilinear form E(·, ·) defined on L2((0, T );V)×H(Q) by:

E(ρ, ϕ) = −
∫
Q

ϕt ρdxdt+
CN,s

2

∫ T

0

F(ρ, ϕ)dt−
∫
ωT

vρϕ dxdt, (3.8)

where we recall that F(·, ·) has been defined in (2.9). Using Cauchy Schwarz inequality and (2.12), we
get that

|E(ρ, ϕ)| ≤ ‖ρ‖L2(Q)‖ϕt‖L2(Q) +
CN,s

2

(∫ T

0

F(ρ, ρ)dt

)1/2(∫ T

0

F(ϕ,ϕ)dt

)1/2

+ M‖ρ‖L2(Q)‖ϕ‖L2(Q)

≤ ‖ρ‖L2(Q)‖ϕt‖L2(Q) +
CN,s

2
‖ρ‖L2((0,T );V)‖ϕ‖L2((0,T );V)

+ MC2
0‖ρ‖L2((0,T );V)‖ϕ‖L2((0,T );V)

≤

(
C0‖ϕt‖L2(Q) +

(
MC2

0 +
CN,s

2

)
‖ϕ‖L2((0,T );V)

)
‖ρ‖L2((0,T );V)

≤ C‖ρ‖L2((0,T );V).

This means that there is a constant C = C(C0, ϕ, CN,s,M) > 0 such that

|E(ρ, ϕ)| ≤ C‖ρ‖L2((0,T );V).

Consequently, for every fixed ϕ ∈ H(Q), the functional ρ 7→ E(ρ, ϕ) is continuous on L2((0, T );V).
Next, we have that for every ϕ ∈ H(Q),

E(ϕ,ϕ) = −
∫
Q

ϕt ϕdxdt+
CN,s

2

∫ T

0

F(ϕ,ϕ)dt−
∫
ωT

vϕ2 dxdt

≥ 1

2
‖ϕ(·, 0)‖2L2(Ω) +

CN,s
2

∫ T

0

F(ϕ,ϕ)dt

≥ 1

2
‖ϕ(·, 0)‖2L2(Ω) +

CN,s
2
‖ϕ‖2L2((0,T );V)

≥ 1

2
min(1, CN,s)‖ϕ‖2H(Q).

Finally, let us consider the functional L(·) : H(Q)→ R defined by

L(ϕ) =:

∫
Q

f ϕ dxdt+

∫
Ω

ρ0 ϕ(., 0)dx.

Then using Cauchy Schwarz inequality, (2.12), (3.5) and the fact that v ∈ U, we obtain after straight-
forward calculations that

|L(ϕ)| ≤ C(ρ0, C0, f)‖ϕ‖H(Q),
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where
C(ρ0, C0, f) = ‖ρ0‖L2(Ω) + C0‖f‖L2(Q).

Therefore, L(·) is continuous on H(Q). Thus, it follows from Theorem 2.2 that there exists ρ ∈
L2((0, T );V) such that

E(ρ, ϕ) = L(ϕ), ∀ϕ ∈ H(Q). (3.9)

We have shown that the system (3.2) has a solution ρ ∈ L2((0, T );V) in the sense of Definition 3.1.
Step 3. We prove the uniqueness of ρ solution to (3.2).
Assume that there exist z1 and z2 solutions to (3.2) with the same right hand side f, v and initial
datum ρ0. Set z := e−rt(z1 − z2). Then z satisfies zt + (−∆)sz + rz = vzχω in Q,

z = 0 in Σ,
z(., 0) = 0 in Ω.

(3.10)

So, if we multiply the first equation of (3.10) by z, then use the integration by parts (2.6) and the fact
that v ∈ U, we obtain that,

1

2
‖z(·, T )‖2L2(Ω) +

CN,s
2

∫ T

0

F(z, z)dt+ r‖z‖2L2(Q) ≤ M‖z‖2L2(Q).

Choosing r = M in this latter inequality, we can deduce that

1

2
‖z(·, T )‖2L2(Ω) +

CN,s
2
‖z‖2L2((0,T );Hs

0(Ω)) ≤ 0.

Hence, z = 0 in RN . Thus, y1 = y2 in RN and we have shown uniqueness.
This completes the proof.

Corollary 3.1 Let f ∈ L2(Q) and ρ0 ∈ Hs0(Ω). Then, there exists a unique weak solution ρ ∈ K :=
H∩H1((0, T );L2(Ω))∩C([0, T ];Hs0(Ω)) to (3.2) in the sense of Definition 3.1. In addition, the following
estimates hold

‖ρt‖2L2(Q) ≤ ‖f‖
2
L2(Q)

(
2 +

4MC0

CN,s
eT

(1+2M)
2

)

+‖ρ0‖2Hs
0(Ω)

(
CN,s

2
+

4MC2
0

CN,s
eT

(1+2M)
2

) (3.11)

and

sup
τ∈[0,T ]

‖ρ(., τ)‖2Hs
0(Ω) ≤ ‖f‖2L2(Q)

(
4

CN,s
+

8MC0

C2
N,s

eT
(1+2M)

2

)

+ ‖ρ0‖2Hs
0(Ω)

(
1 +

8MC2
0

C2
N,s

eT
(1+2M)

2

)
.

(3.12)

Proof. If ρ0 ∈ Hs0(Ω), then ρ0 ∈ L2(Ω). It follows from Theorem 3.1 that there exists a unique weak
solution ρ ∈ H to (3.2) in the sense of Definition 3.1. Moreover (3.5) holds true. To complete the
proof of Corollary 3.1, we need to prove (3.11)-(3.12). So, if we multiply the first equation in (3.2) by
ρt and use the integration by parts (2.6), we have that for all t > 0,

‖ρt(t)‖2L2(Ω) +
CN,s

2
F(ρt(t), ρ(t)) =

∫
Ω

f(t)ρt(t)dx+

∫
ω

v(t)ρ(t)ρt(t)dx.
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Integrating this latter identity over (0, τ) with τ ∈ [0, T ], then using Young’s inequality and the fact
that v ∈ U, we obtain that∫ τ

0

‖ρt(t)‖2L2(Ω)dt+
CN,s

2

∫ τ

0

F(ρt(t), ρ(t))dt

=

∫ τ

0

∫
Ω

f(t)ρt(t)dxdt+

∫ τ

0

∫
ω

v(t)ρ(t)ρt(t)dxdt

≤ δ

2
‖f‖2L2(Q) +

1

δ

∫ τ

0

‖ρt(t)‖2L2(Ω)dt+
δM

2
‖ρ‖2L2(Q),

(3.13)

for some δ > 0. Observing that∫ τ

0

F(ρt(t), ρ(t))dt =

∫ τ

0

∫
RN

∫
RN

(ρt(x)− ρt(y))(ρ(x)− ρ(y))

|x− y|N+2s
dxdydt

=

∫ τ

0

∫
RN

∫
RN

(ρ(x, t)ρt(x, t) + ρ(y, t)ρt(y, t))

|x− y|N+2s
dx dydt

−
∫ τ

0

∫
RN

∫
RN

(ρ(x, t)ρt(y, t) + ρ(y, t)ρt(x, t))

|x− y|N+2s
dx dydt

=

∫
RN

∫
RN

(ρ2(x, τ)− ρ2(x, 0) + ρ2(y, τ)− ρ2(y, 0))

2|x− y|N+2s
dxdy

−
∫
RN

∫
RN

(ρ(x, τ)ρ(y, τ)− ρ(y, 0)ρ(x, 0))

|x− y|N+2s
dxdy

=
1

2
‖ρ(., τ)‖2Hs

0(Ω) −
1

2
‖ρ0‖2Hs

0(Ω),

relation (3.13) becomes∫ τ

0

‖ρt(t)‖2L2(Ω)dt+
CN,s

4
‖ρ(., τ)‖2Hs

0(Ω) ≤ δ

2
‖f‖2L2(Q) +

1

δ

∫ τ

0

‖ρt(t)‖2L2(Ω)dt

+
δM

2
‖ρ‖2L2(Q),

for any τ ∈ [0, T ]. Choosing δ = 2 in this latter equality and using (2.12), we have that,

1

2

∫ τ

0

‖ρt(t)‖2L2(Ω)dt+
CN,s

4
‖ρ(., τ)‖2Hs

0(Ω)

≤ ‖f‖2L2(Q) +M‖ρ‖2L2(Q) +
CN,s

4
‖ρ0‖2Hs

0(Ω)

≤ ‖f‖2L2(Q) +
CN,s

4
‖ρ0‖2Hs

0(Ω) +MC0‖ρ‖2L2((0,T );V),

(3.14)

for any τ ∈ [0, T ]. Hence,

1

2

∫ τ

0

‖ρt(t)‖2L2(Ω)dt ≤ ‖f‖2L2(Q) +
CN,s

4
‖ρ0‖2Hs

0(Ω) +MC0‖ρ‖2L2((0,T );V)

and
CN,s

4
‖ρ(., τ)‖2Hs

0(Ω) ≤ ‖f‖2L2(Q) +
CN,s

4
‖ρ0‖2Hs

0(Ω) +MC0‖ρ‖2L2((0,T );V),

which in view of (3.5) and (2.11) give for any τ ∈ [0, T ],

1

2

∫ τ

0

‖ρt(t)‖2L2(Ω)dt ≤ ‖f‖2L2(Q) +
CN,s

4
‖ρ0‖2Hs

0(Ω)

+
2MC0

CN,s
eT

(1+2M)
2

[
C0‖ρ0‖2Hs

0(Ω) + ‖f‖2L2(Q)

]
10



and
CN,s

4
‖ρ(., τ)‖2Hs

0(Ω) ≤ ‖f‖2L2(Q) +
CN,s

4
‖ρ0‖2Hs

0(Ω)

+
2MC0

CN,s
eT

(1+2M)
2

[
C0‖ρ0‖2Hs

0(Ω) + ‖f‖2L2(Q)

]
.

Thus, ∫ T

0

‖ρt(t)‖2L2(Ω)dt ≤ ‖f‖2L2(Q)

(
2 +

4MC0

CN,s
eT

(1+2M)
2

)

+ ‖ρ0‖2Hs
0(Ω)

(
CN,s

2
+

4MC2
0

CN,s
eT

(1+2M)
2

)
and

sup
τ∈[0,T ]

‖ρ(., τ)‖2Hs
0(Ω) ≤ ‖f‖2L2(Q)

(
4

CN,s
+

8MC0

C2
N,s

eT
(1+2M)

2

)

+ ‖ρ0‖2Hs
0(Ω)

(
1 +

8MC2
0

C2
N,s

eT
(1+2M)

2

)
.

This completes the proof.

Corollary 3.2 Let v ∈ U and ρ0 ∈ C(Ω̄). Let also F(., .) be defined as in (2.9). Then, there exists a
unique weak solution ρ ∈ H := L2((0, T );V) ∩ C([0, T ];L2(Ω)) to (1.1) in the sense of Definition 3.1.
In addition, the following estimates hold

‖ρ‖2C([0,T ];L2(Ω)) ≤ e
T

(1+2M)
2 ‖ρ0‖2L2(Ω) (3.15)

and

‖ρ‖2L2((0,T );V) ≤
2

CN,s
eT

(1+2M)
2 ‖ρ0‖2L2(Ω). (3.16)

Proof. Since ρ0 ∈ C(Ω̄), we have that ρ0 ∈ L2(Ω). It then suffices to apply Theorem 3.1 with f = 0
to obtain the results.

3.2 Maximum principle results

Theorem 3.2 Let ρ0 ∈ C(Ω̄) be such that ρ0(x) > 0 almost everywhere in Ω and v ∈ U. Then the
weak solution of (1.1) is positive almost everywhere in RN × [0, T ].

Proof. Let ρ−(x, t) = min(0, ρ(x, t)) where ρ ∈ L2((0, T );V)∩ C([0, T ];L2(Ω)) is the weak solution of
(1.1). Denote the support of ρ− by O = suppρ−. Then we have that

ρ− = ρχO,
ρ−(x, 0) = min(0, ρ0(x)) = 0 in Ω,
ρ−t = ρtχO

and ρ− ∈ L2((0, T );V) ∩ C([0, T ];L2(Ω)).
Let ψ ∈ V. Multiplying the first equation in (1.1) by ψ and using the integration by parts (2.6),

we have for any t > 0, ∫
Ω

ρt(t)ψ(t)dx+
CN,s

2
F(ρ(t), ψ(t)) =

∫
Ω

v(t)ρ(t)ψ(t)dx.

11



Taking ψ = ρ−(t) in this latter identity yields∫
Ω

ρ−t (t)ρ−(t)dx+
CN,s

2
F(ρ−(t), ρ−(t)) =

∫
Ω

v(t)
(
ρ−(t)

)2
dx, (3.17)

where F is defined as in (2.9) and which according to the support of ρ− can be rewritten as

F(ρ−(t), ρ−(t)) =

∫ ∫
(R2N\(RN\Ω)2)∩O2

(ρ(x, t)− ρ(y, t))2

|x− y|N+2s
dxdy.

Observing that (3.17) can be rewritten as

1

2

d

dt
‖ρ−(t)‖2L2(Ω) +

CN,s
2

F(ρ−(t), ρ−(t)) =

∫
Ω

v(t)
(
ρ−(t)

)2
dx

and integrating this latter identity over (0, τ) with τ ∈ [0, T ], we deduce that

1

2
‖ρ−(τ)‖2L2(Ω) +

CN,s
2

∫ τ

0

F(ρ−(t), ρ−(t))dt ≤ 0,

because ρ−(x, 0) = 0 a.e. in Ω. Hence, we deduce

sup
τ∈[0,T ]

‖ρ−(τ)‖2L2(Ω) = 0

and ∫ T

0

F(ρ−(t), ρ−(t))dt = ‖ρ−‖2L2((0,T );Hs
0(Ω)) = 0.

It then follows from the two identities above that ρ− = 0 almost everywhere in O and thus ρ− = 0
almost everywhere in Ω× [0, T ]. Consequently, ρ ≥ 0 almost everywhere in RN × [0, T ] .

Remark 3.2 Note that ρ0 ∈ L2(Ω) is enough to obtain the positivity of ρ. We have the same obser-
vation for a control in L∞(Q).

The following results can be viewed as maximum principle for class of bilinear fractional diffusion
equations. We need these results for the continuity of the solution to (1.1) as well as for the uniqueness
of the optimal control.

Theorem 3.3 Let ψT ∈ L∞(Ω) be such that ψT ≥ 0 almost everywhere in Ω. Let ψd ∈ C(Ω̄) and
v ∈ U. Then the weak solution of

ψt + (−∆)sψ = vψχω in Q,
ψ = 0 in Σ,
ψ(., 0) = ψT − ψd in Ω,

(3.18)

satisfies

min

(
0,−‖ψT ‖L∞(Ω) − sup

x∈Ω
ψd(x)

)
≤ ψ(x, t) ≤ max

(
0, ‖ψT ‖L∞(Ω) − inf

x∈Ω
ψd(x)

)
a.e. in RN × [0, T ].

(3.19)
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Proof. In view of Theorem 3.1, we that ψ ∈ L2((0, T );V) ∩ C([0, T ];L2(Ω)) because ψT − ψd ∈
L2(Ω) and v ∈ U. To continue with the proof of Theorem 3.3, we will proceed in two steps.

Step 1. We prove that ψ(x, t) ≤ max

(
0, ‖ψT ‖L∞(Ω) − inf

x∈Ω
ψd(x)

)
a.e. in RN × [0, T ].

Set K = max

(
0, ‖ψT ‖L∞(Ω) − inf

x∈Ω
ψd(x)

)
and w(x, t) = K − ψ(x, t) for any (x, t) ∈ RN × (0, T ).

Then K ≥ 0 and
w(x, 0) = K − (ψT (x)− ψd(x))

≥ ‖ψT ‖L∞(Ω) − inf
x∈Ω

ψd(x)− (ψT (x)− ψd(x))

≥ 0,

for any x ∈ Ω. Moreover, w satisfies
wt + (−∆)sw = vwχω − vKχω in Q = Ω× (0, T ),

w = K in Σ = (RN \ Ω)× (0, T ),
w(0, .) = K − (ψT − ψd) in Ω.

(3.20)

Then we consider the function w−(x, t) = min(0, w(x, t)) for any (x, t) ∈ RN × (0, T ) and we denote
the support of w− by O = suppw−. Since K ≥ 0, we have that w− = 0 on Σ and w− ∈ L2((0, T );V)∩
C([0, T ];L2(Ω)). If we multiply the first equation in (3.20) by w− and use the integration by parts
(2.6), we have for any t > 0,∫

Ω

wt(t)w
−(t)dx+

CN,s
2

F(w(t), w−(t)) =

∫
Ω

v(t)w(t)w−(t)dx

−K
∫

Ω

v(t)w−(t)dx,

which can be rewritten as

1

2

d

dt
‖w−(t)‖2L2(Ω) +

CN,s
2

F(w−(t), w−(t)) =

∫
Ω

v(t)
(
w−(t)

)2
dx

−K
∫

Ω

v(t)w−(t)dx,

with

F(w−(t), w−(t)) =

∫ ∫
(R2N\(RN\Ω)2)∩O2

(w(x, t)− w(y, t))2

|x− y|N+2s
dxdy.

Hence, v being in U, w− negative and K ≥ 0, we deduce that

1

2

d

dt
‖w−(t)‖2L2(Ω) +

CN,s
2

F(w−(t), w−(t)) ≤ 0.

Integrating this latter identity over (0, τ) with s ∈ [0, T ] and using the fact that w−(x, 0) = 0 a.e. in
Ω, we deduce that

1

2
‖w−(τ)‖2L2(Ω) +

CN,s
2

∫ τ

0

F(w−(t), w−(t))dt ≤ 0.

This implies that
sup

τ∈[0,T ]

‖w−(τ)‖2L2(Ω) = 0
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and ∫ T

0

F(w−(t), w−(t))dt = ‖w−‖2L2((0,T );Hs
0(Ω)) = 0.

So, w− = 0 almost everywhere in O and hence w− = 0 almost everywhere in RN×[0, T ]. Consequently,
K − ψ(x, t) ≥ 0 almost everywhere in RN × [0, T ]. This means that

ψ(x, t) ≤ max

(
0, ‖ψT ‖L∞(Ω) − inf

x∈Ω
ψd(x)

)
a.e. in RN × [0, T ].

Step 2. We prove that min

(
0,−‖ψT ‖L∞(Ω) − sup

x∈Ω
ψd(x)

)
≤ ψ(x, t) a.e. in RN × [0, T ].

Set L = min

(
0,−‖ψT ‖L∞(Ω) − sup

x∈Ω
ψd(x)

)
and ζ(x, t) = L − ψ(x, t) for any (x, t) ∈ RN × [0, T ].

Then L ≤ 0 and ζ satisfies
ζt + (−∆)sζ = vζχω − Lvζχω in Q = Ω× (0, T ),

ζ = L in Σ = (RN \ Ω)× (0, T ),
ζ(0, .) = L− (ψT − ψd) in Ω.

(3.21)

We consider the function ζ+(x, t) := max(0, ζ(x, t)) and denote the support of ζ+ by O1 = suppζ+.
Since L ≤ 0, we have on the one hand, ζ+ = 0 on Σ and ζ+ ∈ L2((0, T );V) ∩ C([0, T ];L2(Ω)), and on
the other hand,

ζ(x, 0) = L− ψT (x)− ψd(x)

≤ −‖ψT ‖L∞(Ω) − sup
x∈Ω

ψd(x)− ψT (x) + ψd(x)

≤ 0

for any x ∈ Ω, because ψT ≥ 0. This means that ζ(x, 0) ≤ 0 and ζ+(., 0) = max(0, ζ(., 0)) = 0 in Ω.
If we multiply the first equation in (3.21) by ζ+ and use the integration by parts (2.6), we have for
any t > 0 ∫

Ω

ζt(t)ζ
+(t)dx+

CN,s
2

F(ζ(t), ζ+(t)) =

∫
Ω

v(t)ζ(t)ζ+(t)dx

− L

∫
Ω

v(t)ζ+(t)dx,

which can be rewritten as

1

2

d

dt
‖ζ+(t)‖2L2(Ω) +

CN,s
2

F(ζ+(t), ζ+(t)) =

∫
Ω

v(t)
(
ζ+(t)

)2
dx

− L

∫
Ω

v(t)ζ+(t)dx.

Hence, using the fact that v ∈ U, ζ+ positive and L ≤ 0 we obtain that

1

2

d

dt
‖ζ+(t)‖2L2(Ω) +

CN,s
2

F(ζ+(t), ζ+(t)) ≤ 0.

Integrating this latter identity over (0, τ) with τ ∈ [0, T ], we have for any τ ∈ [0, T ],

1

2
‖ζ+(τ)‖2L2(Ω) +

CN,s
2

∫ τ

0

F(ζ+(t), ζ+(t))dt ≤ 0
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because ζ+(x, 0) = 0. This implies that

sup
τ∈[0,T ]

‖ζ+(τ)‖2L2(Ω) = 0

and ∫ T

0

F(ζ+(t), ζ+(t))dt = ‖ζ+‖2L2((0,T );Hs
0(Ω)) = 0.

Consequently, ζ+ = 0 almost everywhere in O1 and hence ζ+ = 0 almost everywhere in RN × [0, T ].
This means that L− ψ ≤ 0 almost everywhere in RN × [0, T ].

Remark 3.3 Note that theorem 3.3 holds because ψT ∈ L∞(Ω) with ψT ≥ 0 a.e. in Ω.

Remark 3.4 Note that ψd being in C(Ω̄), it follows from (3.19) that

‖ψ‖L∞(RN×(0,T )) ≤ ‖ψT ‖L∞(Ω) + ‖ψd‖C(Ω). (3.22)

Corollary 3.3 Let ρ0 ∈ C(Ω̄) and v ∈ U. Then the weak solution of (1.1) satisfies

min

(
0, inf
x∈Ω

ρ0(x)

)
≤ ρ(x, t) ≤ max

(
0, sup
x∈Ω

ρ0(x)

)
a.e. in RN × [0, T ]. (3.23)

Moreover,
‖ρ‖L∞(RN×(0,T )) ≤ ‖ρ0‖C(Ω). (3.24)

Proof. We apply Theorem 3.3 and (3.22), with ψT = 0 in Ω and ρ0 = −ψd.
The following results are useful for the study of the optimal control problem (1.1)-(1.3). The proofs

follow similar arguments as in [11].

Proposition 3.1 Let v ∈ U and ρ0 ∈ C(Ω̄). Let also F(., .) be defined as in (2.9). Let ρ = ρ(v) be the
solution of (1.1). Then the application v 7→ ρ(v) is a continuous function from U onto L2((0, T );V).

Proof. Let v1, v2 ∈ L2(ωT ). Set z := e−rt(ρ(v1) − ρ(v2)), with r > 0 and ρ(v1) and ρ(v2) being
solutions of (1.1) with v = v1 and v = v2 respectively, we have that z satisfies zt + (−∆)sz + rz = (v1z + e−rt(v1 − v2)ρ(v2))χω in Q,

z = 0 in Σ,
z(0) = 0 in Ω.

(3.25)

So, if we multiply the first equation of (3.25) by z and integrate over Q, then use the integration by
parts (2.6), we obtain that

1

2
‖z(·, T )‖2L2(Ω) +

CN,s
2
‖z‖2L2((0,T );V) + r‖z‖2L2(Q) (3.26)

=

∫
ωT

(v1z + e−rt(v1 − v2)ρ(v2))z dxdt.

Observing that ρ0 ∈ C(Ω̄), using Corollary 3.3, we have from (3.24) that

‖ρ‖L∞(Q)) ≤ ‖ρ0‖C(Ω). (3.27)
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Therefore, using Cauchy’s inequality, the fact that v1 ∈ U and (3.27), we deduce that

CN,s
2
‖z‖2L2((0,T );V) + r‖z‖2L2(Q) ≤ 1

2
‖v1 − v2‖2L2(ωT )‖ρ

0‖2C(Ω) +
1

2
‖z‖2L2(Q)

+ M‖z‖2L2(Q).

By choosing r =
1

2
+M , this latter inequality lead us to

‖z‖2L2((0,T );V) ≤
1

CN,s
‖v1 − v2‖2L2(ωT )‖ρ

0‖2C(Ω).

As v1 → v2, we deduce that z → 0 strongly in L2((0, T );V). Hence ρ(v1)→ ρ(v2) as v1 → v2 and, the
application v 7→ ρ(v) is a continuous map from L2(ωT ) onto L2((0, T );V). This completes the proof.

Proposition 3.2 Let v, w ∈ U and ρ0 ∈ C(Ω̄). Let also F(., .) be defined as in (2.9). Let also ρ = ρ(v)

be the solution of (1.1) and λ > 0. Set zλ :=
ρ(v + λw)− ρ(v)

λ
. Then (zλ) converges strongly in

L2((0, T );V) as λ→ 0 to z, solution to zt + (−∆)sz = (vz + wρ(v))χω in Q,
z = 0 in Σ,
z(0) = 0 in Ω.

(3.28)

Proof. zλ is solution to the problem (zλ)t + (−∆)szλ = (vzλ + wρ(v + λw))χω in Q,
zλ = 0 in Σ,
zλ(0) = 0 in Ω.

Define pλ := e−rt(zλ − z), with r > 0. Then pλ is a solution to (pλ)t + (−∆)spλ + rpλ = [vpλ + e−rtw(ρ(v + λw)− ρ(v))]χω in Q,
pλ = 0 in Σ,
pλ(0) = 0 in Ω.

(3.29)

Now, if we multiply the first equation of (3.29) by pλ and integrate by parts over Q, we obtain using
the integration by parts (2.6) that,

1

2
‖pλ(·, T )‖2L2(Ω) +

CN,s
2
‖pλ‖2L2((0,T );V) + r‖pλ‖2L2(Q)

=

∫
ωT

(vpλ + e−rtw(ρ(v + λw)− ρ(v))pλ dxdt.

Using Cauchy’s inequality and (2.11), we deduce that

CN,s
2
‖pλ‖2L2((0,T );V) + r‖pλ‖2L2(Q) ≤ 1

2
M2‖ρ(v + λw)− ρ(v)‖2L2(Q) +

1

2
‖pλ‖2L2(Q)

+ M‖pλ‖2L2(Q)

≤ C0

2
M2‖ρ(v + λw)− ρ(v)‖2L2((0,T );V)

+
1

2
‖pλ‖2L2(Q) +M‖pλ‖2L2(Q).
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By choosing r =
1

2
+M , this latter inequality lead us to

‖pλ‖2L2((0,T );V) ≤
C

CN,s
M2‖ρ(v + λw)− ρ(v)‖2L2((0,T );V).

By taking the limit as λ→ 0 in this latter inequality and using the Proposition 3.1, we obtain that
pλ → 0 strongly in L2((0, T );V). Hence zλ → z strongly in L2((0, T );V) as λ → 0. This completes
the proof.

Lemma 3.1 Let (ρn)n be a sequence of L2((0, T );V)) such that ρnt ∈ L2(Q) and

ρn ⇀ ρ weakly in L2((0, T );V)) as n→∞.

Then
ρn → ρ strongly in L2(Q) as n→∞.

Proof. If ρn ∈ L2((0, T );V)) then ρn ∈ L2((0, T );Hs0(Ω)) and

ρn ⇀ ρ weakly in L2((0, T );Hs0(Ω)) as n→∞.

Therefore, we have from (2.13) and Theorem 2.1 that

ρn → ρ Strongly in L2(Q) as n→∞.

4 Resolution of the optimization problem

4.1 Existence and characterization of an optimal control

In this section, we are interested in the following optimal control problem:

inf
v∈U

J(v), (4.1)

where
J(v) = ‖ρ(T )− ρd‖2L2(Ω) + α‖v‖2L2(ωT ), (4.2)

with α > 0, ρd ∈ C(Ω̄) and ρ = ρ(v) ∈ L2((0, T );V) ∩ C([0, T ];L2(Ω)) is solution to (1.1).

Theorem 4.1 Let α > 0, v ∈ U and ρ0, ρd ∈ C(Ω̄). Then there exists a solution u ∈ U of the optimal
control problem (4.1)-(4.2).

Proof. Notice that J(v) ≥ 0 for all v ∈ U. Let (vn)n ⊂ U be a minimizing sequence such that

lim
n→∞

J(vn)→ min
v∈U

J(v).

Since the functional J ≥ 0, such a minimizing sequence always exists. Let ρn = ρ(vn) be the state
associated to the control vn, then there is a positive constant C independent of n such that

‖ρn(T )‖L2(Ω) ≤ C. (4.3)
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and since vn ∈ U,
‖vn‖L2(ωT ) ≤M (4.4)

Moreover, ρn being solution of (1.1), it follows from (3.16) that

‖ρn‖L2((0,T );V) ≤
(
eT

(1+2M)
2

)1/2

‖ρ0‖L2(Ω). (4.5)

Consequently, using (2.12), we deduce that

‖vnρn‖L2(ωT ) ≤ M‖ρn‖L2(Q)

≤ C0M‖ρn‖L2((0,T );V)

≤ C0M
(
eT

(1+2M)
2

)1/2

‖ρ0‖L2(Ω). (4.6)

From (4.3)-(4.6), we have that there exist η ∈ L2(Ω), u ∈ L2(ωT ), β ∈ L2(ωT ) and ρ ∈ L2((0, T );V)
such that (up to a subsequence), as n→∞, we have

vn ⇀ u weakly in L2(ωT ), (4.7)

ρn(T ) ⇀ η weakly in L2(Ω), (4.8)

ρn ⇀ ρ weakly in L2(0, T ;V), (4.9)

and
vnρn ⇀ β weakly in L2(ωT ). (4.10)

Since U is a closed convex subset of L2(ωT ), we have that U is weakly closed and so

u ∈ U. (4.11)

Observing that ρn ∈ L2((0, T );V)) satisfies (1.1) and that (4.6) holds true, we deduce that ρnt =
vnρn − (−∆)sρn ∈ L2(Q). It then follows from (4.9) and Lemma 3.1 that

ρn → ρ strongly in L2(Q). (4.12)

Therefore, taking (4.7) and (4.12) into account and using the weak-strong convergence, we obtain

vnρn ⇀ uρ weakly in L1(ωT ), (4.13)

which in view of the continuous embedding of L2(ωT ) into L1(ωT ), (4.10) and the uniqueness of the
weak limit imply that β = uρ. Hence,

vnρn ⇀ uρ weakly in L2(ωT ). (4.14)

Now let us show that ρ = ρ(u). We recall that ρn is solution to (ρn)t + (−∆)sρn = vnρnχω in Q,
ρn = 0 in Σ,
ρn(., 0) = ρ0 in Ω.

(4.15)
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If we multiply the first equation in (4.15) by φ ∈ H(Q) and integrate by parts over Q, we obtain using
the integration by parts (2.6),

−
∫
Q

φtρ
ndxdt+

CN,s
2

∫ T

0

F(ρn, φ)dt =∫
ωT

vnρn φ dxdt+

∫
Ω

ρ0 φ(0)dx,
(4.16)

where
H(Q) =

{
z ∈ L2((0, T );V) : zt ∈ L2(Q) and z(., T ) = 0 in Ω

}
.

Passing to the limit as n→∞ in (4.16), while using (4.9) and (4.14), we obtain that

−
∫
Q

φtρdx dt+
CN,s

2

∫ T

0

F(ρ, φ)dt =∫
ωT

uρφ dxdt+

∫
Ω

ρ0 φ(0)dx,
(4.17)

for any φ ∈ H(Q). Hence, we can deduce that ρ = ρ(u) is a weak solution to (3.2) with v = u and
f = 0 in the sense of Definition 3.3. In other words, ρ = ρ(u) is a weak solution to ρt + (−∆)sρ = uρχω in Q,

ρ = 0 on Σ,
ρ(0) = ρ0 in Ω.

(4.18)

Now let φ ∈ L2((0, T );V)∩C([0, T ];L2(Ω)). If we multiply the first equation in (4.15) by φ and we
integrate over Q, we obtain using the integration by parts (2.6),∫

Ω

ρn(T )φ(T )dx−
∫
Q

φtρ
ndxdt+

CN,s
2

∫ T

0

F(ρn, φ)dt =

∫
ωT

vnρn φ dx dt

+

∫
Ω

ρ0 φ(0)dx.

(4.19)

Now, passing to the limit in (4.19) as n→∞, while using (4.8), (4.9) and (4.14), we obtain∫
Ω

ηφ(T )dx−
∫
Q

φtρdx dt+
CN,s

2

∫ T

0

F(ρ, φ)dt =∫
ωT

uρφ dxdt+

∫
Ω

ρ0 φ(0)dx,

which by using again the integration by parts (2.6) gives,∫
Ω

ρ0 φ(0)dx+

∫
Ω

φ(T )(η − ρ(T )) dx+

∫
Q

φ(ρt + (−∆)sρ)dx dt =∫
ωT

uρφ dx dt+

∫
Ω

ρ0 φ(0)dx,

∀φ ∈ L2((0, T );V) ∩ C([0, T ];L2(Ω)).

Since ρ = ρ(u) is solution of (4.18), we get from this latter identity that∫
Ω

φ(T )(η − ρ(T )) dx = 0, ∀φ ∈ L2((0, T );V) ∩ C([0, T ];L2(Ω)). (4.20)
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Hence, we deduce that

η = ρ(T ) on Ω. (4.21)

Combining (4.8) and (4.21), we obtain that

ρn(T ) ⇀ ρ(T ) weakly in L2(Ω). (4.22)

Moreover, using (4.22), (4.7), (4.11) and the lower semi-continuity of the mapping v 7→ J(v) on U,
it follows that

J(u) ≤ lim inf
n→∞

J(vn) = inf
v∈U

J(v).

This implies that u is a minimizer of J(·). This completes the proof.
Next, we characterize the optimality control

Theorem 4.2 Let α > 0, v ∈ U and ρ0, ρd ∈ C(Ω̄). Let u be an optimal control for the minimization
problem (4.1). Then there exists q ∈ L2((0, T );V)∩C([0, T ];L2(Ω)) such that the triple (ρ, u, q) satisfies ρt + (−∆)sρ = uρχω in Q,

ρ = 0 on Σ,
ρ(0) = ρ0 in Ω,

(4.23)


−qt + (−∆)sq = uqχω in Q,
q = 0 on Σ,
q(T ) = ρ(T )− ρd in Ω,

(4.24)

and

u = −min

(
max

(
0,
q

α
ρ(u)

)
,M

)
in ωT . (4.25)

Proof. We have already shown (4.23)( equivalently (4.18)). To complete the proof of the Theorem
4.2, we write the Euler-Lagrange first order optimality condition that characterizes the optimal control
u. That is,

lim
λ→0

J(u+ λ(v − u))− J(u)

λ
≥ 0, ∀v ∈ U. (4.26)

After some straightforward calculations and using Proposition 3.2, (4.26) gives∫
Ω

z(T )(ρ(T, u)− ρd) dx+ α

∫
ωT

u(v − u) dxdt ≥ 0, ∀v ∈ U, (4.27)

where z ∈ K is the unique solution of zt + (−∆)sz = (uz + (v − u)ρ(u))χω in Q,
z = 0 on Σ,
z(0) = 0 in Ω.

(4.28)

Note that the existence of z ∈ L2((0, T );V) ∩ C([0, T ];L2(Ω)) ∩H1((0, T );L2(Ω)) ∩ C([0, T ];Hs0(Ω)) is
given by Corollary 3.1, by taking f = (v − u)ρ(u)χω ∈ L2(Q). To interpret (4.27), we use the adjoint
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state given by (4.24). Make the change of variable t 7→ T−t in (4.24), we have that ϕ(x, t) = q(x, T−t)
satisfies 

ϕt + (−∆)sϕ = ũϕχω in Q,
ϕ = 0 in Σ,
ϕ(0) = ρ(T )− ρd in Ω.

(4.29)

and since ρ(T )− ρd ∈ L2(Ω), applying Theorem 3.1 with f = 0, we deduce that, there exists a unique
adjoint state q ∈ L2((0, T );V) ∩ C([0, T ];L2(Ω)) solution to (4.24) in the sense of Definition 3.1.
So, if we multiply the first equation in (4.28) by q solution of (4.24), and integrate by parts over Q,
using the integration by parts (2.6), we get∫

Ω

z(T )(ρ(T, u)− ρd) dx+

∫
ωT

(v − u)ρ(u)q ds dσdt = 0, (4.30)

which combining with (4.27) gives∫
ωT

(αu− ρ(u)q)(v − u) dx dt ≥ 0, ∀v ∈ U. (4.31)

From which, we deduce (4.25). This completes the proof.

4.2 Uniqueness of the optimal control

In this section, we are about to prove that the optimal control given in Theorem 4.1 is unique. But
before going further we need the following maximum principle result for the adjoint state solution to
(4.24).

Lemma 4.1 Let ρ0 ∈ C(Ω̄) be such that ρ0 ≥ 0 a.e. in Ω, ρ(., T ) be the solution of (1.1) at time T,
ρd ∈ C(Ω̄) and v ∈ U. Then the weak solution of (4.24) satisfies

min

(
0,−‖ρ(., T )‖L∞(Ω) − sup

x∈Ω
ρd(x)

)
≤ q(x, t) ≤ max

(
0, ‖ρ(., T )‖L∞(Ω) − inf

x∈Ω
ρd(x)

)
a.e. in RN × [0, T ].

(4.32)

Moreover,
‖q‖L∞(RN×(0,T )) ≤ ‖ρ(., T )‖L∞(Ω) + ‖ρd‖C(Ω). (4.33)

Proof. Make the change of variable t→ T − t in (4.24), we have that ϕ(x, t) = q(x, T − t) satisfies
ϕ+ (−∆)sϕ = ũϕχω in Q,
ϕ = 0 on Σ,
ϕ(T ) = ρ(T )− ρd in Ω.

(4.34)

Since ρ0 ∈ C(Ω̄) be such that ρ0 ≥ 0 a.e. in Ω, we have from Theorem 3.2 that ρ(., T ) ≥ 0 a.e. in Ω.
Therefore, applying Theorem 3.3 and Remark 3.4, with ψT = ρ(., T ) in Ω and ρd = ψd. we deduce
that ϕ satisfies

min

(
0,−‖ρ(., T )‖L∞(Ω) − sup

x∈Ω
ρd(x)

)
≤ ϕ(x, t) ≤ max

(
0, ‖ρ(., T )‖L∞(Ω) − inf

x∈Ω
ρd(x)

)
a.e. in RN × [0, T ].
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and
‖ϕ‖L∞(RN×(0,T )) ≤ ‖ρ(., T )‖L∞(Ω) + ‖ρd‖C(Ω).

Since ϕ(x, t) = q(x, T − t), we have that q satisfies (4.32) and (4.33).

Theorem 4.3 Let ρ0 ∈ C(Ω̄) be such that ρ0 ≥ 0 a.e. in Ω, ρ(., T ) be the solution of (1.1) at time

T, ρd ∈ C(Ω̄) and α >

√
72

CN,s

(
‖ρ0‖2C(Ω) + ‖ρd‖2C(Ω)

)
. Then the control u ∈ U solution of the optimal

control problem (4.1) is unique.

Proof. Assume that there exists two controls u and ū associated respectively to the states ρ and ρ̄
solutions to (4.23). We denote respectively by q and q̄ the corresponding adjoint states solution to
(4.24). Then, ρ− ρ̄ and q − q̄ are respectively solutions to (ρ− ρ̄)t + (−∆)s(ρ− ρ̄) = (u− ū)ρχω + ū(ρ− ρ̄)χω in Q,

(ρ− ρ̄) = 0 on Σ,
(ρ− ρ̄)(0) = 0 in Ω,

(4.35)

and  −(q − q̄)t + (−∆)s(q − q̄) = (u− ū)qχω + ū(q − q̄)χω in Q,
(q − q̄) = 0 on Σ,
(q − q̄)(T ) = ρ(T )− ρ̄(T ) in Ω.

(4.36)

If we multiply the first equation of (4.35) and (4.36), respectively by ρ− ρ̄ and q − q̄, integrate by
parts over Q, using the integration parts (2.6) and the fact that ū ∈ U, we obtain

1

2
‖ρ(T )− ρ̄(T )‖2L2(Ω) +

CN,s
2

∫ T

0

F(ρ− ρ̄, ρ− ρ̄)dt

=

∫
ωT

(u− ū)ρ(ρ− ρ̄)dxdt+

∫
ωT

ū(ρ− ρ̄)2dxdt

≤
∫
ωT

(u− ū)ρ(ρ− ρ̄)dxdt

and

−1

2
‖ρ(T )− ρ̄(T )‖2L2(Ω) +

1

2
‖q(0)− q̄(0)‖2L2(Ω) +

CN,s
2

∫ T

0

F(q − q̄, q − q̄)dt

=

∫
ωT

(u− ū)q(q − q̄)dxdt+

∫
ωT

ū(q − q̄)2dx dt

≤
∫
ωT

(u− ū)q(q − q̄)dxdt.

Therefore, using the Young’s inequality for some δ > 0,

1

2
‖ρ(T )− ρ̄(T )‖2L2(Ω) +

CN,s
2
‖ρ− ρ̄‖2L2((0,T );V)

≤ δ

2
‖ρ− ρ̄‖2L2(Q) +

1

2δ
‖ρ‖2L∞(Q)‖u− ū‖

2
L2(ωT )

≤ δ

2
‖ρ− ρ̄‖2L2((0,T );V) +

1

2δ
‖ρ‖2L∞(RN×[0,T ])‖u− ū‖

2
L2(ωT ),
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and

−1

2
‖ρ(T )− ρ̄(T )‖2L2(Ω) +

1

2
‖q(0)− q̄(0)‖2L2(Ω) +

CN,s
2
‖q − q̄‖2L2((0,T );V)

≤ δ

2
‖q − q̄‖2L2(Q) +

1

2δ
‖q‖2L∞(Q)‖u− ū‖

2
L2(ωT )

≤ δ

2
‖q − q̄‖2L2((0,T );V) +

1

2δ
‖q‖2L∞(RN×[0,T ])‖u− ū‖

2
L2(ωT ).

Choosing δ =
CN,s

2 , and combining these two latter inequalities, we deduce that

‖ρ− ρ̄‖2L2((0,T );V) + ‖q − q̄‖2L2((0,T );V) ≤
4

(CN,s)2
‖u− ū‖2L2(ωT ) × (4.37)[

‖ρ‖2L∞(RN×[0,T ]) + ‖q‖2L∞(RN×[0,T ])

]
. (4.38)

Using (3.24) and (4.33), it follows that

‖ρ− ρ̄‖2L2((0,T );V) + ‖q − q̄‖2L2((0,T );V) ≤
12

(CN,s)2

(
‖ρ0‖2C(Ω) + ‖ρd‖2C(Ω)

)
‖u− ū‖2L2(ωT ). (4.39)

Moreover we write

|u− ū|2 ≤ 1

α2
|(q − q̄)ρ+ q̄(ρ− ρ̄)|2

≤ 2

α2

[
|q − q̄|2|ρ|2 + |q̄|2|ρ− ρ̄|2

]
.

Hence after straightforward calculations and thanks to (3.24) and (4.33), it follows that

‖u− ū‖2L2(ωT ) ≤ 2

α2

[
‖ρ‖2L∞(RN×[0,T ])‖q − q̄‖

2
L2((0,T );V) + ‖q‖2L∞(RN×[0,T ])‖ρ− ρ̄‖

2
L2((0,T );V)

]
≤ 6

α2

(
‖ρ0‖2C(Ω) + ‖ρd‖2C(Ω)

) [
‖q − q̄‖2L2((0,T );V) + ‖ρ− ρ̄‖2L2((0,T );V)

]
. (4.40)

Hence combining (4.39) and (4.40), we deduce that

‖u− ū‖2L2(ωT ) ≤ 72

α2(CN,s)2

(
‖ρ0‖2C(Ω) + ‖ρd‖2C(Ω)

)2

‖u− ū‖2L2(ωT ). (4.41)

Choosing α in (4.41) such that α2 >
72

(CN,s)2

(
‖ρ0‖2C(Ω) + ‖ρd‖2C(Ω)

)2

, we obtain that

‖u− ū‖2L2(ωT ) ≤ 0.

This implies that u = ū. Therefore the optimal control is unique.

5 Conclusion

We used a distributed optimal control on a fractional diffusive equation. In contrast to some works
on the topic using a control in the whole domain, our control acts on a part of the domain. We
established some weak maximum principle results for a class of fractional diffusive equations. We
prove the existence and uniqueness of solutions to a quadratic boundary optimal control problem and
provide a characterization of the optimal control.
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