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Uniform weak error estimates for an asymptotic
preserving scheme applied to a class of slow-fast
parabolic semilinear SPDEs

Charles-Edouard Bréhier

ABSTRACT. We study an asymptotic preserving scheme for the temporal discretization of a
system of parabolic semilinear SPDEs with two time scales. Owing to the averaging princi-
ple, when the time scale separation e vanishes, the slow component converges to the solution
of a limiting evolution equation, which is captured when the time-step size At vanishes by
a limiting scheme. The objective of this work is to prove weak error estimates which are
uniform with respect to €, in terms of At: the scheme satisfies a uniform accuracy prop-
erty. This is a non trivial generalization of the recent article [10] in an infinite dimensional
framework. The fast component is discretized using the modified Euler scheme for SPDEs
introduced in the recent work [5]. Proving the weak error estimates requires delicate analysis
of the regularity properties of solutions of infinite dimensional Kolmogorov equations.

1. Introduction

Applied mathematicians need to face many challenges when they study multiscale sto-
chastic systems, which appear in all fields of science and engineering, whether one is interested
in theoretical understanding of the behavior of such systems, in their effective numerical
approximation, or in their applications for concrete models. We refer for instance to the
monograph [21] for a presentation of averaging and homogenization techniques applied to
multiscale stochastic systems, and to [4}, 19] for a description of possible dynamical behaviors
in such problems.

In this work, we study a class of systems of parabolic semilinear stochastic partial differ-
ential equations (SPDES) of type

X(t,€) = 0¢ (a(§)0eX (1, €)) + f(X(t,€), Y(t,€))
OrY (té)——as( ()0 (t,€)) \/>Wt£

where t € (0,00), € € (0,1), W is space-time white noise, and the mappings a : [0,1] —
(0,00) and f : R? — R are assumed to be sufficiently smooth. In addition, homogeneous

(1)
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Dirichlet boundary conditions are applied, and (deterministic) initial values X¢(0, ) = z§(+),
Y¢(0,-) = y5(-) are given. The time scale separation parameter is denoted by e.

Instead of considering the system , where the unknowns are random fields X¢ Y€ :
[0,7] x (0,1) — R, in the sequel, we consider systems of stochastic evolution equations
(SEEs) (see [15]) of type

dXC(t) = —AX(t)dt + F(X(t), Y¥(£))dt

AY<(t) — —%AYe(t)dt ; \EdW(t),

with initial values X¢(0) = z§ and Y¢(0) = y§, where the unknowns X, Y¢ : [0,7] — H
take values in an infinite dimensional Hilbert space H (with H = L?(0,1) to consider the
system ([I))). We refer to Section below for precise assumptions on the linear operator A
and the nonlinearity F'. The second component in the system is driven by a cylindrical
Wiener process.

When the time scale separation parameter € vanishes, the slow component X¢ converges
(in a suitable sense, under appropriate conditions) to the solution X of a deterministic
evolution equation

(3) dX(t) = —AX(t)dt + F(X(1)),

with initial value X(0) = z¢ = lin% x§, where the effect of the fast component Y€ is averaged
€e—

(2)

out:
F(z) = J Fe,y)dv(y)

where v is a Gaussian distribution. This result, known as the averaging principle, has been
proved for SPDE systems (2)) for the first time in [14]. We also refer to [12], 13] for similar
results, and to [6], 8] for results on the rate of convergence when € — 0 (in strong and weak
senses). This list of references on the averaging principle for SPDE systems is not exhaustive.
The system considered in this work has a simplified structure compared with the systems
treated in the literature, which is crucial in the analysis performed in this article. First, the
evolution of the fast component Y¢ does not depend on the slow component X¢: one can
write Y¢(¢) = Y(¢/€) (equality being understood in distribution), where Y is solution of a sto-
chastic evolution equation which does not depend on €. Second, Y€ is an infinite dimensional
Ornstein—Uhlenbeck process, in particular Y¢(¢) is an H-valued Gaussian random variable
for all ¢ > 0. Note that the second condition is crucial for the arguments described below,
however the first condition may be relaxed by introducing coefficients depending on the slow
component in the evolution of the fast component. This generalization would require extra
technical arguments in the analysis and in the proof of the error estimates, and is left for
future work.

The objective of this article is to introduce and study an effective numerical scheme
which allows to approximate the slow component X¢ in regimes where the time-scale sep-
aration parameter € either vanishes, or has a fixed value. We only focus on the temporal
discretization, even if in practice the approximation of solutions of SPDEs also needs a spa-
tial discretization procedure (for instance using finite differences). Since the fast component
Y€ evolves at the time scale t/e, a careful construction is required to be able to choose a
time-step size At which is independent of e. If one is interested only in the regime where €

vanishes, a popular method is the Heterogeneous Multiscale Method (HMM): see [1] for a
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general overview of this method, [17] for its description for the approximation of multiscale
stochastic differential equations, and [6], [8, [2] for its analysis and application to multiscale
SPDE systems. The idea of HMM is to discretize slow and fast components using coarse and
fine integrators respectively, depending on different time-step sizes. In addition, in HMM
the coarse discretization of the slow component is inspired by the averaging principle, where
the unknown averaged nonlinearity is approximated using the fine scheme. As a result, the
HMM scheme is efficient when € is small, but not in the regime where the time scale separa-
tion parameter does not vanish. In this article, we are interested in a different methodology,
which allows to cover all regimes by a single numerical scheme, and where the time-step size
At can be chosen independently of e.
We propose to discretize the system (2)) by the following numerical scheme
X:HA-f _ .A (XeAt + AtF XeAt YsAt))

n+1

(4) /QA /2A
Y:{f{ = tYe’At BAt 1 nl BAt 2 n27

where Aa; = (I + AtA)~!, the linear operators Bay/e1 and BAt/e 5 are chosen to satisfy .

and I', 1, 1", 2 are independent cylindrical Gaussmn random variables. We refer to Sectlon-
for details on the construction of the scheme (4]). On the one hand, the slow component X¢
is discretized using a semi-implicit Euler scheme On the other hand the fast component X¢
is discretized using the modified Euler scheme for parabolic semilinear SPDEs introduced in
the recent work [5]. The construction of the scheme allows us to check that for any fixed
value of €, X§7" converges to X¢(T) (with T = NAt) when At — 0, and that the scheme is
asymptotic preserving, in the following sense. First, for any value of the time-step size At
and all integers n > 1, one has X% — X2 when ¢ — 0, determined by the limiting scheme

(5) XA = ApXS! 1 AtANF(XE,AT,)
with initial value XoAt =T = hf% Xé’m. The last but not the least, the limiting scheme is

consistent with the limiting evolution equation (B)): one has X&' — X(T') when At = T/N —
0. Note that the choice of the modified Euler scheme to discretize the fast component in
the scheme is essential to obtain the last property: it is not satisfied when the standard
Euler scheme is used. We refer to Section |3| for rigorous statements of the properties above,
in particular about the need to consider convergence in distribution.

The asymptotic preserving property is written as the fact that the diagram

Xy S5 Xe(T)

XAt 2% X(T)

is commutative. Asymptotic preserving methods are popular in the field of numerical analysis
of multiscale PDEs, see for instance the recent review [18|] and the references therein. In
recent years, they have been studied for stochastic systems, for instance in [3, 10].

The asymptotic preserving property for the scheme is also proved in the manu-
script [5] in which the modified Euler scheme (used here to discretize the fast component

Y¢) has been introduced and studied. In this article, we make a further major step in the
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analysis and prove a form of uniform accuracy property. The main result of this manuscript,
Theorem [3.4] can be written as follows: under appropriate regularity and growth conditions,
one has the uniform weak error estimates
(6) sup  [E[p(X5™)] - Elp(X(T))]| < Cul(T, 0, mo) At

e€(0,e0)
where k € (0, %) is an arbitrarily small positive auxiliary parameter, ¢ : H — R is a mapping
of class C? with bounded derivatives, and C, (T, ¢, o) € (0, 0).

The order of convergence 1/3 appearing in the right-hand side of the uniform weak error
estimates @ may not be optimal. Indeed, for a fixed value of ¢, the order of convergence
of the scheme is at least 1/2 (see Proposition [3.6), and for the limiting scheme the order
of convergence is 1 (see Proposition . The reduction of the order of convergence is due
to the strategy of the proof, which consists in obtaining two different error estimates based
on the commutative diagram above. Obtaining a positive order of convergence is already a
non trivial challenge which is solved in this manuscript for the first time in the context of
stochastic PDEs. In order to prove the uniform weak error estimate @, we follow the same
strategy as in [10] (where a reduction of the order of convergence is also obtained), which
deals with finite dimensional stochastic differential equations. Substantial modifications due
to the infinite dimensional setting are required. Precisely, the main difficulties appear for the
proof of a direct error estimate for the weak error, see Proposition . Compared with [10],
additional arguments concerning the regularity properties of the solutions of the associated
Kolmogorov equation need to be studied carefully, see Lemma {4.1] and Section [6.2]

The manuscript is organized as follows. First, the setting is described in Section [2
Preliminary results on the SPDE system are recalled in Section [2.3] and the averaging prin-
ciple is discussed in Section [2.4, The numerical scheme studied in this work is presented
in Section 2.5 Then the main results of this work are stated in Section [3} the asymptotic
preserving property is studied in Section [3.1] and the main result, Theorem is stated
in Section |3.2 The auxiliary error estimates required to prove Theorem are stated in
Section [3.3] Section [] provides the regularity properties of solutions of infinite dimensional
Kolmogorov equations, see Lemma [£.1] and Lemma [£.2] The reminder of the manuscript is
devoted to proving the error estimates, in Section |5 (results from Section and Section |§|
(results from Section [3.3).

2. Setting

2.1. Notation. The set of integers is denoted by N = {1,...}.

Let H be a separable infinite dimensional Hilbert space, equipped with inner product
and norm denoted by (-, - respectively. Let also H = H? be the Hilbert space, with inner
product and norm as follows: for all (z1,y1), (x2,92), (x,y) € H, set

{z1,91), (T2, 92) )1 = {21, 2) + (Y1, Y2)
[z, 9) |5 = ] + yl?.

The set of bounded linear operators from H to H is denoted by L£(H), this set is a Banach
space, with the norm | - | g defined by

|Llleqmy = sup  ——.
zeHc{0} |JZ|
4



The random variables and the stochastic processes considered in this article are defined
on a probability space denoted by (€2, F,P). This probability space is equipped with a
filtration (]-"t) 10 Which is assumed to satisfy the usual conditions. The expectation operator
is denoted by E[-].

Let (ﬁj)jeN denote a sequence of independent standard real-valued Wiener processes,
adapted to the filtration (]—"t) 1=o- The cylindrical Wiener process (W(t))
defined as
(7) W(t) = D B;(be

jeN

1=0 O1 H is formally

where (ej)jeN is an arbitrary complete orthonormal system of H.
The following terminology is used in the sequel: a random variable I is called a cylindrical

Gaussian random variable if
I'= Z Yi€j5

jeN
where (VJ’)jeN is a sequence of independent standard real-valued Gaussian random variables
(v; ~ N(0,1) for all j € N).

Some of the proofs below require tools from Malliavin calculus [20]. We do not give
precise definitions, instead let us state the notation used in this article and quote the most
useful results. If © is an H-valued random variable, D"© € H is the Malliavin derivative of
O at time s in direction A € H. For instance, this means that

DI L L()dW (t)) = L(s)h

if t € [0,T] — L(t) € L(H) is an adapted process. In addition, if © is F;-measurable, then
D'"© = 0 for all s > t. The Malliavin derivative satisfies a chain rule property: if ® : H — H
is of class C' with bounded derivative, then for all s > 0 and h € H one has

D'$(0) = D¢(0).D".

The same type of notation and results are satisfied for R-valued random variables 6. Finally,
one has the following integration by parts formula, which is essential for the proof of weak
error estimates, see [16]: if 6 is R-valued random variable and if (¢,s) — ¢(t,s) € R is a
given deterministic function, for all 7 € N, one has

t t
8 B[6 | ot.5)45(5)] = | EID266(t,5)d5(5)]
0 0
Finally, introduce the following notation. If ¢ : H — R is a mapping of class C3 with
bounded derivatives of order 1,2, 3, set

D h
gl = sup L2EE-AL
a.heH |h|

ngox.hl,hg
lolls = gl + sup  2e@-hwha)]
2,hhocH || A2l
|D3¢($)‘(h17h’27h3>|
= + su
loll = llplls+  sup AZEE A
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If ¢ : H — R is a function of class C?, for all h,k € H and (x,y) € H, the following
notation is used below:

D.,¢(x,y).h = Dé(x,y).(h,0)

Dy¢(x,y).h = D(x,y).(0, h)
D2p(x,y).(h, k) = D*¢(x,y).((h,0), (k,0))
Dio(x,y).(h, k) = D*¢(x,y).((0,h), (0, k))
Dy Dy, y).(h, k) = D*¢(x,y).((h,0), (0, k)).

Similar notation is used for third order derivatives below.

In this work, the values of constants C' € (0,00) (which may depend on auxiliary param-
eters) appearing in the error estimates may vary from line to line. All the constants are
independent of the time scale separation parameter € and of the time-step size At.

2.2. Assumptions. The stochastic evolution equations considered in this work are
driven by an unbounded self-adjoint linear operator —A : D(A) ¢ H — H, which is as-
sumed to satisfy the following conditions.

ASSUMPTION 1. There exists a complete orthonormal system (ej)jeN of H and a non-
decreasing sequence ()\j)jeN of positive real numbers, such that

A@j = )\jej
for all j € N. In addition, it is assumed that there exists cp € (0,00) that \; ~ cpj* when
J — 0.

The self-adjoint unbounded linear operator —A generates a semigroup which is denoted
by (e*m)po. Precisely, for all t > 0 and x € H, set

Ty = Z e i, ej)e;.
jeN
In addition, for all « € [—1, 1], define the self-adjoint linear operators A* such that
A% = e,
for all 7 € N. Equivalently,

Az = Z Aj (T, e5)e;.
jeN
If « € [-1,0], A* is a bounded linear operator from H to H and the expression above is
well-defined for all z € H. For all a € [0, 1], introduce the notation

1
o = (D, X5, e)%) € [0, 0],
jeN
then A® is an unbounded self-adjoint linear operator with domain D(A%*) = H?*, defined by
H® ={x e H; |z|, < w}.

Finally, let us recall two standard inequalities: for all « € [0, 1], there exists C,, € (0, 0) such
that for all ¢t € (0,00) and all x € H, one has

9) le™ x| < Cot™ A x|
6



and for all z € H* one has
(10) [(e7™ = I)z| < Cut®|2]a.
Let us now state the regularity and growth assumptions for the nonlinear operator F'.

ASSUMPTION 2. Let F' : H — H be a mapping of class C3, with bounded derivatives of
order 1,2, 3.

Note that in particular F is globally Lipschitz continuous: there exists Cr € (0, 20) such
that for all (x1, 1), (z2,y2) € H, one has

|F(2,y2) = Fa1,y1)| < Cp (|2 — 21] + [y2 — mil).
ASSUMPTION 3. For all € € (0,¢), let § € H and y§ € H, satisfying the following

conditions: there exists xo € H such that

(11) |z — o] e 0.

Moreover, there exists kg € (0,1), such that for all k € [0, ko], there exists C,, € (0,00) such
that xo € Hz and

(12) sup (|[A2zf| + [A2ys|) < Cu(L+ [A2z0]).

e€(0,ep)

2.3. SPDE system. In this work, we study the behavior of a class of numerical methods
applied to the following stochastic evolution equations system, both for fixed e € (0, ¢y) and
in the regime € — 0:

dXC(t) = —AX(t)dt + F(X(t), Y¥(£))dt

AY<(t) — —%AY(t)dt + \/gdW(t),

with initial values X¢(0) = z§ and Y(0) = y§, which satisfy Assumption [3] In the sys-
tem above, the linear operator A satisfies Assumption [I the nonlinear operator F' satisfies
Assumption [2| and the cylindrical Wiener process (W(t)) 1> 18 given by .

The following result is a standard well-posedness statement for the system , see for
instance [15].

(13)

PROPOSITION 2.1. Let Assumptions [1] and [4 be satisfied. For all € € (0,€), the sys-
tem admits a unique global mild solution (X(t), Y*(t)) with initial values X¢(0) = xf
and Y¢(0) = y§: for allt =0,

t=0’

t
X(t) = e Haf + J e~ INE(XE(s), Y(5))ds
(14) t 0 2 t t—s
Ye(t) = e Pys + —J e” < MW (s).
€ Jo

If Assumption [ is satisfied, one has the following moment bounds properties, uniformly
with respect to € € (0,¢€y): for all T € (0, 0),

(15) sup_((sup E[X(0)%] + sup B[Y“(1)*]) < 0.
e€(0,60) NOEST =0
7



2.4. The averaging principle. Let us describe the behavior of the solution of the
system when ¢ — 0. Note that the parameter ¢ introduces a time-scale separation
in the evolution of the two components. On the one hand, the fast component Y€ is an
H-valued Ornstein—Uhlenbeck process, and one has the equality in distribution

€ L € l
(7 (), = (e 205+ YD) o
where the Ornstein—Uhlenbeck process Y is the solution of the stochastic evolution equation
dY (t) = —AY()dt + V2dW (t),

with initial value Y(0) = 0. It is straightforward to check that the H-valued process Y is
ergodic and that its unique invariant distribution is the Gaussian distribution v = N (0, A™1).
In addition, for all ¢ € (0,00), Y¢(¢) converges in distribution to v when € — 0. On the other
hand, the component X evolves slowly, and the behavior of the fast component implies that
an averaging principle holds: when ¢ — 0, X¢ converges (in various suitable senses) to the
solution X of an evolution equation where the effect of the fast component has been averaged
out, with a nonlinearity depending on the the Gaussian distribution v.

In order to state a rigorous version of the averaging principle, introduce the nonlinear
operator F : H — H defined as follows: for all € H, set

(16 F(o) = [ Flo.pdvly) = BIP@. V)] = B[F(AD)]

where I is a cylindrical Gaussian random variable. Observe that if F' satisfies Assumption [2]
then the mapping F : H — H is of class C3, with bounded derivatives of order 1,2,3. In
particular, F is globally Lipschitz continuous.

The asymptotic behavior of the slow component X in is described by the solution
of the averaged equation:

dX(t e
(17) P — A% () + FE),
with initial value X(0) = zy = lin% x§ (see Assumption . The deterministic evolution

equation admits a unique global mild solution: for all t > 0,

t
X(t) = e ay + J e~ EINE(X(s5))ds.
0

One has the following convergence result.

PROPOSITION 2.2. Let Assumptions [1], [ and [3 be satisfied. Then for all t = 0, X(¢)
converges to X(t) when € — 0, in the mean-square sense.

In addition, one has the following weak error estimate: for all k € (0, kq) and T € (0, 0),
there exists C(T) € (0,0) such that for any function ¢ : H — R of class C* with bounded
derivatives of order 1,2,3 and all € € (0,¢) one has

(18) [E[p(X(T))] ~ E[p(X(T)]] < CuolT) llpllze"™ (1 + [AZ20[*).

For the mean-square convergence result, see for instance [6, 14]. The weak error esti-
mate is obtained in [6], [8] (under weaker regularity conditions on ¢). It is also retrieved

in this article as a consequence of the auxiliary error estimates stated and proved below.
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2.5. Numerical scheme. Let usintroduce the notation required to define the numerical
scheme studied in this work. The time-step size is denoted by At. Without loss of generality,
it is assumed that there exists a fixed time T" € (0, 00) such that At = T'/N for some integer
N € N. In the sequel, the limit At — 0 is considered by letting N — oo with T fixed. In
addition, it is assumed that At € (0, Atg). To simplify the notation, let 7 = %.

Let Aa; = (I + AtA)™!, and introduce also linear operators A., B, and B, assumed
to satisfy (see [5l Section 2|)

(19) A= (T+70)", Boy— %(1 CrA)Y BaBr, = %(1 LA
where L* is the adjoint of a linear operator L.

Note that [Aae]zm) < 1 for all At e (0, Aty). In addition, one has the following property:
for all « € [0, 1], there exists C,, € (0,00) such that for all At € (0, Aty) and n € {1,..., N},
one has

C
20 A~ AR < =
(20) IA"AL e < 7oy
Let (F"J)n>o and (F”:2)n>o be two independent sequences of independent cylindrical

Gaussian random variables. Then the scheme is defined as follows: for all n > 0, set

X5 = Aa (X5 + ARG YY)

(21) [2A¢ [2At
Y;f{ = Ang{At + Al —Bat I'y 1 + A/ ——Bat ;I 0,
€ € e’ € e’

. R €,At € €,At €
with initial values Xy™" = zf and Yy= = .
On the one hand, in the scheme , the slow component of is discretized using a
linear implicit Euler scheme: the definition can be rewritten as
XG0 = X8 — TAXGE + TR(XGA, YR,

n+l n+1

which means that the linear part is discretized implicitly, whereas the nonlinearity part is
discretized explicitly with respect to the slow component X¢ and implicitly with respect to
the fast component Y¢. This choice is motivated by the analysis of the scheme when ¢ — 0.

On the other hand, the fast component is discretized using the modified Euler scheme
introduced in the recent work [5]: we refer to this preprint for the construction and the
properties of this scheme, below we only recall the notation required in the analysis of
the scheme . Some properties of the scheme are in fact already studied in [5]
Section 9.1]. As explained in [10] (SDE case) and [5] SPDE case), discretizing the fast
component using the standard linear implicit Euler scheme would not be appropriate in the
regime € — (. The main advantage of the modified Euler scheme is the preservation of the
invariant distribution v, for any choice of the time-step size At. The main tool to analyze
the modified Euler scheme is the interpretation as the accelerated exponential Euler scheme
applied to a modified stochastic evolution equation (see [5, Section 3.3]): using the notation

T = % and t] = n7, one has the equality in distribution

(YZ’At) n=0 = (y’g>n>0’
9



where

t‘f'
n+1 -

1
(22) IR N f e UM QR Ty (s),
t7,

1
with initial value YV = y§ = YS’M. The linear operators A, ), and ()7 are defined by the
following expressions:

(Ax = Z A, eje;
jeN
(23) J QT'I = Z QT,j<xa 6j>€j
jeN
Qrx = Z VT, e5)e;,
\ JeN

where the eigenvalues are defined for all j € N and 7 € (0,00) by

_ log(1 + TA;) .

Arj - (0,29)
(24) 1
og(l+ 7))
L= ST 1)),

The auxiliary process defined by satisfies Y7 = YV7(t7) for all n = 0, where the process
(yT(t)) +=0 1s the mild solution of the modified stochastic evolution equation

(25) AV (1) = A7 (8)dt + V2QEdW (1),
Let a € [0, 1] and set
log(1 + 2)

Co = sup z 9 — 1| < 0.

z€(0,00)

One then obtains the following bonds (see |5l Section 5.1]): for all 7 € (0,90) and j € N,
(26)

which are used below to analyze the error.
Let us provide two results on the numerical scheme which are used below to prove
the main result of this article.

LEMMA 2.3. Let Assumption[3 be satisfied. Then one has

(27) sup sup E[[YS4?] < co.

e€(0,60),Ate(0,Aty) n=0
Moreover, for all T € (0,00), there exists C(T) € (0,0) such that for all € € (0,¢y) and
At =T/N € (0, Aty), one has

(28) sup  E[|X53°] < C(T)(1 + [aof*).
0os<n<N
10



PROOF OF LEMMA [2:3] Let us first prove the inequality (27). One has, for all n > 0,
the equality in distribution

tr 1
YA =V = V() = e hryg + V2 f e A QEAW (1)
0

On the one hand, for all n > 0 and At € (0, Atp), one has

sup [e”"Arygl < sup Jyg| < oo,
e€(0,e0) e€(0,e0)
owing to Assumption , since A, ; > 0 for all j € N and 7 € (0, 00).
On the other hand, using It6’s isometry formula, it is straightforward to check that one
has

|\ff (=0 Q2 VW (s f|y| dv(y) = Y — < .
jGN ]
This concludes the proof of the inequality . Let us now prove the inequality . Since

F is globally Lipschitz continuous (Assumption [2) and since |Aa¢| sy < 1, for all n = 0,
one has

XA < X5 + AR (KA, Vadt)

n+1

< (1 + CAD)|XSAY + CAL(1 +|YS At|)

n+1

Since sup |z§| < C(1+|xo|) owing to Assumption the inequality (28]) is then obtained by
J

e€(0,¢0)
a straightforward argument, using the inequality (27)) proved above. The proof of Lemma
is thus completed. 0

LEMMA 2.4. For all k € (0,1) and T € (0,0), there exists C,(T) € (0,0) such that for
all e € (0,¢9) and At =T/N € (0,Aty), for allne{l,..., N}, one has

B 1 Ci(T)
2 E A1 K,XE,At 2 2 < _ kN~ 1 .
(29 (B < o+ )
Moreover, all k € (0,k9) and T € (0,00), there exists C(T) € (0,00) such that for all
e€ (0,e) and At =T/N € (0, Aty), one has

(30) sup (E[JAZXP])? < Cu(T)(1 + [A2ao)).

os<n<N

Finally, for allne{1,..., N}, one has

(31 (B2 ~ X3P < oty o1+ )

and for alln € {0,..., N}, one has
1
(32) (E[IA (X302 = X2 1P1) 7 < Cu(T)AL (1 + [ao).
PROOF OF LEMMA 2.4l Using the inequality (20)), the identity

n—1

X5 = AR ah + At Y AR FXS, Y2,
£=0

11



the moment bound for A1=*X%A is obtained as follows: for all n.€ {1,..., N}, one has

1 C = C 1
E Al*EX:{AtQ 2 < K T +At K E FXE,At’Ye,At 271\ 2
(&l D} < gl + A% o e (P Y
C = C
< ———|xo| + At (14 |z
(nAt)l‘”| o ;) ((n—E)At)l (L [l
C.(T
< —(HAZE)I)”<1 + ‘%0‘)

The moment bound is proved using in addition the condition |A2x| < ]A%Oxo] <
from Assumption |3| for all n € {0,..., N}, one has
. 1 . n—1 C}{
(E[|A5X;’At]2]) 2 < |Azag| + At Z _—
/=0 ((Tl — K)At) 2
n—1
P Cy
<|ASaf|+ Aty ——
{=0 ((TL - K)At) 2

< Cu(T)(1 + [A3 o).

(E[F(XG, Y62 2) 2

(1 + [xol)

Let us now prove the inequality . Using the inequality
AT (Ane = Dlleey < CaAL?,
with C, € (0,00), and the definition of the scheme, one has
X — X5 = [(Aae = DXA + AtANF (XA, VY|
< (Aae = DX + At F(X5, V)|
< CR AP ATXEA 4+ A1+ X + [V 3]).

Using the moment bounds and from Lemmaand the moment bound proved
above, one then obtains the inequality .

Finally, to obtain the inequality , note that
AT (KGR — XEA)| < AT (Ane — DXGH| + At F (XS, Y3
< CR XA+ At (L + X5+ (YL,

Using the moment bounds and from Lemma , one then obtains the inequal-
ity .
The proof of Lemma [2.4] is completed. O
3. Main results

3.1. Asymptotic preserving property. Introduce the limiting scheme defined as fol-
lows: for all At =T/N € (0,Aty) and n e {0,..., N — 1}, set

(33) XA = Ap X2 4 ALANF (XA A72T,)

with initial value X3 = .
12



LEMMA 3.1. For all T € (0,00), there exists C(T') € (0,0) such that for all At =T/N €
(0, Aty), one has

(34) sup E[|X2Y?] < C(T)(1 + |zo)?).

0<n<N

PROOF OF LEMMA Bl Since F is globally Lipschitz continuous (Assumption [2)), for all
n = 0, one has

XA | < X5 + At|F(X5', A72T,)|
< (1 4+ CAL[XA| + CAL(1 + |A721,)).
Using the property
1 1
E[|A 2T, 2] = ) —
IATiT] = 3 5 <o
jeN
the inequality is obtained by a straightforward argument. This concludes the proof of
Lemma [3.1] d

The fact that defines the limiting scheme associated with the scheme when
e — 0 for fixed time-step size At is justified by Proposition (3.2

PROPOSITION 3.2. Let ¢ : H — R be a globally Lipschitz continuous function. For all
T € (0,00), At € (0,Aty) and n € {0,..., N}, one has

(33) lim E[p(X5")] = E[p(X2)].

In addition, the limiting scheme (33) is consistent with the limiting evolution equa-
tion ([L7), as justified by Proposition [3.3 below.

PROPOSITION 3.3. For all k € (0,1) and T € (0,00), there exists C(T) € (0,0) such
that for any function ¢ : H — R of class C* with bounded first and second order derivatives,
for all At € (0, Aty), one has

(36) [E[p(X§)] = o(X(T))] < Ca(D)lpll2A87"(1 + |z0*).

Combining Propositions and shows that the scheme is asymptotic preserving.

The proofs of Propositions [3.2] and are postponed to Section [5.1] and Section [5.2
respectively. In fact, those two results are reformulations of |5 Theorem 91|, and the proofs
are given to make the presentation of the analysis of the scheme self-contained. In
addition, Proposition [3.3|is employed in the proof of the main result of this article.

3.2. Uniform weak error estimates. The main result of this article is Theorem [3.4]
which gives uniform weak error estimates for the numerical scheme.

THEOREM 3.4. For all k € (0,ko) and T € (0,00), there exists Ci(T) € (0,00) such that
for any function ¢ : H — R of class C* with bounded derivatives of order 1,2,3, for all
At =T/N € (0,Aty) and € € (0,¢), one has

(37) E[p(X5)] = Elp(X(T)]| < Cu(T)AL |5 (1 + [AF ao]).
The proof of Theorem is given in Section below, as a consequence of several

auxiliary error estimates stated in Section below, which are proved in Section [6] using

non-trivial arguments and lengthy computations.
13



3.3. Auxiliary error estimates. The proof of Theorem [3.4] is based on using several
auxiliary error estimates.

Let us first introduce the following auxiliary scheme: for all At = T/N € (0, Aty), z € H
and n € {0,..., N — 1}, set
with initial value XOAM = x € H. The scheme (38) is the standard linear implicit Euler
scheme applied to the limiting evolution equation ((17)). One has the following convergence
result.

Atx

PROPOSITION 3.5. For all k € (0,k0) and T € (0,00), there exists C(T) € (0,00) such
that for all At € (0, Aty) one has

‘—At ) 1

W\fco\)-

Even if Proposition|3.5|is a standard result in the numerical analysis of parabolic evolution
equations, its proof is given in Section for completeness. Note that the initial value xg is
only assumed to satisfy zp € H in this statement.

Proposition provides a weak error estimate where the right-hand side is allowed to
depend on e. This result provides the consistency of the scheme for the approximation

of X¢(T') for any value of € € (0,¢€y). The order of convergence with respect to At is equal to
1/2.

(39) — X(nAt)| < Co(T)AL (1 +

PROPOSITION 3.6. For all k € (0,k¢) and T € (0,00), there exists Ci(T) € (0,00) such
that for any function ¢ : H — R of class C* with bounded derivatives of order 1,2,3, for all
At =T/N € (0,Aty) and € € (0,¢), one has

Aty 1. At 5
=527 2 lells (1 + AT aof?).

The proof of Proposition [3.6]is the most delicate part of the analysis in this article.
Finally, Proposition [3.7] is a variant of Proposition [2.2] in discrete-time, and is related to
Proposition [3.2] above.

(10)  [Elp(X5™)] - Elp(X(D)]] < CoD)((

PROPOSITION 3.7. For all k € (0,k0) and T € (0,0), there exists C(T) € (0,90) such
that for any function ¢ : H — R of class C* with bounded first and second order derivatives,
for all At =T/N € (0, Atg) and € € (0,€y), one has

(41) [E[p(X5™)] - ELp(X3)]| < Cu(T) (5

A T AT lella (1 + fzof).

See [10, Lemma 5.4| for a similar statement in the finite dimensional SDE case. Note
that the right-hand side of goes to infinity when At — 0, but the upper bound is
sufficient for the proof of Theorem @ Having e instead of 1% would not change the result.
The presence of At", with arbitrarily small x € (0, ko) is due to arguments on the analysis
of parabolic semilinear evolution equations.

3.4. Proof of Theorem The proof of Theorem is a straightforward conse-
quence of auxiliary weak error estimates which have been stated above. Let us first obtain

the weak error estimate as a straightforward consequence of the results stated above.
14



PROOF OF THE INEQUALITY ([I8). The weak error in the right-hand side of can be
decomposed as

[E[o(X(T))] = E[(X(T)]] < [E[p(X(T))] - E[p(X5™)]|
+ [E[p(X5)] — E[o(X3)]]
+ [E[p(X3)] — Ele(X(T)]],

where the value of At = T'/N in the right-hand side of the inequality above is arbitrary.
Since the value of the left-hand side is independent of At, choosing N = €72 + 1 and using

the inequalities , and from Propositions , and respectively gives the
inequality . 0

PROOF OF THEOREM B.4l The weak error E[o(X3™)] — E[@(X(T))] can be treated
using two different strategies.
On the one hand, one has the inequality from Proposition :

. . At %_H At K
[Elp(X5*)] = ELpX @] < CulT)((Z)7 + =) llplla (1 + [ATwo]?).
On the other hand, one has

[Elp(X5™)] — E[p(X(T))]] < [E[p(X3™)] - E[p(XR)]|

+ [E[p(X3)] — o(X(T))]
+ |(X(T)) = E[p(X(T))]]
< Co(T) (= + A7) ||pl2(1 + [2o[?)

Atr
+ Cu(D) |l pll 22877 (1 + o)

+ Cu(T) lpllze"™" (1 + [A2ao[?),
using the inequalities , and from Propositions and respectively.

Using the first inequality when At3s < e and the second inequality when € < Até, one

then obtains the inequality . Since the parameter x € (0, k) is arbitrarily small, the
proof of Theorem [3.4] is thus completed. O

REMARK 3.8. If the fast component Y€ of the SPDE system 1s discretized using the
accelerated exponential Fuler scheme, one obtains the scheme

Xof = Ane (X5 + AP (XA, YR))

n+1

(42) : Lt
YOO — e HAYEAL 4y /2 J e dW (s),
€

with, initial values X5 = 2§ and Y5 = 1.

The result of Theorem is valid also for the scheme . In fact, the proof of Propo-
sition |3.6| would be szmpler for that scheme: for instance the error terms eL“At and e2<At
defined by (78} . and (79) below would vanish. We thus focus only on the analyszs of the
scheme .

Note that the scheme can be applied only if the eigenvalues \; and eigenfunctions

e; of the linear operator A (see Assumption@ are known (in which case it is appropriate to
15



use a spectral Galerkin discretization in space). On the contrary, the scheme , based on
the modified Euler scheme introduced in [5], can be applied without this knowledge, and it is
appropriate to combine it with a finite difference discretization in space.

It thus remains to establish all the auxiliary results used in the proof of Theorem [3.4]
above.

4. Regularity estimates for solutions of Kolmogorov equations

Let ¢ : H — R be a continuous mappping. The weak error analysis requires to study the
regularity and growth properties of the auxiliary mappings (¢, z,y) € [0,T] x H — u(t, x,y)
and (n,z) € {0,..., N} x H — u5*(z) defined by
(43) ut(t, ) = Bey[p(X(1))],

(44) (@) = o(X,"),
where (X(t),Y(t)) iefo.r] 18 the mild solution of with initial values XEA(O) = z and
Y¢(0) = y (this is the meaning of the notation E, ,[-] in (43)), and where (X

the solution of .
The function u€ is solution of the Kolmogorov equation

ous(t,x,y) = (Dyu(t,z,y), —Ax + F(x,y))

b (Dt ) Ay + 3 DRt ) (o)

jeN

.....

(45)

with initial value u(0,x,y) = ¢(x). We refer to the monograph [11] for results on infinite
dimensional Kolmogorov equations. In this section, it would be convenient to introduce a
spectral Galerkin approximation procedure to justify all the computations. This is a standard
tool, and to simplify the notation this is omitted in the sequel. All the upper bounds are
understood to hold uniformly with respect to the auxiliary approximation parameter.

Let us first state regularity results for the mapping u°.

LEMMA 4.1. For all T € (0,0) and k € (0,1], a € [0,1), aj,as € [0,1) such that

a; + ag < 1, there exist Cy(T),Co(T), Cayay(T) € (0,00) such that for all € € (0,¢) and
all o : H — R of class C* with bounded derivatives of order 1,2,3, one has the following
mequalities.

(1) For allte (0,T], x,y€ H and h € H, one has

€ 1 € COI(T) —Q

(46) (Dot 2,). )]+ Dt ). ] < S g Ao

(2) For allt € (0,T], x,y € H and h',h? € H, one has

1 1
|D2uc(t, z,y).(h', h?)| + E|D$Dyue(t,x,y).(hl, h?)| + E|D§ue(t,x,y).(h1, R?)|

(47)
COé & (T) —Q —«
< 2oz oA A A2
3) For allte (0,T], x,y e H* and h € H*, one has
(: y
€ 1CH(T) K K K
(48) |0:(Da(t, 2, y), )] < === llells (L + [A%2] + A"y [)|A™A].

16



Lemma [4.1| is a variant of [10, Lemma 5.5] (SDE case), with a more precise analysis of
the dependence with respect to the parameter € of the derivatives with respect to the variable
y. In addition, in order to obtain the optimal weak order of convergence with respect to At
(with fixed €) in Proposition , one needs to choose «, a1, ay > 0. The bounds of type (46))
and are specific to the parabolic semilinear evolution equations setting, and are related
to the smoothing inequality (9). We refer for instance [9] and [16] for similar results (with
fixed €) and their use to prove weak error estimates.

Let us now provide regularity results for the mappings u5* defined by .

LEMMA 4.2. For all T € (0,0) and k € (0,1], there exists Cy.(T) € (0,0) such that for
all At € (0,Aty), all z,y € H, all h,k € H, allne {1,...,N}, and all ¢ : H — R of class
C? with bounded derivatives of order 1,2, one has

(49) (DU (). ] < el (At + A~
(50) D% ()R < g llella (At + A4
B0 KDw () - Du ). ] < SO el + JaDh

Note that with k = 1, the inequalities and provide the following result:

(52) sup — sup |[un | < C(T)]|oll2:

0<At<Aty 0<n<N

Lemmal[4.2)is a variant of [L0, Lemma 5.7| (SDE case), where like in Lemmal[4.1]one needs
1 —k # 0. The proof employs the discrete time version of the smoothing inequality @
See also [7, Lemma 7.2] for a variant of Lemma (analysis of HMM schemes in the SPDE
case).

The proof of Lemma [4.1}is given in Section [4.1, whereas the proof of Lemma [4.2|is given

in Section [4.2]

4.1. Proof of Lemma Recall the notation H = H x H. For all h = (h,, h,) € H,
one has the following expression for the first-order derivatives:

Duf(t,z,y).h = Dyu(t,x,y).hy + Dyus(t, z,y).h,
= Euy[Do(X(t, 2,y)) 15" ()]

where t € [0,T] — n*(t) = (n$"(t), ng"(t)) € H is solution of

) ppeh(e) + DL F(XE), YE(0) s () + Dy P(X(E), YE(1) (1)

dt @
dng™(t) 1
Yy N ——A eh t

o — A, (),

with initial values n$"(0) = h, and n5"(0) = h,.
17



For all h' = (hl,hl) € H and h? = (h2, h?) € H, one has the following expression for the
g

x? y x? y
second-order derivatives:

D2 (1,2, y).(h', h2) = D2 (2, y).(hL, h2) + D2uc(t, 2, y). (b, h2)

z y 'ty

+ D, Dyu(t, x,y).(hL, h?) + D,Du(t, x,y).(hl, h2)

Ty Yy tx

= By [Dp(X(8)).C5™ ™ ()] + Ba y [D*0(XE(8))- (g™ (1), m5™ (8))],

where ¢ € [0, T] — PP (1) = (¢oPP (1), C;hl’hQ(t)) € H is solution of

B0 ACoM I 4) 4 D), Y(0).CEM 0) + Dy ), X))
4 + D*F(X(t), Y¥(£)). (0™ (1), 1™ (1))

deg™ (1)
L dt =0

with initial values (5P (0) = C;’hl’hQ(O) = 0. In the expressions above, the fact that the
initial value = u¢(0, z,y) = ¢(z) is independent of y is used.

PROOF OF THE INEQUALITY (46). Let a € [0,1).
Observe that for all ¢ > 0, one has 7711/“ (t) = e‘éAhy. As a consequence, using the semigroup
property and the smoothing inequality @, for all ¢ € (0,00), one obtains

e,h € —LtA —AltEa —«
(53) |7Iy’ ()] < Cat_a‘e 2%y | < Che™ 2 t_o‘|A hy|.

Introduce an auxiliary process defined by 75" () = nSP(t) — e *h, for all t = 0. Using
the mild formulation

t

n;’h(t) =eMh, + f e_(t_S)ADmF(Xe(s), Ye(s)).n;’h(s)ds
0

t
+ f e TIND, F(X(s), Y<(5)).15"™ (5)ds,
0

one obtains, for all ¢ € [0, 7],

b (o e~ =IND, F(X(s), Y<(s)). 75" (s)ds

IE

eI D L F(XE(s), Y(s)).e "M hyds

+
h%

+ | e 9D, F(X(s), Y(5)).e” A hyds.

h

18



Since the mappings D, F' and D,F are bounded (Assumption , using the smoothing in-
equality @ and the bound above, one then has

t t t
() < C [ 752 (s)|ds +CJ le™*Mhy|ds + CJ le= My |ds
JO 0 0
t t t Ars Ea
<C [‘ 172 (s)|ds + CO‘J s~ %ds|A™h,| + C’QJ e~ 3 —|A"%h,|ds
Jo 0 0 s«
t
< C [ 2(5)lds + Cu(T) (AR | + A", )
JO

with Co(T) = S(:)F s7%s + Sgo e smads < o, by a straightforward change of variables
argument in the integral.
Applying Gronwall’s inequality, one then obtains

sup [ ()] < Ca(T) (AT ha| + ] ARy ),

o<st<T

with Co(T') € (0,00), independent of € € (0, ¢y). Therefore, for all ¢ € (0, 7], one obtains the
inequality

€ 1 —a —a
(54) !mfh(t)\ < Ca(T)(t_a’A hw‘ + E‘A hy’)'
Since D¢ is bounded, one finally obtains the inequality
1 —a —a
Du(t, @, )b < Ca(T) Il (G 1A hal + e[ ARy ),

for all t € (0,7"]. Considering the cases h = (hy, hy) = (h,0) and h = (h,, hy) = (0, h) then
concludes the proof of the inequality . [l

PROOF OF THE INEQUALITY (47). Let o, s € [0,1) be such that oy + ap < 1.

Observe that C;‘lth (t) = 0 for all t = 0, and that, using a mild formulation, one has, for
all t > 0,

C;’hl’hZ (t) = Jt ef(tfs)ADxF(Xe(S%Ye(s)).g’hl’m(s)ds

+J e—(t—s)AD2F<X€(3),Yf(s)).(ne’hl(s),776’h2 (s))ds.
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Using the inequalities and , one then obtains
t t
G D) < € | G s+ C | I (o] (o) lds
0 0
t
< C [ 1 o)
0

a1 Ars

t €
# Coren(D) || (708 AR+ (e e H)lA- )
0 s

(6%) A

(s_a2|A_a2hf,| + (e+ E—e_T:)|/\_a2fL?2J|>cis
52

t
< C [ 16 o)
0
+ Coann(T) (A BLIAT2R2] + A= B [|A212))
+ Coyan (1) (€7 AT RLIAT2 B2 4 €72 A= AL A= 2R ),

where Cy, ,(T) € (0,0) is independent of € € (0,¢), using change of variables arguments
in the integrals, like in the proof of the inequality above.
Applying Gronwall’s lemma then yields the inequality

SUp |G ()] < Coyn (1) (A BEIAT2R2] + A= R3[| A202))

0<t<T
+ Gy (1) (7 AT R IAT2 1) 4+ €72 A~ L A2 R ),
for all t € [0,T]. Using that inequality and , one then obtains
[D?u(t, 2, y).(h' )] < [l G ™ (@) + llellznt™ (@)]lng™ ()]
< Copaa DIl (A BHIAT2R2] + A= B ||A=282) )
+ a1l (A~ BLJA2R2] 4 o] A=y -2
1

e
Let h,k € H. Considering the case with h! = (h!,0) and h? = (h?,0), one obtains

—aq —a1 1 —a2 —a
+ Co(D) el (5 1A Rl + el A7y [) (S5 1A R + €| A7 h).

D2 (8,2, y). (B 12)] = |Du(t, 2, ). (', 0), (12, 0))
_ Corn(T)

toitaz

llspll2| A7 R [|AT2 R,
Similarly, considering the case with h! = (h',0) and h? = (0, h?), one obtains
|D$Dyu€(t’ x, y)'(h17 h2>| = |D2u€<t’ Z, y)«hl) 0)7 (Ov h2))|

—« Oa1,a2 (T —oq —Q
< o Gl o oo a-eon

Y
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and considering the case with h' = (0, k') and h? = (0, h?), one obtains
| Dyuc(t,z,y).(h', h%)| = | D*us(t, 2, y).((0, A1), (0, h%))]
< €Coyap (T) [l [l2| A7 RH[AT2R2.
The proof of the inequality is thus completed. U

PROOF OF THE INEQUALITY . Using the fact that u® solves the Kolmogorov equa-
tion (45)), one has

o Dyus(t,x,y), hy = (Do (t, x,y), h)
+ D2uf(t, z,y).(— Az + F(z, y) h)
1

— =D, Dyu‘(t,z,y).(h, Ay) + ZD D2 “(t,2,y).(h, ej, €;).
€ ]EN
Using the inequality , one obtains the upper bound
€ O K
(55) (Dot 2,), ~Ah -+ Dl y) ] < D 4.

Using the inequality and the linear growth property of F', one obtains the upper bounds

Ck
56) DR g) (A + Fle).h)] < a1+ %] + )
and

C.(T )
(57) DDy (.2.9). (0. )| < S oAy ]

In order to deal with the last term in the expression above, one needs to prove the following
upper bound: for all ¢ € (0,T], z,y € H and h', h? h3 € H, one has

C(T)

(58) [DPu(t, @, y). (', 0% 00)| < == P [(JAT 7RG+ (AR,

with h? = (h2, h2 The proof of the auxiliary inequality (58) is similar to the proofs of
the inequalities (4 D and 1“' but there is a crucial difference which makes the arguments
simpler: the inequality (5 tates bounds which are uniform with respect to €, whereas for
the two other inequalities the dependence with respect to € is made more expllclt. A version
of with a similar analysis of the dependence with respect to € may be obtained but is
useless for the proof of the inequality and is therefore omitted.

Let us give the proof of the auxiliary inequality . One has the expression

D*uf(t,z,y).(h', h? 1) = B, [Dp(X(8)). £ (1)]

+ Euy [DP0(X()- (0™ (), ¢ (1))

+ Ezy[DQW(XE(t)) (g™ (1), ™™ (1)
Eoy[D%p(X(8))-(n5™ (1), ™™ (1))

+ Ezy[DS (X)) (™ (0, mg™ (1), m™ (1)),
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where t € [0, T] — €905 50 (1) — (geh"h%02 (4 f;’hl’hQ’hg (t))H is solution of

[deg™ ()
dt

dére,hl ,h? h3 (t)
y
L dt
with initial values £57"2*b*(0) = 0 and {';’hl’hQ’hs(O) = 0.
In the proofs of the inequalities and , the following auxiliary results have been

obtained (where the dependence with respect to € is not indicated): for allt € (0,7], z,y € H
and h = (hy, hy),k € H, one has

" ()
¢ ()

Using a mild formulation for gg’h“ , the boundedness of the derivatives of F' of order
1,2,3 (Assumption , the two upper bounds above (and versions using symmetries with
respect to permutations of h', h? and h?3), and Gronwall’s lemma, one obtains the upper
bound

O (T)t—1+f$|A 1+nh‘
w(T) (A hy| + [AT 50y |) K],

2 L3
h“.h (t)

| <
< C

sup [EM (1)) < C(T) (A= R+ [ATF B[P,
0<t<T
Using the expression for D3u¢(t, z,y).(h', h? h3) above and the upper bounds, the proof of
the auxiliary inequality is completed.
We are now in position to conclude the proof of the inequality : using the auxiliary
inequality , the last term satisfies the following upper bound:

‘ Cx(T) v o Cu(T)
(59) | X DaDjuc(t,,y).(hyeje5)| < o el DIy = ellslhl.
jeN jeN
Gathering the four upper bounds 1 . and . and using the expression of
0 Dyus(t, x,y), h) then gives the mequahty O

4.2. Proof of Lemma [4.2] Before proceeding with the proofs of the regularity esti-
mates stated in Lemma , note that the mapping w4 : H — R is of class C?: this is proved
by recursion using the expression

(60) el (z) = 5 (A + AtAaF(z)),

with the initial value u5" = ¢ being of class C2.
In addition, using the 1dent1ty

T (2) = p(ANTL" + AtANF(X,
22
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a recursion argument proves the following expressions: for all x,h, k€ H, andn € {0,..., N},
one has

(61) (DTS (), by = (Dp(X,™), ity

_ ; ., ., At:v
(62) D*upt().(h, k) = D*o(X,). (35" 0y 0F) + (Dp (X,

) CAt;m,h,k
)

n

where the auxiliary sequences (nnAt s h) > and (CnAt?x’h)wO are defined by

(63)
Ufﬁf Ly nAtgch I At.AAtDF(XAm) nAt;x,h
(64)
Gt = ApeCR M 4+ AtANDF(X

Atx) CAtmhk +AtAAtD2 (XAtI).(nAtxh,T]ﬁtzk),

with initial values T]DA wh — b and C()At””’h’k = 0.

PROOF OF THE INEQUALITY . Introduce the auxiliary variable Aot = pitoh
A% b for all n e {0,..., N}. Using the inequality (20]), one obtains

[(Dup' (), )] < [(Do(X,

< Gillgll
(nAt)1—*

Atx

h>| \<D(,O Atx ~Atmh>‘

[ATHR] + lellale .

Observe that the auxiliary sequence (nﬁt il h) = Satisfies for all n >0

<Atz <Atz

iy = Aadil + AtAADE(X, ) 5l + AtAADE (X, ).(AR,R),
with nAt wh 0. As a consequence, one obtains the equality
n—1 —An n—1 At
B = ALY A DF() 2+ A Y AR DR ™). (Alyh),
=0 =0
which gives, using the inequality (20)), for all n € {1,..., N}
n—1
i < cmz i 5t + CAL Y | AL
=0
n—1
CAtZ 755" + C AR +Atz AT

(mt)

< CAt Z 725" 4 O At R| + Co(T)|AT %),

Applying the discrete Gronwall inequality yields

i < Co(T)(At[R] + [ATT7R))
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for all n € {0,..., N}, and finally one obtains the inequality

_ OHH|90|H K ~At;x,
(DR (), byl < S AT + [l et
(nAt)

Crllells | -1 _
< ST AR 4 C(T At|h| + |A7 "R
AT+ T ol (At + A7)
which concludes the proof of the inequality @ O
PROOF OF THE INEQUALITY . Using the identity n24®" = AR h + 756" for all
n e {0,..., N} and the inequality above one obtains
| D (). (h, k)| < ol G| + Ml ol 5" ]
: Cu(T)
< Atwhk| 4 C (T e At|h| + |[ATh)) (K|
el 65" + Ci( )HI@DHIzmAt)I,R llwlls (At|R] + | ) 1]
It remains to give an upper bound for |[(25%"*|: for all n € {0,..., N}, one has
n—1
CnAt;I,hk AtZAZteDF( Atx) CgAtIhk +AtZAZtZD2 (XAtx) (nAtxh’néAtxk’).
=0 =0

Since F : H — R is of class C? with bounded first and second order derivatives, one obtains

n—1
|<nAt;z,h,k‘<OAtZ‘CZAtxhk|+0AtZ’nAt:ch Atcck|
(=0 (=0
< cmni ICMF| + CAt Rk + Atnz_:l CulT) AR ||
h — = (LAL)x
n—1
< CAL Y [GF] + Cu(T) (At R| + A% k|
=0
for all n € {0,..., N}. The discrete Gronwall inequality then yields
sup [ < C(T)(At[R] + [A™H<h)[K].
os<n<N
Gathering the estimates then concludes the proof of the inequality . O

PROOF OF THE INEQUALITY (51). Using the identity (60)), for all z,h € H and for all
n e {l,..., N}, one obtains the equality

(Duyty(z), by = (Duy" (Anex + AtAaF (), Aach + AtAxDF(z).h).
As a consequence, one has the inequality
(Duyt (x) — Dy (z), hy| < [(Dup! (Aaex + AtAaF (2)) — Duy' (v + AtAsF (2)), bl
+ [(Dup! (z + AtAxF (2)) — DUyt (z), bl
+ (DU (Apne + AtAaF (2)), (Aae — 1)B)]
+ (DU (Apex + AtApaF (2)), AtAn DF().h)|

and it remains to prove upper bounds for the four terms appearing in the right-hand side

above. Let x € (0,1].
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e Using the inequality (50)), for the first term, one obtains

‘<Dﬂ$t(¢4Ath + At.AAtF(ZL')) DUAt(.I + At.AAtF h>‘

< %Hmz(mm& = D] + AT (Ase = Dal) [

_ C.(T)At! ="
(nAt)1—*

e Using the inequality — or the inequality with kK = 1 — and the global Lipschitz
continuity of F', for the second term, one obtains

[(Duy!(z + AtAaF () — Duy'(z), by

llspllz] |-

< O(T)||llzAt|F ()]]h)
< C(T)AL|@ll2(1 + [z[)[A].

e Using the inequality , for the third term, one obtains
[(Dup! (Asx + AtAxF (2)), (Aae — 1B

< U ol (@] (Asc = D + A4~ D)
< S llelh o

e Using the inequality — or the inequality with kK = 1 — and the global Lipschitz
continuity of F', for the fourth term, one obtains

}<Dﬂ$t(Amx + AtAxF (2)), AtAAtDF(x).h>‘ < C(T)||¢||1At|Aa DF(x).h|
< C(T)At|ell+ (X + [z[)|n].
Gathering the estimates for the fourth terms considered above, one obtains the upper bound

C.(T)At ="
At)l K

which concludes the proof of the inequality (51} @ [l

(Dt () = Dup'(x), by < llpll2 (L + ) [A],

5. Proof of the asymptotic preserving property

This section is devoted to the proof of Propositions and stated in Section [3.1]
The arguments are the same as in the proof of [5l Theorem 9.1], however they are also given
here to make the presentation self-contained.

5.1. Proof of Proposition [3.2]

PROOF OF PROPOSITION [3.2] It is convenient to employ the following interpretation of
the modified Euler scheme (see [5, Section 3.2]): if (F”)n>0 is a sequence of independent
cylindrical Gaussian random variables, one has the equality in distribution

Bai Ty + BaiyTp = BaiTy
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for all n > 0, where the self-adjoint linear operator B ar = B is defined by

2+)\7'
5’90—2[ Y ><  €5)€;

jeN

for all z € H, and satisfies the identlty
1
B2 =B, + BB, = (./43 +A) = 5(2] +7A) (I +7A)2
As a consequence, one has the equality in distribution
CKgAt‘YgAt) CxeAt‘YeAt)

where the scheme (X;;At, Y;At) is defined by

n=0 n=0

21 = Asu(Ri 4 PO, T520)

(65) ) AL
Y5O = Aae YEA + 4 / Ba:Tn,

with initial values X52 = 2§ = X5 and Y5 = y5 = Y5°'. In particular, one has
E[p(X5)] = E[p(X52)].

Since the function ¢ is assumed to be globally Lipschitz continuous, it suffices to prove that,
for all n € {0,..., N}, one has

E[IX5% - X3 = 0
Note that for all n € {0,..., N}, one has the identities

n—1
Xat = ARy + At Y AR PR, V),
=0
n—1 )
X3 = Axo + At YT ARGF(XP, ATTY).
=0
Therefore, for all n € {0,..., N}, one has
n—1
E[|X52 — X)) < |af — zo| + At ) E[|F(X2, Yg) — FXp™, Il
=0
n—1 )
< |af — zo| + At Y B[ F(X, Yii) — F(XP, Y]
£=0
n—1 .
+ At Y TE[|F(XP, YY) — F(XP, A™2Tp,)|]
/=0
n—1 R n—1 ) )
< |af — x| + CAL Y E[IXp™ = XpM|] + CAL Y E[[Yy5 — AT,
=0 £=0

using the global Lipschitz continuity property of F' (Assumption .
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Using a straightforward recursion argument (see details below), note that it suffices to
check the following claim: for all ¢ > 0, one has

E[|Y{Y — A2 T,*] = 0

By the definition of the scheme , one has

& 2A 1
T - Atn — AT 1 (4228 — AH)T

On the one hand, using the moment bound

sup sup K[|V %] = sup sup E[[Y;2'%] < oo,
e€(0,e0),Ate(0,Atg) €=0 e€(0,e0),Ate(0,Aty) €=0

see the inequality from Lemma one obtains

- C
E[JAa: Yo < ———— — 0.

1+ /\1% e—0
On the other hand, one has

, 2+ N5
E[|(q/2A Ba — A1) = T (/22

1 |2
_jeN € V2(1+ N9 \/7)

_Z 1 (% 2+)\ At) ]-)2
4 2+ 2% (14 )4t N
i (/22 «f\/(:rk s + \/AT) ( PN

EA 1+)\At))

jeN

1
< -
2/\(1+>\At)

jeN

— 0.

e—0

As a consequence, one obtains

n—1
lim sup E[[X5% — X2'[] < CAt ) limsup E[|Xp2 — X,
e—0 /=0 e—0
for all n € {0,..., N}. Since XB’N Xgt = x5 — 2 e 0 owing to Assumption , it is then

straightforward to conclude that

limsup E[|XS2 — X2 = 0

e—0

for all n € {0,..., N}. As explained above, this yields
lim E[o(X;%)] = lim E[p(X;;*)] = E[»(X}")]

and concludes the proof of and of Proposition |3.2] O
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5.2. Proof of Proposition [3.3|

PROOF. Let ¢ : H — R be a mapping of class C?, with bounded first and second order
derivatives, and let At = T/N € (0, Atp). Then the weak error in the left-hand side of
can be decomposed as follows:

[E[p(Xy)] — Elp(X(D))]| < |[o(Xy) = o(X(1))]

<A . . e v s .
Where XN =Xy 570 s obtained by using the auxiliary scheme , with initial value given
by XO = X5 = z.
On the one hand, using the error estimate from Proposition for the auxiliary
scheme, one has

+ |E[p(X5)] - (XN,

P(EN) — E(T)| < lllh X - X(T)|
CulT) AL (1 + [z

On the other hand, the second error term can be written as follows, in terms of the
auxiliary mappings u4"! given by , using a telescoping sum argument: one has

<
<

<At _ _
E[p(Xy)] - o(Xy ) = E[m" (Xy)] - E[a) (X5*)]
N—
2 (E[ant,—1 (X35)] — Elayl, (X39)])
Z [, (AaXD + AtANF (X2 A72T,))]
n=0
- E[—ﬁ 1 (AaXE + AtANF(XE)]).
Owing to Lemma for all n € {0, .. — 1}, the mapping u4?! is of class C? and has a

bounded first and second order derivatives By a Taylor expansion argument, one obtains
E[y,,  (AaX3 4 AtANF(X2 A 2T,))] = B[udt,  (Aa X2 + At A F(X21)]
+ AE[(DTR. 1 (AaiXs"), AaeF (X5, A72T,) — AsF(X31)] + 72
where

|

Cllat s [APE[|F(3, A72Ty) = F(XRH)
C(T) ALl ll2(1 + E[IX3])
< C(T)AL )21 + |2o]*).-
using the mequahty . the Llpschltz continuity of F', the moment bound (| and the
bound E[|A~2T,|] = §yldv(y) < oo. Moreover, by the definition of the nonhnearlty

F, and since the random variables X2t and T, are independent, a Condltlonal expectation
argument yields the identity

N

A

(66) B(DTRL 1 (AaX), AaF (X0, AT3T,) — AneF(X31))] = 0
for all n € {0,..., N — 1}. As a consequence, one obtains

<At
(67) [Ele(XN)] - Xy )| < CT)AL|pll2(1 + |wof).
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Gathering the error estimates then concludes the proof of the inequality and of Propo-
sition [3.3 O

Note that the most fundamental argument in the proof of Proposition is the iden-
tity . It explains both why the limiting scheme is consistent with the averaged
equation , and why it convergence in distribution is considered.

6. Proofs of the error estimates

6.1. Proof of Proposition 3.5} As already explained in Section [3.3] the proof of
Proposition [3.9]is given below even if it is a standard result in numerical analysis of parabolic
semilinear evolution equations. Providing a detailed proof allows us to exhibit the absence

of regularity requirement for the initial value zy. In the proofs, to simplify notation, let
<—At;xg

X=X, .
Before proceeding with the proof, let us state auxiliary bounds for the solutions of the
averaged equation and of the auxiliary scheme (38]).

LEMMA 6.1. For all T € (0,0) and k € (0,1), there exists C,(T) € (0,00) such that for
all 0 <ty <ty <T, one has

(68) X(ta) = X(t1)] < Ca(T)(ta — 1) (1 + 7o),
Moreover, there exists C € (0,00) such that for all n € N and At € (0, Aty), one has

(69) R0 < P+ ).

PROOF OF LEMMA [6.1l Let us first prove the inequality (68). Since F is globally Lips-
chitz continuous, for all ¢ > 0, one has

t
IX(t)| < |e’tAx0\ +f \e’(t’s)AF(X(s))lds
0

t

< |xo| + CL (1 + IX(s)])ds.

Applying Gronwall’s lemma, one then obtains for all ¢ > 0
[X(t)] < (1 + |o)).

Let x € (0,1), using the inequality (9), one then has for all ¢ > 0

t
IANVTER()] < [AYRe —i—f AR (=9ME(X(s))|ds
0

t
< Ot 1% 2| + C,{f (t —s) " dseC (1 + |xg)|)
0

C(T)(1 + ™| zg)).
29
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For all 0 < t; <ty < T, using the inequality @D, one then has

(e K0 < [~ DR+ [ e

t1

< Cu(T)(ts — t1) AKX ()| + (t2 — t1) (1 + sup [X(2))])

o<t<T
< Ou(T)(ty — ty) 5 (1 + 7 a0]).

This concludes the proof of the inequality . Let us now prove the inequality . Since
F' is globally Lipschitz continuous, for all n > 0, one has

Xpi1| < [AaX, ] + At|AAF(X)] < (1 + CAYIX,| + CAL.

The inequality then follows from a straightforward argument. The proof of Lemma
is thus completed. ]

We are now in position to prove Proposition

PROOF OF PROPOSITION [3.5 For all n > 0, with the notation ¢, = nAt, one has

n—1

X, = Ajzo + At Y AGF(X)
/=0

tn
X(nAt) = e~z + J e~ t=ONE(X(t))dt.
0

For all n € {0,..., N}, set e, = |X,, — X(nAt)|. Using the expressions above, the error e,

can be decomposed as follows: for all n € {0,..., N}
en < 67(11) + 6(2) + 6(3) + e( )+ 6(5)
where
et = |( Zt — e ")
= At Z AR ~ F(X(t)))|
= At Z (AR, — e OO EX (1))

n

tn
o) — J (e tnt0A _ o~ OMYF(R(8,)) dt

Z JM e~ "N (F(X(te) — F(X(1))]dt.

e Recall the inequality

_ Nz

1
70 sup sup n
( ) neN ze(0,00) ’ 1+Z>n
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As a consequence, for all k € (0, 1), there exists C, such that one obtains

§ » CH/ Atl—li
el) = (AR, — e ™M) z| < —lzol < Cnmh?d

forallne{l,... N}
e Using the global Lipschitz continuity property of F', one obtains

oD = ALY AL (FE) - FE(1)))|

n—1
< CAL Y X, - X(ty)]
£=0

n—1

< CAt Z €y.

=0

e To deal with the third term, using the inequality : one has

n—1
1 —
< CAt X))
;} (n—k)
n—1

< CLATRAL
;) ((n — k:)At)l_H ¢=0,...,N

< Co(T)AE (1 + |zol),

using the global Lipschitz continuous property of F, and the bound from Lemma .
e To deal with the fourth term, the identity e~ t)A —e=(tn=A — o=(tn=)A (e=(t=t)A _T)
is combined with the inequalities @ and , one has

tn
o — f [t — 0N B (R (2,)|dt

n
0

S

.....

< Co(T)A (1 + |o))

using the global Lipschitz continuous property of F, and the bound (69) from Lemma |6.1]
g g P property )
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e To deal with the fifth term, using the global Lipschitz continuity property of F and
the inequality , one has

o _ 2 JHl |e—(tn_t)A(F(X(tz>> — F(X(t))”dt

n
0=0 vt

n—l oty o
<C) J X (t,) — X(t)|dt
=0 vt

tot1

< CL(T) nz_] J (t —to)' (1 + 1 |z |)dt

=1
+ CAt(1 + sup |X(t)])
o<t<T
n—1 1
< Co(T)AE (1 + At Y ————|z0| + CAL(L + |zg))
i (eAt)

< Cu(T) A (1 + |o)).

e Gathering the estimates then gives

n—1
1
< 1-x -
en < At Z_EO er+ Co(T)AE (1 + (WA |zo|),

and applying the discrete Gronwall lemma then concludes the proof of the inequality . 0

6.2. Proof of Proposition [3.6]

PROOF OF PROPOSITION [3.6l Recall that the mapping u¢ is defined by , and is the
solution of the Kolmogorov equation with initial value u(0, z,y) = ¢(x). Without loss
of generality, it is assumed that [|¢[|3 < 1 to simplify notation. Recall also that 7' = NAt.
The weak error is written and then decomposed as follows, using a standard telescoping sum
argument:

E[p(X5™)] — E[p(X(T))] = E[u(0, X5, Y™)] - E[u (7, X5, Y5™)]

—

= (BT — XL Y] — B[ (T — 1, X5, Y52)))

3
o

=2

(E[UE(T — tn+17 XG’At Y:{f{)] — ]E[ue (T . thrl; X;’At, Ye,At)])

n+1 n+1

ol
Ll

+ Y (E[u (T — tni, X5, YS] = E[u(T — t,, X5, YSA)]).

3
Il
(=]

On the one hand, using a Taylor expansion argument and Lemma [4.1] one has

E[u (T — toer, X521 YO = E[us(T — toar, X5, Y521

n+1

+ E[<D$UE(T . tn+17 X:L,At7 YE’At), Xe,At B X:L’At>] n T‘e’At

n+1 n+1 n
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where, owing to the regularity estimate from Lemma [4.1] for all n € {0,..., N — 2}, one

has
C(T)

(T - tn-‘rl)liﬁ
When n = 0, using the inequality from Lemma and the moment bound from
Lemma [2.3] one obtains

o) < ol EJA (52 — X525 — Xg21].

re | < Cu(T) [l pll2 A (1 + |aol*).
When n € {1,..., N — 2}, using the inequalities and from Lemma [2.4] one obtains
Ci(T)
(AR (T — tpyq)t"

The case n = N — 1 is treated differently: using the regularity estimate with k = 1 and
the inequality from Lemma one has

211 < CO)lelLEIXG — X327
Cu(T)

T ((N=1)AY)

< CulT) @l A (1 + [aol?),

using the lower bound (N — 1)At =T — At > T — Aty.
Gathering the estimates, one obtains

S lloll2 A8 (1 + |of?).

= e ll2 A8 (1 + |o?)

N-1
(71) D 1re3 < Cu(T) ol At 2(1 + [ao]?).
n=0

On the other hand, introduce the auxiliary process (Yf’At(t)) 1> defined as the solution
of the stochastic evolution equation

~ 1 ~ 2 1
(72) dYSA4(E) = —ZAa YoM (£)dt + \/jQit AW (1),
€ € € e

with initial value Yo2*(0) = g5, where the linear operators A, and Q, with 7 = At/e are given
by . By construction, one checks that for all n € N one has the equality in distribution

(73) YOr(t,) = Yo

The equality above is based on the interpretation of the modified Euler scheme as the ac-
celerated exponential Euler scheme applied to a modified stochastic evolution equation, see
Section and 5, Section 3.3] for details. More precisely, one has Y92 (t) = V7(%) for all
t>0and Y{A = YEA = Yr = Y7(t7), with ¢, = 22f = o where the processes (V7 (1))
and (yg)n>0 are defined by and respectively.

Owing to Assumption , for all k € (0, kg), one has

(74) sup  sup  sup E[|[AZY2(1)[?] < co.
e€(0,e0) Ate(0,Atg) t=0

t=0

The proof is a consequence of It6’s isometry formula and straightforward computations,

see |5, Lemma 5.3| for details.
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The mild solution of the auxiliary stochastic evolution equation has the expression

U -t t 2 ! —t=s t 1
(75) YM(t) = e ‘A%y5+\£ f e T MYQLAW(s),
0 €

for all t > 0.
As a consequence of the equality and using [t6’s formula, one obtains

E[UE(T - tn+17X:z’At7 YQAt)] - E['lf(T - tn’ X;’At7 YzAt)]

n+1

= E[UE(T - tn+17 X:ZAt> §{v€7At(t7"a-i-1))] - E[ue(T - tn’ X:{Ata §{T,At(tﬂu))]

tnt1 -
— J E[0,us(T — t, XA Y2 (1)) ]dt
tn

1 tn1 - ~

| B - g T ), A TS 0
€ tn €
1 ft1 2. € e, At e, At

o] DL EDu (T — ¢, X2, Y24 (1)) (Qacey, ;) 1dt.

jeN

Since u€ solves the Kolmogorov equation , one obtains the following decomposition
of the error terms

(76) E[UG(T—tn+1,X€’At YE’At)]—E[UE(T—tn,X;’At,Y;’At)] _ eo’e’At—I—el’E’At—i—eQ’E’At—FT’E’At

n+1> T n+l n n n n o

where the error terms €962t = L&At and = €292 for n e {0,..., N — 1} are defined by
ey R = BI(Du (T — b, X5, Y30D), X — X80
(77) et At $76,A A At $reA
- J E[(Du(T =, X7, Yo7 (1)), —AXL™ + F(XL7, Y07 (1)) dt
tn

and by

1 tn+1 N N
(78) et = ——J E[(Dyu(T — ¢, X3, Y2 (1)), (Aae — A)YN(2))]dt

€ tn €

€ L[ € € Ve

(79) e2eAt = ZL D E[Duf(T —t, X3, Y A1) ((Qar — Dey e5)]dt.

jeN
Before proceeding with the proof of upper bounds for the error terms, it is necessary to
introduce a further decomposition for %4t Using the equalities

X0t = X080 = (Ase = DXGA + ALASF (X, Y1)
= (Aae — T + AtA)XGA
+ Ay~ DF (Y2
+ AH(—AXGA + P(XG, Y)),

n+1

the error term €Y is decomposed as

eO,e,At _ eO,l,e,At +e

n n

0,2,e,At
n
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where the error terms in the right-hand side of the expression above are defined for n €
{0,...,N —1} by

(80)  enhA = B[(Dpus(T — tosr, X5, Y5 20), (Aae — T+ AtA)XGAD)]

n

(81)  en®t = EUDu (T — turr, X5, Vo), At(Ane — DF (X, Y00)))]

n

(‘tn+1

(82) eyt = E[(Dyuf(T — t,X55, Y2 (1)), AXGA)]dt
Jin
(83) - AtEKDJEUG(T - tn-i-lv X;’Atv Y€7At (tn+1))a AX:{At>]
[in+1 N N
(84) ey boBtt = E[{Dpu (T = toy1, X5, YR (t11)), F(XG5, YO (t41)))] dt
Jtn

tn+1 - -
- f E[(Dyu (T — t, X5, T8 (1)), F(XGA, 758 (1))t
tn

The weak error estimate is then a straightforward consequence of the following inequali-
ties, which are proved below (using the conditions from Assumption 3| on the initial values
x§ and y§) there exists C(T") € (0, 0), such that for all € € (0, ¢y) and At € (0, Aty), one has

N-1
K At 1, 5
(85) Z leLeB | < C(T)AL(L + |A2xg|) + C’,.;(T)(?) 2 (1 + |[A2x))
n=0
—1
. At 1y
(56) 3| < (2!
n=0
N—1
(87) el bRt < C(T)AH(L + [A2z0]) + Co(T)AE (1 + |o|)
n=0
N-1
(88) len® 2 < Cu(T) AL (1 + [
n=0
N-1 At\ 1-r
(89) 08 < CuT)AHL + [ASao]) + Cu(T) (=) (1+ [ATof?)
n=0
= At At At
(90) ehten] < CUT)((S)3 + (57 + =2) (1 + [ASao?).
o € € €
Gathering the inequalities above then concludes the proof of Proposition [3.6] 0

It remains to prove the inequalities —. To simplify the notation, in the proofs
below, the parameters €, At are omitted when refering to the error terms defined above, or

to other error terms introduced below: for instance one has el = eL“A! in the proof of the

inequality .

PROOF OF THE INEQUALITY . Recall that the error term e}l = e}f’m is defined
by for all n e {0,..., N — 1}. Using , the error term e} is decomposed as

1_ 11 1,2
e, =¢€, +te,

n
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€

Yo
1 tn+1 - 2 t _t_isAAt 1
ey’ = —J E[(Dyu(T — t, X5, Y2 (1)), (A — Aac)y /= f e © T QAAW(s))]dt
. € € 0 e

€

tn+1 - ot
et = | BUD T 2 T, (A - e
tn €

e Error term e-!'.Owing to the regularity estimate from Lemma [L1], for all n €
{0,..., N — 1}, one has

tn+1 C T
R e
. (T—1)
The cases n = 0 and n € {1,..., N — 1} are treated differently. On the one hand, owing to
Assumption [3, one obtains

B(A— Aai)e Tehac el

i CK T K ut
< [ G g il < G+ AT
to -

On the other hand, owing to the inequality (see [5l Lemma 5.1])

sup sup (t — 7-)%_% HA%_%e_tAT HL(H) < o0,
7€(0,00) te(T,00)

and to the inequalities (26)), for all n € {1,..., N — 1}, one obtains

tn+1 T 1_k
|671{1| gj el 1)—£ - 21 ndt|A7§+H(A AAf)?Jo|
e (T—=1)72(t—At)2~2

b1 O(T =% Atz r
< = E —dt A2y
) o
it O (T) 1 .
< L Ktht”" 1+ [A2x0)).
L (T — )15 (t — At)—3 S

using Assumption
e Error term e-?. Using the Malliavin integration by parts formula , one obtains

tnt1 ()r—)\g ) [2qac
63172:J‘ ZE<DU _tXEAt YeAt 6]>J Aet]dﬁj( )] J - =] \F

jeN

_ JWJ S E[DS ((Dyus(T — t, X550, YA (1), e)) 1T (¢, s)dsdt,

jeN

where for all £ > 0 and 7 € N one has

—s Qth .
€,A _te At < J
I3t s) = e i — Aat ;) — =0
Note that for all £ > 0 and j € N one has
t ()\- — Aat )
ToA 4 §)ds < ———— e fon e
J(; J ( 78) S )\%’J CI%JG



Using the chain rule, one obtains

for all n € {0, . — 1}, where

n

tn+1
eyt = J f Y E[D,Dyuf (T — t, X8 Yo (1)) (DIXGA ) [T (¢, s)dsdt

jeN

tn+1 ~ ~
etz _ 1 f f S IE[D2uS(T — £, X520 Y24 (1)). (D YA4(t), ) [Ty (¢, s)dsdt.

JeN

For all h e H and t > s > 0, the random variable D"Y“2(t) satisfies

~ 2 _tosp,, L
D?YE’At(t):\Ee SO, D,

In particular, one obtains the inequality

~ 2(]& .
(91) DY ()] < | —
€

for all t > s > 0 and j € N. Using the chain rule and the definition of the scheme, for
all he H, if s > t,, one has

DIXGY = AnDIXGA + At An D F(XGA, Y30 DEXGA + At Ap, Dy F(XGA Yﬁjl) DY

n+1l

and D'XSA = 0 if ¢, < s. Using the identity Y52 = Y92¢(£,), the inequality (91) above,
the boundedness of D, F and D,F (Assumption ' one obtains the upper bound

2qat
(92) DEXY| < ()| =2

for all s€ [0,T],ne{0,...,N —1} and j e N.
Using the regularity estimates from Lemma with @y = 0 and ap = 1 — 3, and
the inequalities and 7 one thus obtains the upper bound

tn+1 2(]g _
|€111,2,1| I ]e#2’2| <J (t \/—7 +3 f ToAt (t,s)dsdt
tn ]EN
qat

tn+1 (T
< —dt <N Aj — Aae.
J;n (T t) -3 ]z:)\m7 J ( A )

eN
by
Using the 1dent1ty qar ;= A‘- 7 and the inequality . (with v = 5 — k), one then obtains,
for all n € {0, . 1} the upper bound
it O (T) At 1y _l_x
’12|\|6121|+|122| J K _ﬁdt(—)z .2 2’
wo (T=t)72 e jezé; !
_1l_k
with >y A; 2 2 <o
Gathering the estimates for the error terms el! and e,? and summing for n € {0,..., N —
1} then concludes the proof of the inequality for the error term el = eb! + 2. O
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PROOF OF THE INEQUALITY (86). Recall that the error term e? = 22! is defined
by for all n € {0,..., N —1}. Owing to the regularity estimate from Lemma
and to the inequalities (W1th a=1—k), forall ne{0,...,N -1}, one has

tn+1 -
<] S \Dz (T — 6K T0). (Qae — Dy ) Ja
]EN

tn+1

S J —t 1—7 dt Z 1— '25
tn ]eN )\]
it O (T) At 1, 1

< J e dt ()T Y
tn (T t) 2 € jeN )\j 2
et C (T At

< J _GD 1)_§ dt(— )
v, (T—t)72 e

Summing for n € {0,..., N — 1} then concludes the proof of the inequality (86]). O

PROOF OF THE INEQUALITY ({87). Recall that the error term e%'e = n®144% is defined
by forallne {0,...,N—1}. Thecasesne {l,...,N—2} and n € {0, N —1} are treated
differently.

On the one hand, if n € {0,.. — 2}, owing to the regularity estimate from
Lemma 1| (with o =1 — %), one obtams

‘60’1’ < CH<T) _
(T - tn+1)17§
Ci(T)
(T - tn+1)1_%
C.(T)At
S ——— =
(T - tn-i—l)lii
Using the moment bound (29)), if n € {1,..., N — 2}, one obtains

C.(THAt 1
0 <« DAL jpew L)),
(T - tn-&-l)l_i tl B

n

E[JA™" 2 (Ax; — T + AtA)XEAY]

~

E[|A2%(An, — T + AtA)AT 23X

AR AT 2XEAY].

If n = 0, using Assumption [3| one obtains
Cu(T)At
e | < %
(T —t1)!
< Co(T)At|AZ x|
< Co(T)AL(1 + | A2 z0)).

On the other hand, if n = N — 1, owing to the regularity estimate from Lemma
(with o = 0), one obtains

leviil < C(DE[|(Aae — 1 + AtA)XG ]

< C(T)AE[AXG, ).
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Using the identity
N—2
eAt AN 1 6+AtZAN 1— EF(XeAt YeAt)
=0
see the proof of Lemma and the moment bounds and from Lemma , one
obtains (with (N — 1)At =T — At = T — Aty)
N-2

C C
67At € —K

which gives
%" | < C(T)A (1 + |xo)).

Gathering the estimates and summing for n € {0,..., N — 1} then concludes the proof of
the inequality . ([l

PROOF OF THE INEQUALITY (88). Recall that the error term e2? = eX?%4% is defined
by for all n € {0,..., N —1}. The cases n € {0,...,N —2} and n = N — 1 are treated
differently.

On the one hand, if n € {0,...,N — 2}, owing to the regularity estimate from
Lemma [1.1] (with a = 1 — k), one obtains

’ 0,2| < O ( )At
(T - 75n—&-1)
C.(T)AL
(T - tn-&-l)l_N
C.(T)At
(T - tn+1)17){
using the moment bounds (28)) and (27) from Lemma [2.3]

On the other hand, if n = N — 1, owing to the regularity estimate from Lemma
(with a = 0), one obtains

len 1| < C(T)AE[|(Aae — DF (X2, Y] < C(T)A(L + o)),
using the moment bounds and from Lemma .

CE[JATH (A — DG, Y80
ARG, V) )

~

AT (1 + |mo)),

~

Gathering the estimates and summing for n € {0,..., N — 1} then concludes the proof of
the inequality (88)). O

PROOF OF THE INEQUALITY . Recall that the error term 62’3 = e%’S’G’At is defined
by for all n € {0,..., N — 1}. The proof of the inequality requires more delicate
arguments than the proofs of the inequalities obtained above. The cases n € {1,..., N — 1}
and n = 0 are treated differently.

Introduce the auxiliary mapping v2! : [0,7] x H> — R defined as follows: for all

€[0,T], x,y € H, set

(93) A2, y) = (Dou(T — ty,y) e < M),
For all n e {1,..., N — 1}, the error term €23 can then be decomposed as
(03 — 031 4 082 | 033

n
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where

n

tn+1 - ¢
D81 _ f E[( Dy (T — ¢, XEAL o8 (1)), (1 — e~ S AXEA | gy
tn

€032 = AE[(Du(T — tysr, XG0, T (1,01)), (1 — e« MAXEGAY)]

n

e Error term 23!

tn+1 - -
60’3’3 _ f (E[Ue’At(t, X;’At7 YE’At(t))] . E[UgAt(tn_i_h X;’At, Ye,At (tn_,_l))])dt.
tn

. Owing to the regularity estimate (46| from Lemma (with a =
1—%), to the 1nequahty and to the moment bound (29) from Lemma one obtains

forallne{l,...,N—l}

03] < (et Cu(T)
" Jtn (T t)l
<[ D
h Jo, (T =)=~
_ [in+1 CK(T)
h Jo, (T =)~
032

o Error term e,

) R[] —

di(

—dt (

The cases n e {1,...,

V> Gol]

At
e
At\1-x 1

?) (nAt)=32
N —2} and n = N — 1 are treated differently.

) TR ARG

(1 + |ZL‘Q|)

On the one hand owing to the regularity estimate from Lemm (with oo = 1-1%),

to the inequality and to the moment bound from Lemma

ne{l,...,N —2}
Ci(T)At

| 0,3,2’

h (T - tn+1)1_g

[ G
< - 7
(T —t)t=r

di(

one obtains for all

E[|(I — e~ M)ASXGA]
At 1—k 1
€ ) (nAt)lfi( [o])

On the other hand, owing to the regularity estimate from Lemma (with a = 0), one

obtains

|6032 <
<

one has

E[Ue,At( Xe VAN Ye At( ))]

J‘tn+l

+
t

1
€
1
€

C(T)At!

C(T)ALE[|(I — e~ M AXGA ]
_K(l =+ ‘.2130|)

o Error term e%*3. Recall that the process (Yo2!(t))
evolution equation . Applying 1t6’s formula, for all n e {1,.. .,

=0 is the solution of the stochastic
N — 1} and t € [ty, thi],

E[ eAt( n+ ’XeAt YeAt( n+1))]

eAt 8 XeAt YeAt( ))]ds

tn+1 - _
[ Brpe s 16 A T ) s

n+l ~
f QAt D2v€’At(s, Xf{At, Ye’m(s)).(ej, e;)]ds.
¢



Therefore, the error term %33 is decomposed as

033 — 0331 | 0332 | 0333

n — *n n n

with for all n € {1,..., N — 1} one has

tn+1 tn+l ~
en = J J [0 (s, X35, Y92 (s)) |dsdt

tn+1 1 tn+1 ~ ~
e = f ¢ f E[(D,v" (s, X2, T2 (s)), A s T (s))]dsdt
tn, € Jt ‘
tn+1 1 tn+1 ~
et = - L € J; %qéf,ngvg’A@, X2, Y2 (s)). (¢, ¢5)dsdt.
n VS

For the error term %331 note that, owing to the regularity estimate from Lemmald.1]
for all t € [0,T) and z,y € H"‘/2, one has

02 (¢, 2,y)| = [0 Do (T — 1,2, y), Ae™ )|
T k 3 Kk _At
<7 ()Z g(1+\Azg;\+|Azy|)\A1+26 g
Cu(T)

=(1+ |A2z| + [Azy|)|AT 22,
AtnGI n(T_t)l—i( |Azz| + | yl)! |

using the smoothing inequality @ in the last step. As a consequence, using the moment

bounds and , one obtains, for allme {1,..., N — 1},

tn+l in+l ~
€033 < J | Bl s, T (o s

t

_ Jtnﬂ Mln+1 C,.;(T) E[(l + ‘A%XE’At| + |A5Y5,At(s>’)|Al—fot €|]d8dt
x § ,Jt Atmel—H(T _ 8)1_% n

tn+1 [tn+1 C (T) . i 1
S . —dsdt(1 + |[A2xg| + |A2yS|) ————
Jtn .Jt At”elf"(T — 3)1*5 5 ( ’ xD’ ‘ yOD (nAt)lfi “TO‘

Aty [0 Cu(T) 5e)? 1
<] W s

For the error term €233 note that, owing to the regularity estimate from Lemma

(with @3 = 0 and ap = 1 — /4;/2) and to the inequality (9)), for all ¢ € [0,T) and z,y € H, one
has

t T ad K K
|<DyUE’At(t,x,y),h>| = |Dnyue(t,x,y).(e*ATAA1:,h)| < Lze i) 2|AT 2| AT R R
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As a consequence, using the moment bounds and , and the inequality A ;

all j € N and 7 € (0,00) one obtains, for all n € {1, ...,

N -1},

tn+1 f‘tn+1 1 ~ ~
0222 < [ [ LB 6,5, T (), Ay T )
tn ‘

Jtnﬂ [tn+1 C,Q<T)6%
S).
tn

E[|AY 3 XEA A5 A a YO (5) || dsdt

tn+1 r‘tn+1 g .
<J | _OuT)EE N[ AL 5 XEAY A ST (s) [dsat
tn

o [ttt T 1 .
<At12J ( Cu(T) _ds (14 [A2zo])2.
tn

T —5)'"2  (nAt)=3

For the error term %333

_At
| DYo2t(t, x,y).(ej, )] = ’DIDZUG’At(T —t,1,y).(e” < *Az,ej,¢)]

Cu(T)

(T — )= ‘At

As a consequence, using the moment bound , one obtains, for all ne {1,..., N

- (L)K‘A17Hx|/\;1+m.

tn+1 [tn+1
s < 1 f f s LD T T(6) (e s

tn41 tn+1
f J d dt(A ) [‘Al nxeAt‘ Zq )\;1+n
At

1—k tn+1 CK(T)
< () L T— = P manis!

Gathering the estimates, for all n € {1,...,

€933] < [€9331] 4 e092) + 19333

A\ 1—r [tn+1 CH(T) . 9

o Error term 68’3. Note that, owing to the regularity estimate from Lemma one

has

jeN

1+ |xol)

N — 1}, one then obtains the inequality

1
(nAt)' =2

t1
] < | BIKDaA(T b TN ), A
t

0

+ AR[(D,uE(T — 1,2, Yo (1)), Az

< C(T)At(1 + [A3xq)).

Gatherlng the estimates for the error terms ed31 032

n

{0, .. — 1}, the proof of the inequality (89) is thus completed

42
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, note that, owing to the regularity estimate from the proof
of Lemma and to the 1nequality (@), for all jeN, ¢t €[0,T) and z,y € H, one has

-1}

and €233 and summing for n €

O



PROOF OF THE INEQUALITY . Recall that the error term e%* = %444 is defined
by for all n € {0,...,N — 1}. The cases n € {1,...,N — 1} and n = 0 are treated
differently.

Like in the proof of the inequality , it is necessary to introduce an auxiliary mapping
w?t [0, T] x H? — R defined as follows: for all t € [0,7T], z,y € H, set

_a

(94) w (2, y) = (Dyus(T = t,2,y), e < “Fx,y)).

For all n e {1,..., N — 1}, the error term €23 is then decomposed as
QO = ALy 042 4 043

n

where, for all n € {1,..., N — 1}, one has

n

tnt1 - ¢ -
st = [ BIDe (T — 6 TS0, (1 - e PO, T 1))
tn
~ At ~
en? = AE[(Dou(T = oy, X, YoM (tn), (T — €7 (X, Y (t41)))]

tn+1 - -
60’4’3 _ J (E[we,At (t, X;’At, Ye,At (t))] o E[we,At (tn-i-l; X:L,At7 Ye,At (tn+1))]) dt
tn

e Error term %%, Owing to the regularity estimate from Lemma (with a =
1 — k) and to the 1nequality , for all n € {1,..., N — 1}, one has

tnt+1 T t ~
et < [ BT - PO, T ) o
T

< (g)l_ﬁjtn“ (G{LL{]EHF(X:{AthQAt(t))Hdt

€ T —t)!
At -y (0 Cl(T)
< (— ————dt(1 + ,
R R )
using the Lipschitz continuity of F' and the moment bounds (27)) and . from Lemma [2 -
e Error term €22, The casesne {1,...,N —2} and n = N — 1 are treated differently.

On the one hand, owing to the regularity estimate from Lemma (with o = 1—k)
and to the inequality , for all n € {0,..., N — 2}, one has

‘60’4’2 | < CR (T)At

At

E[JAF (1 — e T M) F(XEA Yo% (1,01))]]

(T — tpyr)t"
< (Atyon DA gy s
At Cr(T)At

< (Y A2 i+ ),

G T et ol

using the Lipschitz continuity of /' and the moment bounds and from Lemma [2.3]
On the other hand, owing to the regularity estimate from Lemma [4.1| (with o = 0),

one has

V| < C(DAE[(T — e Y PG, T (1))

C(T)AH(1 + |xo])

using the Lipschitz continuity of ' and the moment bounds and from Lemma [2.3]
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e Error term %%, Applying Ito’s formula, for all n € {1,. — 1} and t € [t,, thyi1],
one has

E[w ™ (¢, X5, Vo4 ()] — E[ws ™ (tyar, X5, Y94 (L,11))]
tn+1 ~
_ _J E[&th’At(S,X;’A,Ye’At(S))]dS
t

1 tn+1 - ~
b1 [ BD s XA T (), A T () s
t €

€

1 [tn+1 -
- J D aa EBIDRwoN (s, XM, YO (). (e, ¢5)]ds.
t jeN

iti 43 _ 043, 433 i
Therefore, one has the decomposition 243 = 0431 4 0432 4 0433 " with

tn+1 [tn+1 ~
it == [T [ Bl 3 T (o) s
t
tn+11 tn+1 - ~
ettt = |7 | B, K T e) AT o

n+1 1 n+1
62’4’3’3 _ _J f Zth,]D2 eAt( Xe AL Ye,At( )).(ej,ej)dsdt.

jeN

For the error term %431 note that, owing to the regularity estimate from Lemmal4.1]

for allt € [0,T] and z,y € Hf, one has

|é’ weAt(t X y)| - |<atD UE( t,x,y),e_%AF(x,ym
T K it £ At

< _ C;FC< ) K(
At2et=5 (T —t)' 2

using the smoothing inequality @D and the linear growth of I’ in the last step. As a conse-
quence, using the moment bounds and (74), for all n € {1,..., N — 1}, one obtains

tn+1 tn+1 -
\62’4’3’1\ < f f E[|6tw€’m(s, XZN, YE’At(S)) ||dsdt

L+ |[A%z] + [Ady])?,

tn+1 (tn+il T . .~
f f _ ) (14 E[JATXEAP] + E[JAFT-A(s)P]) dsdt
ASe 2

T
tn+1 OK;(T) 1 K 2
< (?) Ln T S)l_gds (nADT (1+ [Azzo])".

For the error term %432 like for the treatment of the error term e.? above (proof of the
inequality (85| . the Malhavm integration by parts formula . is employed. Recall that the
mild solution (YE A'5(15)) 1= Of the stochastic evolution equation is given by (75). The
error term eX43:2

is then decomposed as

62,4,32 604321 + el
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where for all n € {1,..., N — 1} one has
1 tn+1 [tn+1 ~ AA
32l = = f f E[(Dyw (s, XS5 Y2 (5)), Aace < % ySH]dsdt

tn+1 tn+1
62’4’3’2’2 _ f J <D we At( Xe JAt Ye At AAt J

To deal with the error term €321 note that for all t € [0,7T], z,y € H and h € H, one
has

dW(r)>] dsdt.

‘DK\J\)—'

At
[(Dyw > (t,z,y), )| < [{Du (T — t,2,y), e« “D,F(z,y).h)|
FDeDyu(T — t,,y). (7 F (). h)|
< C(D)lell2(X + f| + lynl

Owing to the regularity estimates and 47| from Lemma . Therefore, using the moment
bounds and , one obtains

1 tn+1 [ln+1 ~ —32AA
ety L[ [ I R T ), A g
€ t ‘
<

C(T) (tnt+1 (in+1 N AL,
\(—f J E[(1+ [X5] + [Yo24(1)]) [ Asce "2 g |dsdt

C.(T)At [tn+1 =2 .
< LJ —ds(1+ [AS o)),
tn s 2

€

using the inequality

1-k 1-%
At < € €72 &« |

—eA K € 5 0,€
|A%6 € < Y <C’H(T)Sl—_,€]/\%y0| gC’f”(T)SIT%VnyO

which follows from a version of the smoothing inequality @D applied to the linear operator
Aa: instead of A and its associated semi-group, and from the inequality A,; < \; for all
jéNandTe(O o0).

To deal with the error term e
mula , one obtains

04322 " applying the Malliavin integration by parts for-

0,4,3,2,2

tn+1 tn+1 s
f E[{D,w (s, XS5 YA (), ej)Aa f /g ;dB;(r)]dsdt

_s—r

f fJ STEIDE (D, (s, X, T5(s), e)) ha e

3
€2

Aot /qac drdsdt

jeN

04,3221 0,4,3,2,2,2
= en

+ e,
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where, using the chain rule, one has

tntl tn+l At
62,4,3,2,2,1 _ \[ J J Zd“ T, s) )\At e c \/qurdsdt
€ ln JeN
. tntl in+l At
07 73727272 P yE €
e, = e\f J J Zd (r,s) )\At e F drdsdt
tn jeN

with
dfl’;-’m(r, s) = E[Dnyws’At(s, X%At, Y“At(s)) . (Dﬁf X;’At, ej)]
A5 (r, 5) = E[D2w > (s, X2, Y944 (5)). (DI Y (5), ¢;) -
On the one hand, note that for all ¢ € [0,T], x,y € H and h', h? € H, one has
D, Dyw>(t, z,y).(h', h?) = (Du (T — t, x,y), e_%ADnyF(x, y).(RY, h?))

+ D2uS(T —t,2,7).(h', e_%ADyF(a:, y).h?)
+ DD (T — t,x,y).(e” « 2D, F(x,y).h', h?)
+ D2Dus (T —t,z,y).(h', e_%AF(x, y), h?).

Owing to the regularity estimates , and from Lemma and its proof, and to
the properties of F' stated in Assumption [2| one has the upper bound

| D2 Dyws(t, @, y). (b, h?)| < C(T) (1 + || + [yl)n']|12).

Using the bound for the Malliavin derivative D;’X5A! (see the proof of the inequal-
ity ) and the moment bounds (28) from Lemma and @, one has

0,4,3,2,2,1 e T Aa
| 04322, | < 1—|—‘;1:0| Z}\At e T*Jq%ddrdsdt

]EN
T tn+1
€ JeN
C(T)At?
<= |$0|)|\|<P|\|3Zq%j'
jeN

On the other hand, note that for all t € [0,T], z,y € H and h',h? € H, one has
_At
Diwﬁ’At(ta €, y)(h1> h2) = D:CDZUE(T —t,x, y)(@ ‘ AF(x> y)a h17 h2)
+ D, Dy (T —t,z,y). (e_%ADyF(ac, y).h', h?)
+ D, Dyu(T —t,z,y). (e_%ADyF(m, y).h?, h')
+{(Du (T —t,x,y), e’%ADZF(:C, y).(h', B?)).

Owing to the regularity estimates , and from Lemma and its proof, and to
the properties of F' stated in Assumption [2| one has the upper bound

| Dy (t, 2, y).(h, ha)l < C(T)(1 + 2] + [yl)[R'||1?].
46



Using the bound for the Malliavin derivative Dy’ Y2 (s) (see the proof of the inequal-
ity (86)) and the moment bounds from Lemma and (74), one obtains

n+l 7“)\
| 04322, )\At e < Tt qu drdsdt
]EN
tnt1
at dsdt
t jeN
2
L Cmae C(T)At (1 + |z qu
jeN

Note that, for all x € (0,1) and all 7 € (0,0), one has

qu _ Z log (1 +T)\ <C. Z 7')\ <Cin

JEN JEN jeN

using the auxiliary inequality

log(1 + z) 0

sup .
2€(0,00) z2 R
Gathering the estimates for the error terms e24321 043221 anq 043222 one obtains

] et

<le?
< [OVBBL] 4 |(OAB22T) 4 (043222

s Eydy
len

N

C.(T)At 1] £ . At 1_,
%(Hw)f g dsIAFyE] + Cu(T) ()" (1 + [,
tn

For the error term %433 note that for all ¢ € [0,T], z,y € H and h', h* € H, one has

D2w A (t,2,y).(h', h?) = Do D2u (T — t,2,y).(e” A F(z,y), h', h?)
+ D, Dyu(T — t,2,y).(e" <D, F(z,y).h', h?)
+ DDy (T — t,z,y).(e < DyF(x,y).h2,h1)
+ {(Du (T —t,x,y), e_TADZF(a:, y).(h', R?)).

Owing to the regularity estimates , and from Lemma and its proof, and to
the properties of F' stated in Assumption [2| one has the upper bound

| DyweS (8,2, y).(h', B2)] < C(T) (L + [a] + |y))|h']|1?].
As a consequence, using the moment bounds and , one obtains

At 1,
(1 + ’xOD Z Q%J < CH<T)(?)2 (1 + ‘I'OD'
jeN
47

0433‘ < C<T)At2

) Eydy
len



0431 0,4,32 0,4,3,3

Finally, gathermg the estimates for the error terms e, and e;**, one obtains,

forallne{l,...,N —1}
048] e8] 4 60498 4 o2

At 1—k tn+1 CH<T) ]. K 2

< - K 1 A2

] T e 0+ W)

N C.(T)At f"“ 1 At 1
tn S

; 1_%ds(1 + [A3z))? + C’,{(T)(?) 271+ |zol).

e Error term eg .,
Note that, owing to the regularity estimate from Lemma (with « = 0), for all

te[0,T) and x,y € H, one has

t1 >
|£A<J‘EWDW% T — a5, Yo2(1)), F(XG™, Yo (1))
t

0
+ AE[[(Dyu (T — tr, 2, Y3 (1)), FXG, Yo (1))
< C(T)At(1 + |xo)),

using the moment bound ( . the linear growth of F and Assumption

0,4,1 0,4,2 043

o Gatherlng the estimates for the error terms e;™", e;** and e,*° and summing for

ne{0,.. — 1}, the proof of the inequality (89) is thus completed. O

6.3. Proof of Proposition [3.7 Before proceeding with the proof, auxiliary tools are
required. The statements and the arguments are similar to those in [10]. Let us first state
and prove an auxiliary lemma about discrete-time Poisson equations. For all 7 € (0, o0),
let (Yg)k>0 be defined using the modified Euler scheme from [5] applied to the stochastic

evolution equation dY(s) = —AY(s)ds + dW (s) with time-step size 7: for all m > 0,

(95) m+1 -A YT + BT 1\me 1+ BT 2\/7Fm 2

where the linear operators A;, B, and B, are given by ({19 . Let P, denote the associated
Markov transition operator: for any bounded and measurable mapping ¢ : H — R and all
yeH,

Pré(y) = By[6(Y])] = E[(Ary + Brav/TT1 + Bray/7l)].

LEMMA 6.2. Let ¢ : H — R be a Lipschitz continuous function, which satisfies the
centering condition § ¢(y)dv(y) = 0. For all 7 € (0,0) and all y € H, define

UT(y) =7 Y Proy)

Then Y7 is a solution of the Poisson equation

(96) Poap— 1 = —70.
Moreover, there ezists C € (0,00), such that for all T € (0,00), one has
(97) sup < CmaX(T’ ]_) sup |¢(y2) T ¢(y1)| '

yeH 1+ |y| y1,y2€H |y2 - yl|
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PROOF OF LEMMA [6.2l Observe that for all 7 € (0, 00), one has

- - <C ).
(LT 1= A\ max(r, 1)

i 1 T 1+ M7
( 1+ 7

In addition, using the centering condition on ¢ and the fact that the Gaussian distribution
v is invariant for the modified Euler scheme for any value of 7 € (0, 0), for all m > 0,
one has

Proy)] = [Proly f¢dv|
~ [Proly) - f Pr(z)du(z)|

< sup ‘gb( yl ’J|Am |dV( )
y1,y2€H |y2 yl
1
< _ sup |p(y2) — yl f|z|du Tl
(1 + )‘17—) y1,y2€H |y2 yl

This proves that ¢7 is well-defined for all 7 € (0, 0). It is then straightforward to check that
the identity and the inequality . The proof of Lemma is thus completed. 0

Let At = T/N € (0,Aty). For all n € {0,..., N — 1}, define the auxiliary function
¢t H x H — R as follows: for all z,y € H, set
(98) o' (,y) = (DuR,_1 (Aniz), Ase(F 2, y) — F(2))).

Note that the centering condition
[GEREE

is satisfied, owing to the definition of F(z). Therefore one can define the auxiliary
functions ¥4 : H x H — R as follows:

(99) Yat(m,y) =7 > By [on(x, Y]],

m=0

using the definition for the auxiliary scheme with time-step size 7 = At/e. Owing to
Lemma , Yabe(z, -) is solution of the discrete Poisson equation (96)):

Prwﬁt%% ) - wﬁtﬁ(‘r’ ) = _T(ﬁﬁt(az )

One has the following regularity estimates on the functions ¥2%¢(z, -), with constants inde-
pendent of At € (0, Aty) and € € (0, ¢).

LEMMA 6.3. For all T € (0,0) and k € (0,1], there exists C(T) € (0,0) such that for
all e € (0,€9), At =T/N € (0,Aty), all xz,y € H and alln e {0,..., N — 1}, one has

(100) [nt (2, )| < CuT) o]l max(7, 1)(1 + [y])

(101) sup  [(Da " (2, y), )| < CL(T) ||| max(r, 1)(1 + |y])
heH;|h|<1
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and for alln € {0,..., N — 3}, one has
C.(T)At
(N —n—2)At)

(102)  [dnyile,y) — v (2, y)| < 1= [z max(7, T)(1 + |2[)(1 + [y]),

with T = At/e.

The proof of Lemma [6.3] consists in the application of Lemma [6.2] for three auxiliary
mappings, combined with the regularity results on w4, _; from Lemma The application
of Lemma [6.2] explains the presence of the factor max(r, 1) on the rlght hand sides of the
inequalities, see the inequality from Lemma

PROOF OF LEMMA [3.1] Let us first prove the inequality (100)). For alln € {0,..., N—1},
x,y1, Y2 € H, one has

160" (2, 52) — & (,11)| = KDUR",, 1 (Aae), Aae(F (2, 42) — F(z,51))|
< C(MD)||elli[F (2, y2) — F(2, y1)]
< C(D)lellrly2 = y1l,

owing to the inequality (49) (see Lemma and to the global Lipschitz continuity of
F (Assumption . Since ¢4 (x,-) satisfies the centering condition §¢2¢(x, )dv = 0, the
inequality is then a straightforward consequence of Lemma

Let us now prove the inequality 1101. Since the mappings uy’ , ;, F' and F are of class
C? (see Lemma [4.2| and Assumption — ¢t (x,y) is of class C!, and one has

(D5 (x,y), hy = (Duy",,_ (Aaz), Aar (Do F(2,y).h — DF(x).h))
+ D%ﬁt e 1(AAtx).(AAt(F(x, y) — F(x)), Amh).

In particular, the centering condition

J‘<Dz¢ﬁt($v ')’ h>dV =0

is satisfied. It is straightforward to check that x +— 12¢(x, 1) is of class C!, and that one
has

e¢]
<waﬁt76(x7 yhhy=r1 Z Ey[<Dﬂﬂ¢$t($? Y3), h).
k=0
This means that the mapping (D,y2%¢(x,-), h) solves the Poisson equation
(PT - I)<wa$t7€(xa ')’ h> = <Dw¢$t<x? ')7 h>'

In order to apply Lemma [6.2] it suffices to check tha the following property holds: for all
ne{0,...,N —1}, x,y1,y» € H, one has

[(Dedpta(x,4a), by — (Dptbpty (z,91), bl
KDUN oo (AnT), Apt (Do F (2, y2).h — Dy F (2, y2).h))|
+ |D2uN ez (Anx). (Aach, Ane(F(z,y2) — F(z,11)))]

CD)lllzlplly2 = wal,
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owing to the inequality (52]) (see Lemma [4.2) and to the regularity conditions on F' (F
is of class C? with bounded first and second order derivatives, see Assumption . As a
consequence, the inequality (101]) is obtained as an application of Lemma .

It finally remains to prove the inequality (102). Set G120 (x,y) = Wi (z, y) — 20 (x, y).
The mapping §i54<(z, ) is solution of the Poisson equation

(P‘F - ])6w$t7€(l‘7 ) = T5¢ﬁt<x7 ')7
with the auxiliary function §¢5t(x, ) defined by
00" (w,y) = (Duy", o(Asw) — Duy,,; (Asw), Ase(F(2,) — F(z))).
The centering condition

‘fa¢ﬁ%x,odv::o

is satisfied, therefore the application of Lemma [6.2] requires to upper bound the Lipschitz
constant of §¢5¢(x, ).
Forall ze H,ne{0,...,N — 3}, and y;,y, € H, one has

|5n¢7—<x7 yg)—6n¢‘r(l‘, yl)} < ’<Dﬂﬁt—n—2<"4Atx> - Dﬂﬁt—n—l<"4ﬁtl‘)7 AAt(F($7 y2) - F(:C7 yl))>|

1—k CK/(T) —_ X
<A R IR DA (Pl 32) = Pl )
11—k CN(T) T _
A ARl el =,

owing to the inequality (see Lemma and to the global Lipschitz continuity of F

(Assumption [2). Applying Lemma then yields the inequality ((102)).
The proof of Lemma [6.3]is thus completed. O

We are now in position to provide the proof of Proposition [3.7]

PROOF OF PROPOSITION 3.7 Let T € (0,), ¢ : H — R be of class C?, with bounded
first and second order derivatives, € € (0, ¢), and At = T//N € (0, Aty), with N € N. Recall
the notation 7 = At/e.

The error in the left-hand side of can written as follows:

. . —At —At
E[p(X5)] - E[p(X3)] = E[p(X5™)] — Xy ) + o(Xy ) — E[p(X3")].
It suffices to focus on the first error term on the left-hand side: indeed

<At
(X)) — E[p(X)]| < C(T)At|pll2(1 + [ao]?),
see from the proof of Proposition .

The error term which remain to be studied can be decomposed as follows:
. <At _ ‘. _
Elp(Xi™)] - ¢(Xy ) = E[ug"(X5™)] — uy' (z0)
= Efug"(X5™)] - E[ay' (X5™)] + ay' (x5) — i (o),

where the mapping uy' is given by (44).
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The mapping w4’ is globally Lipschitz continuous, more precisely one has the inequal-

ity (52)), and using Assumption I 3| one obtains
@y (25) — Ty (z0)| < C(T)]af — ol < C(T)e(1 + |zol).
Let us now study the remaining error term. Using a telescoping sum argument, one has
N—1

B (O6)) — B (5] = 35 (B[, (0620 — B, (05°)

N—-1
(BIERL - (s + AtAS (XS, Vi)
=0

3

— BT, (AaXi + AF(X5A))] ).
Since u4!
equality

is of class C? owing to Lemma , by a Taylor expansion, one obtains the

N—
E[EOAt(X;’[At)] . E[—At Xe At _ Z At Xe JAL Y;f{)] + R;’At,

with the function ¢4* defined by ., and where one has
E[|Ry™(] < A |[agt, i [LE[ F (X2, Yith) — F(XG4))
< C(T)AL|lll2 (1 + EB[IX5™%] + B[ Y531 P),

using the inequality .
Using the equality At = 7¢, the error term can be written as

(103)
N— N— 1
2 SRV = € 3 (B2t (K™, Va2)] - B[P (X520, Yei))))
n=0 n= 0
N-1
= € > (BlYnt (X5, Yoih)] — B[ (X2, Yo)])
n=0

=€ Z (E[¢At e(Xe JAL Y;ff)] E[wAt G(Xe JAt Yfﬁﬁ)])
ne{0,N—1,N—2}
N-3

€ D (BIont(Xp™, YieD] — E[on™ (X5, Yit)])
n=1
where the second equality is a consequence of the Markov property and of the definition
of the scheme . For technical reasons, it is necessary to treat differently the terms
ne{0O,N—-2 N—1}andne{l,...,N —3}.
On the one hand, for if n € {0, N —2, N — 1}, owing to Lemma [6.3| one has

e[ELwae(xaa, vodh)] - Bluat(xe™, vidh))
C(T) lellemax(r, 1) (1 + E[ Y241 + E[Y;241)

C(T)|lllx max(At, ),
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using the moment bound from Lemma .
On the other hand, using a telescoping sum argument and the Markov property, one
obtains the auxiliary identities

E[PAURY (X525 Vi) — B[P (X5, ¥

N-3

= 3 (BIP s (K81, Y] — BIP e (X52, ¥g))
n=1
N-3

= X (B[Pt (X0, Yalth] — B[P (X5, Yat))]
n=1
N-3

(B[Pt (X35, Yooh)] = B[Pt (X%, Y 2)])

+
i

=
w

(Bl (X5, Yoio)] — E[un (X532, Y3 5)]

n+1

23
w

+ > (B (X5, Vo)) — B[t (X5, Yoin]).-

3
Il
—

Observe that the expression appearing in the last line above corresponds to the expression

appearing in the last line of (103)). One then obtains

N-3
At Y E[op" (X2, Y] = eB[e (X, Y52 ] — B[RS (X525, Y520
n=1

=

-3

ey (Blahi (X, Y] — E[ari(XsA Yo

N—

+e Y (B[Rt (XeA Y] — E[vat(XSA, Yars)]).
1

n=

w =

To prove upper bounds for the three terms on the right-hand side above, the properties of
the mappings ¥>%¢ provided by Lemma and moment bounds for the random variables
Xate and Y24€ are employed. Recall also that e max(7, 1) = max(At, €).

e Using the inequality , one has

(T) max(At, o) [l (1 + E[Y5]])

e|E[vr (X5, Y52 < €
C(T) max(At, )¢,

NN

using the moment bound from Lemma .

Similarly, one has

(T) max(At, €)1 (1 + E[ Y2 ]])
(T) max(AL, €) i1
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C
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e Using the inequality (101]), one has

N-3
e 20 (Bl (X2, Yath)] - Elwati(ea, vet))|
n=1
N-3
€,A €, €,A
< O(T) max(At, e)lpll Y E[IX521 = X1+ [Y550)]
n=1
N-3 .
G,A € 5
< C(T) max(At, e[l Y (BIXGE — Xp2) 2,
n=1
using Holder’s inequality and the moment bound from Lemma . Applying Lemma
then yields
N-3
At,e /<€, A €,A Ate (e, €,A
€ X (Blumir (i, Vil — Elwis (Xa, varh))|
n=1
N-3
< Co(T) max(At, €) [l o[l A8 (1 + |zo])

=1

ot
(nAt)l=*

3

< Ok (T) max(At, €)[|ll2At ™" (1 + |xo]).
e Using the inequality (102)), one has

N-3
€ 3 (Blumtr (X, Vi)l — Elut(Xe, varh))|
n=1
N-3 1
k € €,A
< Co(T) max(At, o) gl A" ) B+ AN+ YD)

el ((N —n — Q)At)
< Cu(T) max(At, €) [l 2A¢7 (1 + |zol)-

e Gathering the estimates, one obtains

N-3
At Y E[gn (X2 Y| < CulT) max(At, €)oo At (1 + |ao ),

n=1
and finally

E[o(X5)] — oXn)| < CDellplls (1 + 20]) + CT) AL ll2(1 + |0 ]?)

+ C(T)|¢lls (e + At)
+ Cu(T) (== + A ) [l plla(1 + |o])-

Atr
This concludes the proof of the inequality and of Proposition . O
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